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Abstract Summer streamflow predictions are critical for managing water resources; however,
warming-induced shifts from snow to rain regimes impact low-flow predictive models. Additionally, reductions
in snowpack drive earlier peak flows and lower summer flows across the western United States increasing
reliance on groundwater for maintaining summer streamflow. However, it remains poorly understood how
groundwater contributions vary interannually. We quantify recession limb groundwater (RLGW), defined

as the proportional groundwater contribution to the stream during the period between peak stream flow and
low flow, to predict summer low flows across three diverse western US watersheds. We ask (a) how do snow
and rain dynamics influence interannual variations of RLGW contributions and summer low flows?; (b)

which watershed attributes impact the effectiveness of RLGW as a predictor of summer low flows? Linear
models reveal that RLGW is a strong predictor of low flows across all sites and drastically improves low-flow
prediction compared to snow metrics at a rain-dominated site. Results suggest that strength of RLGW control
on summer low flows may be mediated by subsurface storage. Subsurface storage can be divided into dynamic
(i.e., variability saturated) and deep (i.e., permanently saturated) components, and we hypothesize that
interannual variability in dynamic storage contribution to streamflow drives RLGW variability. In systems with
a higher proportion of dynamic storage, RLGW is a better predictor of summer low flow because the stream

is more responsive to dynamic storage contributions compared to deep-storage-dominated systems. Overall,
including RLGW improved low-flow prediction across diverse watersheds.

Plain Language Summary Water managers across the western United States depend on accurate
streamflow prediction models for water planning and allocation during summer months. Historically, these
models use snow metrics to predict summer flows, but increasing temperatures across the western US are
decreasing snow input and accumulation and increasing early snow melt rates leading to changes in streamflow
generation mechanisms. Here, we seek to understand how stream flows will respond under warmer climates in
three watersheds with distinct climate and underlying bedrock in the western US. We expanded upon commonly
used low-flow model snow metrics to include snow and streamflow metrics from the previous year as well

as groundwater dynamics during the annual recession curve. We found that including variables outside of
commonly used snow parameters in the models produced more accurate predictions of summer low flows. We
provide a framework for future analysis of streamflow response to warming across the western US.

1. Introduction

Current climate models predict that surface air temperatures will warm as a result of increasing concentrations of
greenhouse gases in the atmosphere (IPCC, 2022). In snow- and ice-dominated regions, these increasing temper-
atures are concomitant with decreases in snow accumulation due to a shift in precipitation phase from snow to
rain (Berghuijs et al., 2014; Feng & Hu, 2007) and increases in snow melt rate during the mid-to-late snow season
(Harpold & Brooks, 2018; Kapnick & Hall, 2012; Mote et al., 2018; Musselman et al., 2021). In snow-dominated
watersheds, earlier snowpack melt has resulted in earlier peak flows in streams and lower summer low flows
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(e.g., Azmat et al., 2017; Bavay et al., 2009; Carroll et al., 2018; Kapnick & Hall, 2012; Milly & Dunne, 2020;
Poyck et al., 2011; Segura et al., 2019; L. T. Stewart et al., 2005). However, the response of summer low flow in
systems undergoing changes in precipitation regimes remains equivocal (e.g., Godsey et al., 2014; Huntington
& Niswonger, 2012; Mayer & Naman, 2011; Segura et al., 2019). Understanding the response of low flows to
changing climate conditions can benefit managers around the world (Brooks et al., 2021; Floriancic et al., 2021;
Godsey et al., 2014; Gordon et al., 2022; Svensson & Prudhomme, 2005). Therefore, we focus on summer low
flows, a period when high-water demand by both human and non-human users coincide and requires accurate
predictions of water availability.

Many processes play a role in summer streamflow generation in the western, montane United States, beginning
with snow accumulation and mid-winter snow dynamics (Musselman et al., 2021) through the onset of snowmelt
(Barnhart et al., 2016), infiltration, and subsurface transport of meltwater (Gordon et al., 2022). Predictions of
summer low-flow dynamics in these regions have relied heavily on incorporating winter snow metrics (e.g.,
peak snow water equivalent (SWE), melt rate, and snowfall fraction) into models (Godsey et al., 2014; Tague &
Grant, 2009), while groundwater dynamics are rarely leveraged. We focus on quantifying groundwater contri-
butions to the stream between peak streamflow and summer low flow (i.e., the falling limb of the stream hydro-
graph following the snowmelt pulse) because this period dictates the quantity of meltwater and precipitation that
recharges groundwater, regulates water residence times, and governs the interaction between shallow and deep
flow paths (Kapnick & Hall, 2012). This period denotes the annual recession limb, and we term the groundwater
contribution to the stream during this period as recession limb groundwater (RLGW).

End member mixing analysis (EMMA) can quantify the contribution of groundwater to streamflow and illumi-
nate the proportion of RLGW contributed to a stream and its relationship to summer low flows. EMMA uses
naturally occurring environmental tracers, such as stable isotopes of water and conservative constituents, with
distinct chemical signatures (e.g., Cl, Ca, and Na) among sources (e.g., rain, snow, unsaturated groundwater, shal-
low groundwater, and deep groundwater) in conjunction with stream discharge to approximate the proportional
amount of each source contributing to the streamflow (Carroll et al., 2018; Cowie et al., 2017; Hooper, 2003;
Miller et al., 2014; Segura et al., 2019). Geogenic constituents that exhibit negative concentration—discharge
(C-Q) relationships can be leveraged to understand groundwater—surface water interactions (Bernal et al., 2006;
Genereux et al., 1993; B. Stewart et al., 2022) as these species indicate higher groundwater contributions during
low flows and lower groundwater contributions during high flows. In streams with strong negative C—Q rela-
tionships, EMMA provides a flexible yet robust method for quantifying groundwater contribution to streamflow
across different years and environments.

The behavior of RLGW inputs into streams and its relationship to summer low flow likely vary depending on
the dominant type of winter precipitation (i.e., snow/transition/rain) and the proportion of dynamic versus deep
groundwater storage. Evidence from snow-dominated systems with a large proportion of deep groundwater stor-
age, indicated by long mean residence times, show that summer low flows are more sensitive to inter-annual
than the intra-annual precipitation inputs (Brooks et al., 2021; Godsey et al., 2014). In contrast, summer low
flows in rain-dominated and transition basins, especially those with small deep groundwater reservoirs, are more
responsive to same year precipitation dynamics (Safeeq et al., 2013). In systems across the western US, summer
streamflows are sustained by groundwater, but the age differs depending on the proportion of dynamic to deep
storage within each system (Godsey et al., 2014; Huntington & Niswonger, 2012; Rademacher et al., 2005; Tague
& Grant, 2004). Stream water composition during spring snowmelt is less consistent than summer flows and
has been shown to be influenced by snowmelt rate (Barnhart et al., 2016), vegetation, topography, and drought
(Carroll et al., 2018). Based on these findings, we propose using the variable nature of stream chemistry during
the recession limb to understand RLGW inputs. We hypothesize that recession limb stream chemistry will provide
insight into groundwater dynamics before summer low flow that lead to better predictions of summer low-flow
discharge compared to snow metrics alone. Predictive power will be greater in transition/rain-dominated catch-
ments, where summer low flows are less coupled with snow melt.

To test our hypothesis and improve understanding of summer low-flow dynamics, we focus on two questions:
(a) how do snow and rain dynamics influence interannual variation of RLGW proportion and summer flow
volume?; and (b) what watershed attributes impact the effectiveness of RLGW as a predictor of summer low-flow
volume? To address these questions, we examined historic streamflow and climate data from three watersheds
that vary in climate and lithology. For the low-flow analyses, we focus on the lowest fifth percentile flow, termed
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Figure 1. Location of each watershed (a) with colors indicating average 1 April snow water equivalent (SWE) between 2004 and 2020 from Snow Data Assimilation
System (SNODAS) across the western US. Individual watershed maps of Lookout Creek (b), Sagehen Creek (c), and Coal Creek (d). The black line indicates the
mainstem of each creek. The white triangle is the location where the chemistry data are collected, and the black square is the US Geological Survey (USGS) gage
associated with each stream. Background colors represent the underlying lithology sourced from State Geologic Map Compilation (Horton et al., 2017).

05 (sometimes referred to as 095; Smakhtin, 2001), as it is a commonly used metric to represent low-flow
conditions and has been shown to be vulnerable to warming (Carlier et al., 2018; Laaha & Bloschl, 2005; Meresa
et al., 2022; Smakhtin, 2001; Wang & Cai, 2009), more so than Q10 (Dinpashoh et al., 2019).

2. Methods
2.1. Study Sites

Three unregulated streams that vary in lithology and climatic regime were selected to investigate the relationship
among snow dynamics, RLGW contributions, and summer stream water low flows (Figure 1 and Table 1). Look-
out Creek (64 km?) is a tributary to the Blue River and located on the western side of the Oregon Cascades within
the HJ Andrews Experimental Forest. Sagehen Creek (27 km?) is a tributary to Stampede Reservoir located on
the eastern side of the Central Sierra Nevada north of Truckee, CA. Coal Creek (53 km?) is a tributary to the Slate
River in the Central Rocky Mountains.

Lookout Creek receives the most annual precipitation of the three watersheds with an average of 1,453 mm
year~!, with >80% falling between November and April (Jones & Perkins, 2010), predominantly as rain. Above
800 m, snowpack generally persists from November through June; however, at lower elevations snowpack rarely
lasts for more than 2 weeks. In comparison, Sagehen Creek and Coal Creek receive an average precipitation of
1,065 and 1,147 mm year~!, respectively. Like Lookout Creek, Sagehen Creek receives most of its precipitation
in the winter and annually about 60% falls as snow. In contrast, Coal Creek receives about 75% of its precipitation
as snow and the remaining falls as rain in the summer during the North American monsoon season. Despite the
variation in snow inputs across the watersheds, snow plays an important role in streamflow generation at all three
sites.

All three basins were shaped by glacial erosion, and glacial till is present along the stream channel. Lookout
Creek is underlain by volcanic rocks that vary with elevation. Below 760 m, hydrothermally altered Oligocene to
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Table 1

Basin Characteristics at Lookout, Sagehen, and Coal Creeks

Parameter Lookout Creek Sagehen Creek Coal Creek
Elevation (m) 410-1,630 1,755-2,658 2,712-3,688
Size (km?) 64 27 53

Average Q (m?/s) 3.3 0.3 0.8

Average low flow (m3/s)? 0.26 0.05 0.07

Annual air temperature (°C) 8 6 1

Annual precipitation (mm)® 1,453 1,065 1,147
Snowfall fraction® 0.11 0.62 0.74
Underlying geology Volcanic Volcanic/granitic Granitic/sedimentary
Underlying soils Loam Sandy/gravelly loam Loamy-skeletal
Dominant vegetation Conifer Conifer Conifer (north aspect), deciduous (south aspect)

Note. Details on years used to calculate average hydrologic metrics can be found in Table S1 in Supporting Information S1.

Low flow defined as fifth percentile flow, constrained to between August 1 and October 31. "Estimated from Snow Data Assimilation System (SNODAS).

early-Miocene age breccias and tuffs from mudflows and pyroclastic flows dominate. Between 760 and 1,200 m,
bedrock is composed of Miocene age ash flows and basalt and andesite flows, and above 1,200 m, Pliocene to
early-Miocene andesite flows make up the bedrock. Generally, these formations are highly weathered and frac-
tured because of hydrothermal alteration and cooling and shrinking of flow material (Swanson & James, 1975).
The lower elevations of Lookout Creek are prone to debris flows in response to large storms and enhanced by
roads and clearcutting. Sagehen Creek is underlain by Cretaceous granites and granodiorites, which are overlain
by Miocene and Pleistocene andesitic volcanic flows, breccias, and basalts. Granodiorite outcrops are found in
the northwest portion of the basin, while andesitic outcrops are found at high elevations within the watershed
(Rademacher et al., 2005). Coal Creek watershed is the only one with any significant sedimentary bedrock; the
lower Coal Creek watershed is underlain predominately by the late Cretaceous Mesaverde formation sandstone.
The upper portion of the watershed is underlain by intrusive plutonic rock, originating during the Middle Tertiary.
Areas of the upper north slope of the watershed are underlain by Wasatch Formation mudstone (Gaskill, 1991).

2.2. Data Products
2.2.1. Stream Water Discharge and Chemistry

Continuous stream discharge is available for all three sites from the United States Geological Survey (USGS;
Table S1 in Supporting Information S1). Coal Creek discharge is directly measured during ice-free periods (15
April 15 to 15 November), but the USGS gage is removed during winter. Coal Creek continues to flow beneath
the ice and therefore a regression was developed to estimate discharge during winter periods using a downstream
gage on the Slate River (USGS Site ID 385106106571000, Text S1 in Supporting Information S1). Stream chem-
istry was retrieved from different locations for each site (Table S1 in Supporting Information S1).

2.2.2. Snow Data Assimilation System Data Product

The Snow Data Assimilation System (SNODAS) is a daily, 1 km? resolution modeled snow product available for
the contiguous US from National Oceanic and Atmospheric Administration (NOAA) National Weather Service’s
National Operational Hydrologic Remote Sensing Center (NOHRSC, 2004). SNODAS estimates snow parame-
ters (e.g., snow cover, SWE, and sublimation) using a spatially distributed energy and mass balance snow model.
Daily SWE and liquid precipitation data from water year 2004 through 2020 were downloaded from the NSIDC
archive using the rwrfhydro package (McCreight et al., 2015) and clipped to the watershed area delineated using
the USGS spatial analysis tool StreamStats. Daily watershed SWE was calculated by summing daily SWE across
each grid cell within the watershed to get a total watershed SWE for each day. Watershed peak SWE was calcu-
lated using highest daily cumulative watershed peak SWE for a given water year and dividing it by the watershed
area. Liquid precipitation was calculated by summing liquid precipitation across all grid cells for all days within
each water year and dividing the total watershed liquid precipitation by the watershed area. From these data, the
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:]?llgeDiS Parameters, Their Definitions, and the Mean and Standard Deviation of Each Parameter at Each Watershed From Water Years 2004—2020
Lookout Sagehen
Parameter (units) Definition Creek Creek Coal Creek
Peak SWE (mm) Maximum amount of snow accumulation for a given water year 159 + 108 666 + 337 861 + 306
SWE lag (mm) Previous water year’s peak SWE 154 + 110 681 + 342 853 + 315
Peak SWE day (SWD) (WY day) Day of the water year that peak SWE occurs 138 + 35 172 + 30 194 + 24
Snow disappearance day (SDD) (WY day) Day of the water year that the snowpack disappears permanently 232 + 37 286 + 24 271 + 18
Melt rate (mm/day) Rate of snow disappearance (peak SWE/SDD — PSD) 1.6 +0.8 6.0+2.8 11.8+4.2
Total precipitation (mm) Total amount of precipitation received over the course of a given water 1,453 + 407 1,065 +459 1,147 + 270
year
Liquid precipitation (mm) Total rainfall amount received over the course of a given water year 1,294 + 374 398 + 231 286 + 146
Snowfall fraction Proportion of precipitation that falls as snow (peak SWE/total 0.11 + 0.07 0.62+0.18 0.74+0.13
precipitation)

parameters in Table 2 were calculated. SNODAS SWE data were validated against Airborne Snow Observatory
(ASO) lidar surveys (Painter et al., 2016) that occurred at Sagehen Creek and Coal Creek during the period of
study (Text S2 in Supporting Information S1).

2.3. Estimation of Groundwater Contribution and Summer Low Flow

To quantify groundwater contributions to streamflow, we used chemical hydrograph separation (CHS). CHS is
considered to have a more physical basis than graphical hydrograph separation since it incorporates hydrochem-
ical information (Foks et al., 2019), leading to a more accurate estimation of baseflow in snow-dominated envi-
ronments (Miller et al., 2014). It relies on mass balance and uses stream discharge and the chemical signature of
source waters to separate components of a hydrograph (Hooper, 2003). CHS assumes that stream water is a mix
of fixed composition source solutions, and the mixing processes of these source solutions are linear (Barthold
etal., 2011). To select the best solutes to represent these end members, we used a concentration—discharge (C-Q)
analysis approach. CHS relies on robust log linear C—Q relationships. C—Q relationships of geogenic solutes were
examined across all three sites and the constituent with the highest average log linear R? was used.

Estimating groundwater contributions on daily time steps required deriving continuous concentrations based on
discrete concentration measurements and continuous flow data. Given that sampling frequency of stream water
chemistry varied across the watersheds from daily to monthly, the Weighted Regressions on Time, Discharge,
and Season (WRTDS) from the EGRET R package was used (Hirsch et al., 2010, 2023). The WRTDS model
is a USGS analysis method to predict daily stream chemistry designed to allow for more flexibility than a basic
regression model by using a shifting C—Q relationship among seasons, over time, and across the hydrograph. The
general formula of the model is

Elc] = w(Q,T) M

where ¢ is concentration, E[c] is predicted concentration, and w is a function that depends on discharge (Q)
and time (7). The WRTDS model was run for the length of the overlapping discrete chemical and continuous
discharge records, and continuous chemical data were estimated for each site at a daily time step. The WRTDS
model provides a flux bias statistic which indicates how well the model fits the measured fluxes (product of ¢ and
0, kg/day) and is defined as the difference between the sum of the estimated fluxes on all sampled days and the
sum of the true fluxes on all sampled days. A bias statistic near zero indicates low bias in the model, and values
above/below +0.1 (unitless) indicate that the model is highly biased and should not be used for that data set. A
Nash—Sutcliffe efficiency (NSE) value was also calculated for each site to evaluate the goodness of fit between
observed and modeled stream chemistry values (Nash & Sutcliffe, 1970). NSE was calculated using the hydro-
GOF R package (Zambrano-Bigiarini, 2020).

CHS was run using the modeled daily stream chemistry and measured daily stream discharge. CHS assumes
that all stream water is a combination of two broad end members: groundwater and runoff (i.e., surface runoff,
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interflow, and shallow groundwater flow). We used the established approach of estimating end member concen-
trations from stream chemistry during high and low flows (Kish et al., 2010; Miller et al., 2014; M. Stewart
et al., 2007). This approach relies on a strong C—Q relationship but eliminates the need for measured runoff and
groundwater chemistry to represent an end member. In our case, C—Q relationships showed a strong log linear
dilution pattern (average R? of 0.80; Figure S4 in Supporting Information S1). During high flows when the stream
discharge peaks and the stream constituent concentration is at its lowest, the stream is assumed to be composed
of 100% runoff (Kish et al., 2010; Miller et al., 2014; M. Stewart et al., 2007). Here, runoff does not represent
direct rainwater or snowmelt inputs but rather these inputs after picking up solutes on their way into the stream
(Miller et al., 2014). For this reason, our runoff end members are more geochemically evolved than rainwater or
snowpack.

During low flows when the stream discharge is at its lowest and the stream constituent concentration peaks, the
stream is assumed to be composed of 100% groundwater. In this sense, runoff is defined as water with a low
chemical concentration and groundwater as water with a high chemical concentration. Using these definitions,
the following equation was used to calculate the volume of streamflow made up of groundwater:

@

QBF=Q[ € —Cro ]

CBF - CRO

where Qy. is daily mean groundwater discharge, Q is daily mean discharge, C is the daily mean stream concen-
tration, Cy, is the concentration of the runoff end member, and Cy, is the concentration of the baseflow end
member. When groundwater and runoff chemistry are unavailable, end members can be estimated using the
upper/lower limit measured constituent concentrations: Cy, can be estimated as the lowest measured constituent
concentration and Cyp. as the highest measured constituent concentration (Kish et al., 2010; Miller et al., 2014;
Rumsey et al., 2015; M. Stewart et al., 2007). Consistent end member values assume that the end members are
temporally consistent. As shown by Miller et al. (2014) and Rumsey et al. (2015), this assumption is valid for
Cpo because the temporal variation in snow melt and rain is small relative to the instream constituent concen-
trations. This assumption is not valid for Cy; because groundwater constituent concentrations vary based on
residence time, which may vary year to year. Therefore, Cy. concentrations were calculated for each year. Four
combinations of possible end members can be used in CHS (Miller et al., 2014): two that represent runoff inputs
and two that represent groundwater inputs. For runoff end members, either the minimum or the first percentile of
end member solute concentrations can be used. For groundwater end members, either the maximum or the 99th
percentile of end member solute concentrations can be used. In general, 99th and 1st percentiles are more repre-
sentative of average runoff and groundwater conditions and therefore are used (Miller et al., 2014). End members
were calculated from observed, not modeled, concentrations. Our analysis began with all four combinations and
the final section was based on combinations where only positive groundwater inputs were estimated.

RLGW proportion was calculated by averaging the modeled groundwater proportion from the CHS across the reces-
sion limb. At each site, the recession limb was identified as the months encompassing the falling limb of the hydro-
graph after peak SWE to minimum streamflow (Figure 2). Summer low-flow discharge was calculated using the fifth
percentile flow discharge and is referred to as Q5. Q5 calculation was constrained to only consider the fifth percentile
flow that occurred between 1 August and 31 October such that winter low flow at Coal Creek would not be included.

2.4. Statistical Analyses
2.4.1. Principal Components Analysis

Principal components analysis (PCA) was used to assess drivers of RLGW and Q5 and identify potential multi-
collinearity between variables. Climate parameters (Table 2), RLGW, Q5, and lagged Q5 and RLGW for all three
sites were included in the PCA. Data were centered and scaled to achieve normal distribution, and PCA was run
using R package PCAtools (Blighe & Lun, 2022). PCs above the elbow of the scree plot were retained. Signifi-
cance of each parameter on each PC was tested using a 99% confidence interval ¢ test. Parameters that were not
significant on any retained PC were removed from subsequent analysis. Where eigenvectors were collinear, the
one with the largest eigenvalue was retained, and others were removed from subsequent analysis.

2.4.2. Multiple Linear Regression

Multiple linear regression models were used to investigate the relationships among snow parameters (Table 2),
low-flow discharge, and RLGW proportion. In addition to the snow and rain variables included in Table 2, Q5lag,
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Figure 2. Minimum-maximum normalized average annual water year stream discharge for watersheds for Lookout (red),
Sagehen (yellow), and Coal (blue) Creeks. Dotted portion of the hydrographs indicate recession limb. Bold portions of the
hydrograph indicate the range during which low flow occurred over the period of record. Colored square indicates mean
low-flow date.

defined as the previous year’s summer low-flow discharge, and RLGWlag, defined as the previous year’s RLGW,
were included as predictor variables. PCA was used to determine which parameters would be used in the models
to reduce multicollinearity and overfitting. Coal Creek only has 5 years of data; therefore, time lags were not
investigated. Best models were determined using backward stepwise Akaike information criterion (AIC) model
selection from the MASS R package (Venables & Ripley, 2002) on center and scaled data to achieve normal distri-
bution. Once best models were determined, multicollinearity was checked using a variance inflation factor (VIF).
Variables with a VIF > 10 were removed and models were checked again. This was repeated until all retained
variables had a VIF less than 10. Regression/beta coefficients were calculated to evaluate relative importance of
each retained variable on model output using the QuantPsyc R package (Fletcher, 2022).

2.4.3. Leave-One-Out-Cross-Validation

Leave-one-out-cross-validation (LOOCV) was used to assess model performance (Stone, 1974). LOOCYV splits
a data set into a training set and a testing set but leaves only one data point for the testing set. A model is built
using the training set and uses the model to predict the response variable of the training data. This process is
repeated n times, where 7 is the number of observations in the data set. LOOCYV is often used for validation of
models built with small data sets because it does not require extensive training and testing data. LOOCV was run
on each model using the MuMIn R package (Barton, 2023) for each site and the RMSE of the original model was
compared to the mean of the RMSE from the LOOCYV test runs.

3. Results
3.1. SNODAS-ASO Comparison

We evaluated SNODAS data with measured lidar snow depth and estimated SWE from ASO surveys. SNODAS
and ASO data were compared on one survey at Sagehen Creek (26 March 2016) and two surveys at Coal Creek
(30 March 2018, 7 April 2019); ASO data were not available at Lookout Creek. The Sagehen Creek flight was an
average snow year (Figure S1 in Supporting Information S1), while the Coal Creek flights sampled a low (2018)
and high (2019) snow year (Figures S2 and S3 in Supporting Information S1). In general, SNODAS overpre-
dicted SWE at low elevations and underpredicted at high elevations compared to ASO. Average watershed SWE
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differences between SNODAS and ASO from all three flights ranged from 0.13% to 12.74%, indicating SNODAS
slightly overpredicts watershed average SWE (Text S2 in Supporting Information S1).

3.2. Characterization of SWE and Stream Hydrographs

Hydrograph response reflects the timing of rainfall and snow melt of each site (Figure 2). Lookout Creek had the
smallest snowfall fraction (0.11) and the earliest average peak SWE of the three sites (early February; Table 2).
Lookout Creek also had the greatest interannual variability in snow accumulation and peak SWE, with peak SWE
occurring as early as December or as late as March. Sagehen Creek and Coal Creek had later and more consistent
peak SWE that tended to fall in late March and mid-April, respectively. Sagehen Creek and Coal Creek had the
highest snowfall fraction 0.62 and 0.74, respectively (Table 2). Lookout Creek generally reached peak flow in
mid-winter (i.e., December—January) due to fall and winter precipitation, reflecting its rain-dominated nature.
Peak flow at Sagehen and Coal Creeks was later than Lookout Creek and characteristic of snow-dominated sites,
with peaks occurring in late April and mid June, respectively. Fall and winter rain at Sagehen Creek and Lookout
Creek caused large peaks in the hydrograph prior to the snowmelt pulse. After snowmelt, flow in all three streams
decreased and reached baseflow by August.

3.3. End Member Mixing Analysis

C-Q behavior of geogenic solutes was examined across the three sites to select a solute that would be used in the
WRTDS model and for CHS. The slopes of the C—(Q relationships were negative for all tested geogenic solutes. At
all sites, sodium, magnesium, and calcium showed the strongest C—Q relationship (R? ranged from 0.41 to 0.95;
Figure S4 in Supporting Information S1). Calcium was selected for the WRTDS and CHS models as it demon-
strated a strong log linear relationship with discharge (average R? of 0.80) and was the best fit at Lookout Creek
which had weakest C—Q relationships of the three sites (Figure S4 in Supporting Information S1).

The WRTDS model was run across time periods where discrete calcium and continuous discharge records were
available. In general, WRTDS accurately predicted calcium concentrations, with the best predictions at moderate
flows (Figure S5 in Supporting Information S1). Models at all three sites had low bias statistics and high NSE
(range 0.84-0.95). Calcium and discharge generally covaried (Figure S5 in Supporting Information S1) where
high flows were associated with low calcium values and low flows were associated with high calcium values.
Lookout Creek calcium values had a lower seasonal range, with average minimum and maximum concentrations
differing by less than 2 mg/L, compared to a seasonal range of about 10 mg/L at Sagehen and Coal Creeks.

At all three sites, the 99th percentile calcium concentration was selected as the best groundwater end member
for CHS because these values are more representative of groundwater concentrations than the maximum calcium
concentration (Miller et al., 2014). For Lookout Creek and Coal Creek, the first percentile calcium concentrations
were selected for the runoff end member using the same reasoning. At Sagehen Creek, the minimum calcium
concentration was used as the runoff end member as the first percentile calcium concentration resulted in a model
that predicted negative baseflow volumes. On average, Sagehen Creek had the highest weighted groundwater
contribution throughout the year (41%) and Coal Creek had the lowest groundwater contribution throughout the
year (24%).

Groundwater contribution varied throughout the year and across years, but generally contributed higher propor-
tions during low flow periods and lower proportions during high flow periods (Figure 3). Minimum groundwater
contributions ranged from 5% at Coal Creek to 21% at Lookout Creek. These minimum contributions occurred
during early March, mid-April, and early May at Lookout, Sagehen, and Coal Creeks, respectively. As expected
because of diluting log-linear C—Q relationships across all three streams, the maximum groundwater contribution
occurred in mid-to-late August across all three sites when flows were at their lowest. However, higher contribu-
tions of baseflow were also estimated at Lookout and Sagehen Creeks following fall and winter storms, likely due
to flushing of high concentrations of constituents stored in the soils from the first rains after long, dry summers
(Rademacher et al., 2005; Vanderbilt et al., 2003). During the spring snowmelt pulse, groundwater contributions
were low at Sagehen and Coal Creeks, which indicated that runoff and water transport through the shallow
subsurface from snowmelt was the dominant contribution to the stream. Groundwater contribution also varied
across years, suggesting that groundwater dynamics are responsive to interannual variations in precipitation.
Average annual weighted minimum proportional groundwater contributions occurred in 2005 at Lookout Creek
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Figure 3. Chemical hydrograph separation for 2017 (top) and 2018 (bottom) for (a, d) Lookout Creek, (b, ) Sagehen Creek,
and (c, f) Coal Creek. Solid lines represent the total flow and dashed lines represent the groundwater contribution.

(31%), in 2017 at Sagehen Creek (17%; Figure 3b), and in 2019 at Coal Creek (17%). Average annual maximum
proportional groundwater contributions occurred in 2013 at Lookout Creek (42%), in 2015 at Sagehen Creek

(64%), and in 2018 at Coal Creek (33%; Figure 3f).

RLGW proportions varied across sites, reflecting variation in hydrologic regime and streamflow generation
processes. All sites had average RLGW proportions between 0.4 and 0.5. Average values were highest at Sagehen
Creek (0.48) and lowest at Coal Creek (0.41). RLGW proportion generally covaried with peak SWE (Figure 4a).
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Figure 4. Linear relationships between annual (a) recession limb groundwater (RLGW) and z-score normalized peak snow water equivalent (SWE), (b) log 05 and
z-score normalized peak SWE, and (c) 05 and RLGW for Lookout Creek (red circle), Sagehen Creek (yellow triangle), and Coal Creek (blue square).
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Years with higher peak SWE had lower RLGW proportions and years with lower peak SWE had higher RLGW
proportion. RLGW proportion was significantly correlated to peak SWE at Sagehen Creek (R? = 0.89, p < 0.01)
and strongly correlated at Coal Creek (R? = 0.63, p = 0.11) but not significantly correlated at Lookout Creek.
Sites where RLGW proportion was more related to peak SWE had higher interannual variability; the lowest inter-
annual variability was observed at Lookout Creek (CV = 0.16) and the highest values observed at Sagehen Creek
(CV = 0.40) and Coal Creek (CV = 0.45).

3.4. Low-Flow Discharge

Onset of low flow varied across the sites. The earliest and latest occurrence of Q5 occurred at Sagehen Creek
on 3 August and 31 October, respectively. At Lookout Creek, Q5 occurred between 24 August and 30 October,
and at Coal Creek Q5 occurred between 13 August and 2 October. Mean Q5 dates were earliest at Sagehen
Creek (5 September) and latest at Lookout Creek (26 September). Q5 discharge was similar at Sagehen Creek
and Coal Creek (0.05 and 0.07 m?¥/s, respectively) and about 5 times as high at Lookout Creek (0.26 m?/s).
Similar to RLGW variability, Lookout Creek OS5 had lower interannual variability (0.2), while Sagehen and
Coal Creeks experienced twice the amount of Q5 variability (0.39 and 0.53, respectively). Summer low flow
and peak SWE covary, such that years with higher peak SWE have higher summer low flows (Figure 4b).
Low-flow discharge was significantly correlated to peak SWE at Sagehen Creek (R? = 0.72, p < 0.01) and
strongly correlated at Coal Creek (R> = 0.48, p = 0.19), but not significantly correlated at Lookout Creek.
Interestingly, at Lookout Creek, summer low flow is less responsive to peak SWE than RLGW proportion
(Figure 4c).

3.5. Explaining Low Flows Using Multiple Linear Regression

PCA was leveraged to assess climate differences between the three sites and identify major drivers of RLGW
proportion and summer low-flow discharge (Text S3 and Figure S6 in Supporting Information S1). From the
scree plot criterion, three PCs were retained above the elbow describing a total of 86% of variance. Variables
that were significant on these first three PCs were retained for multiple linear regression. All variables listed in
Table 2 were retained, aside from peak SWE day and snow disappearance day.

The degree to which snow and rain parameters explained RLGW proportion varied across the three sites (Figure 5,
RLGW columns). The best model fit occurred at Coal Creek (R2Eldj = 0.93), while Lookout Creek had the weakest
fit (R2Eldj = 0.30). At Coal Creek, melt rate and peak SWE were retained in predicting RLGW, where an increase
in melt rate led to an increase in RLGW and an increase in peak SWE led to a decrease in RLGW. Peak SWE
was more important (i.e., larger beta weight) than melt rate in predicting RLGW. Sagehen Creek RLGW was
predicted with a similar strength as Coal Creek (R2adj =0.92). At Sagehen Creek, total precipitation and snowfall
fraction were retained in predicting RLGW, where an increase in total precipitation and an increase in snowfall
fraction led to decreases in RLGW. Total precipitation was twice as important as snowfall fraction suggesting that
Sagehen Creek is more precipitation limited than snowfall limited. Lastly, at Lookout Creek, Q5lag was the only
variable retained and indicated that years following higher summer flow years had lower RLGW.

Similar to the RLGW proportion models, the best models for predicting Q5 (Figure 5, Q5 columns) from climate
parameters emerged at Sagehen Creek (RZadj = 0.85) and Coal Creek (R2adj = 0.74). At Lookout Creek, no varia-
bles were retained in the model indicating that a linear model built with just an intercept and slope of 1 had a lower
AIC than any of the snow and rain parameters. At Coal Creek, peak SWE and total precipitation were retained,
where total precipitation was nearly twice as important in predicting Q5 compared to peak SWE. Increases in
total precipitation and decreases in peak SWE led to increases in Q5. At Sagehen Creek, total precipitation and
SWElag were retained in the model, where an increase in both parameters led to an increase in Q5. Total precip-
itation was over 6 times more important in predicting Q5 compared to SWEIlag.

When we predicted Q5 from RLGW (Figure 4c), RLGW was a significant predictor of Q5 at all three sites. At
Coal Creek, the model performed best (R? = 0.95) and the Sagehen Creek and Lookout Creek models perform
equally (R? = 0.67). Compared to the snow and rain Q5 model, the RLGW Q5 model performed better at Lookout
Creek and Coal Creek. LOOCYV indicated that Lookout Creek models were the most robust (smallest % increase
in RMSE), followed closely by Sagehen Creek with Coal Creek models performing the worst (Text S4 and Table
S2 in Supporting Information S1).
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Figure 5. Beta coefficients for models predicting recession limb groundwater (RLGW) and Q5 from snow and rain
parameters. Darker red indicates more negative beta coefficients, while darker blue indicates more positive beta coefficients.
White space indicates that the parameter was not retained in the model. The adjusted R? are shown at the top of the plot above
the model with which they are associated. See Tables S3—S5 in Supporting Information S1 for p-values, variance inflation
factors (VIFs), and beta coefficients for these models.

4. Discussion

Decreases in snow accumulation and earlier melt across the western US driven by a warming climate (Kapnick &
Hall, 2012) are causing earlier peak flows and higher reliance on groundwater for summer streamflows. Recent
studies attempting to understand the drivers of summer streamflow in the western US have been successful at
snow-dominated sites using correlations with snowpack dynamics (Cooper et al., 2018; Godsey et al., 2014).
However, sites that have been historically snow dominated are shifting to rain dominated (Klos et al., 2014),
leading to a need to focus on understanding drivers of low flow at rain-dominated sites. Here, we build on existing
research by examining two behaviors: (a) the controls of recession limb dynamics on the proportion of ground-
water delivered to streams and (b) the relationship of summer flows to snow dynamics, RLGW inputs, climate,
and flow values from the previous year (i.e., “lagged”). Our results indicate that RLGW proportion is a strong
predictor of low flows (R? > 0.65) at all three sites but is especially important for predicting summer flows in
rain-dominated watersheds and that the degree to which RLGW predicts summer low flow may also be mediated
by the proportion of dynamic to deep storage. These findings are discussed in detail below.

4.1. Recession Limb Groundwater Reflects Contributions From Dynamic Storage

We introduce RLGW as a metric that can be leveraged to predict Q5 across three diverse watersheds. RLGW
is the groundwater that contributes to streamflow during the recession limb of the hydrograph and repre-
sents groundwater contributions from dynamic storage and deep storage (Figure 6). Dynamic storage is the
variation in subsurface storage between dry and wet periods (Dwivedi et al., 2019; Kirchner, 2009; Sayama
et al., 2011; Spence, 2007; Staudinger et al., 2017) and has been quantified through storage—discharge rela-
tionships (Kirchner, 2009; Sayama et al., 2011), end member mixing (Dwivedi et al., 2019), and streamflow
recession analysis (Staudinger et al., 2017). The deep storage zone is the portion of storage that is permanently
saturated. We rely on the framework presented by Dwivedi et al. (2019) and utilize two end member mixing
to estimate total groundwater contribution during the recession limb. Although RLGW is representative of
both dynamic and deep groundwater, interannual variations in RLGW capture variability in dynamic storage
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Figure 6. Conceptual model showing three zones that contribute to stream flow (unsaturated, dynamic, and deep zones)
during the recession limb for dynamic storage dominated hillslope (left) versus deep storage dominated hillslope (right).
Dynamic storage represents the variably saturated portion of the groundwater, while the deep storage represents the
permanently saturated portion. All black arrows indicate recession limb groundwater (RLGW) contribution to stream flow.

contributions because contributions from the deep storage zone are relatively constant throughout and across
years (Kidser & Hunkeler, 2016; Somers et al., 2019). Dynamic storage is recharged during winter and spring
precipitation and snowmelt (Dwivedi et al., 2019), but the proportion of dynamic storage in the streamflow
during the recession limb is variable. When the proportion of RLGW is low the stream is dominated by runoff
(i.e., overland flow, flow through the unsaturated zone) and is less reliant on groundwater for streamflow
generation. Therefore, dynamic storage water contributes to streamflow later into the summer. In contrast,
when the proportion of RLGW is high, flow is composed of large amounts of dynamic storage water, leading
to an earlier draining of the dynamic storage zone, less contribution to late summer flows, and therefore lower
low flows (Figure 4c).

4.2. Recession Limb Dynamics Improve Flow Predictions of Summer Low Flows at Rain-Dominated
Sites

Estimating summer low flows in snow-dominated watersheds has been done successfully using snow metrics
(Cooper et al., 2018; Godsey et al., 2014; Tague & Grant, 2009), but understanding the drivers of summer low
flow in rain-dominated and transitional watersheds is challenging. Our work shows that at Lookout Creek and
Coal Creek, the RLGW model outperforms the snow and rain metric model. In contrast, the use of RLGW to
predict low flow at Sagehen Creek led to weaker model performance (decline in R? of 0.18). Although the RLGW
model outperforms the climate model at Coal Creek, the climate model still provides strong predictive power of
05 (R2Eldj = 0.74). In contrast, at Lookout Creek, no climate variables predicted Q5, while RLGW led to strong
predictive power of Q5. Thus, we focus mainly on Lookout Creek as it showed the most improvement in model
performance and represents a step forward in low-flow prediction at rain-dominated sites.

The weak relationships between snow parameters and groundwater dynamics (i.e., RLGW and Q5) at Lookout
Creek suggest that streamflows are less coupled with current year snow and rain parameters compared to Sagehen
and Coal Creeks. This is further supported by the low variability in RLGW among years observed at Lookout
Creek (CV = 0.16 compared to 0.4 and 0.45 at Sagehen and Coal Creeks, respectively). The higher interannual
variability at Sagehen Creek and Coal Creek indicates that their RLGW proportions are more responsive to the
interannual variation in snowpacks, but the weaker relationship between RLGW and summer low flow compared
to the relationship between snow and rain parameters and summer low flow indicates that it is less influential for
summer streamflow generation.

Across all three sites, warmer years (i.e., lower SWE, earlier peak SWE dates, and lower snowfall fractions)
have higher proportions of RLGW (Figure 4a), which led to lower summer low flows (Figure 4c). These
changes are consistent with widespread changes in spring snowpacks occurring across the western US (Mote
et al., 2005, 2018; Pederson et al., 2011). The shift from snow-dominated to more rain-dominated suggests that
RLGW proportion may become instrumental in predicting summer flows, as demonstrated by the significance of
RLGW proportion at Lookout Creek.
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4.3. The Degree to Which RLGW Predicts Low Flows Is Mediated by Subsurface Storage

Across all three sites, RLGW is a strong (R? > 0.67) predictor of Q5 but improves predictions of Q5 at only two
sites. Our results suggest that the degree to which RLGW predicts Q5 may be mediated by the proportion of
dynamic to deep storage. We hypothesize that contributions from the dynamic storage zone control interannual
variability in RLGW, but in watersheds where contributions from the dynamic zone are less important in sustain-
ing summer flows (e.g., deep zone > dynamic zone), RLGW is a weaker predictor of 05. In watersheds where
the deep zone > dynamic zone, low flows are buffered by water from the deep zone and therefore less sensitive
to fluctuations in contributions from the dynamic storage zone (Figure 6).

Residence time can be thought of as a proxy for the proportion of dynamic to deep groundwater storage, where
watersheds with a longer mean residence times have a larger proportion of deep storage compared to those with
shorter mean residence times. Previous studies at Lookout, Sagehen, and Coal Creeks indicated that Lookout
Creek and Coal Creek have short mean residence times in contrast to Sagehen Creek (Hale & McDonnell, 2016;
McGuire et al., 2005; Rademacher et al., 2005; Uridstegui et al., 2017). At Lookout Creek, water transit time
has been estimated between 0.8 and 3.3 years (McGuire et al., 2005) with an average of 1.8 years (Hale &
McDonnell, 2016). At Coal Creek, 20% of annual streamflow is estimated to be contributed from the deep
groundwater zone (Zhi et al., 2019), which is similar to the average groundwater proportion we estimate (24%).
Other studies in the larger Gunnison River Watershed estimate annual groundwater proportion between 29%
(Carroll et al., 2018) and 58% (Miller et al., 2014). These relatively low annual deep groundwater contribution
proportions suggest that dynamic storage in Coal Creek exceeds deep storage. Sagehen Creek estimated water
ages are much older; Rademacher et al. (2005) estimate that the mean residence time of groundwater feeding
Sagehen Creek during baseflow conditions is 28 years. At Lookout and Coal Creeks, RLGW was a stronger
predictor than snow and rain parameters (R? of 0.67 and 0.95, respectively). Although RLGW shows a similar
predictive power at Sagehen Creek as Lookout Creek, it does not perform better than the snow and rain model at
Sagehen Creek. This supports our hypothesis that in high dynamic storage systems, spring-season groundwater
dynamics are more important in driving summer flows than sites with high deep storage.

In our work, the retention of “lagged” values in the linear models is an indication that there is multiyear storage
within a basin. Similar methods have been successfully applied by Brooks et al. (2021) to improve predictions
of water yields in snow-dominated watersheds in northern Utah and by Godsey et al. (2014) to improve summer
low-flow prediction in the Sierra Nevada. At Lookout Creek, Q5lag emerged as a significant predictor of RLGW
and at Sagehen Creek SWElag emerged as a significant predictor of Q5. Lagged values were not included in Coal
Creek because there are only 5 years of data. The implications of multiyear carryover of low-flow discharges are
tightly coupled with climate change. In general, studies have concluded that watersheds with more deep storage
are likely to have higher stream flows in the summer but are predicted to experience a larger absolute reduction in
summer flows than dynamic storage dominated watersheds, as low-flow discharges compound due to multiyear
drought (Mayer & Naman, 2011; Safeeq et al., 2013; Tague & Grant, 2009). Others have found that basins that
have large deep storage reservoirs may be buffered from short-term climate impacts (Carlier et al., 2018), that
summer low flows will occur earlier but not significantly decline (Godsey et al., 2014), and that although declines
in groundwater dominated basins will be larger, declines in surface water-dominated basins will be more damag-
ing to stream habitat (Tague & Grant, 2009). When we consider the potential for streamflow decline at Lookout,
Sagehen, and Coal Creeks, literature indicates that Sagehen Creek is more vulnerable to long-term declines in
summer streamflow. In contrast, literature suggests that low storage sites such as Lookout and Coal Creeks will be
more susceptible to short-term declines in flow (e.g., interannual) but will be more resilient to long-term warm-
ing. This is especially true for Lookout Creek, where the watershed is already adapted to rain-dominated climate
and thus will likely experience fewer changes in precipitation regime under warming (Safeeq et al., 2013).

4.4. Implications, Limitations, and Future Work

Our work points toward a need to capture RLGW across western US montane watersheds, especially in areas
moving toward rain dominance. Large data sets such as the CAMELS-Chem (Sterle et al., 2022), MacroSheds
(https://cuahsi.shinyapps.io/macrosheds/), or USGS NWIS (https://nwis.waterdata.usgs.gov/usa/nwis/qwdata)
could offer over 1,000 watersheds across the western US to further explore the importance of RLGW in under-
standing summer low flows. Overall, the approach used in this work requires few hydrologic parameters, making
it scalable to a larger number of basins. Specifically, three main data types are needed: (a) continuous discharge,
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(b) discrete stream chemistry, and (c) snow and precipitation data. In montane systems, spatially explicit, high
temporal frequency snow depth information is important but challenging to come by over large spatial extents.
While SWE reconstruction and spatially distributed SWE models have been developed for areas across the Sierra
Nevada (Bair et al., 2016; Dozier, 2011; Rittger et al., 2016) and the Rocky Mountains (Jepsen et al., 2012;
Molotch & Margulis, 2008; Molotch et al., 2009), they are inconsistent across different watersheds, and access
to those model simulations over the years of particular interest is rare. We leveraged SNODAS data, a 1 km?
modeled snow product, to calculate snow and rain parameters used in the model. However, point source meas-
urements, such as Natural Resources Conservation Service Snow Telemetry (SNOTEL) stations, would provide
similar information. Alternatively, site-specific sources, such as ASO flights (see Figures S1-S3 in Supporting
Information S1) or other remotely sensed snow products such as the free, globally available Moderate Resolution
Imaging Spectroradiometer (MODIS) Snow and Ice mapping project (snow cover data from 2002 to present
at the 500-m scale) could be used. Global precipitation data are available between 1979 and present from the
NOAA Global Precipitation Climatology Project (GPCP) Monthly Precipitation Climate Data Record (CDR)
data set.

We validated SNODAS snow depth against ASO flights for three dates across Sagehen and Coal Creeks. Over-
all, SNODAS data showed a slight overprediction (<13%) of snow depth compared to the ASO depths, though
over/underprediction at the grid scale (1 km?) were much larger. This discrepancy between ASO and SNODAS
is widely known (Clow et al., 2012; Dozier, 2011; Dozier et al., 2016), although in comparison to other stud-
ies, we estimate lower error between ASO and SNODAS. ASO flights are generally concentrated in strongly
snow-dominated regions, such as the Sierra and Rocky Mountains, with less focus on transition or rain-dominated
watersheds. SNODAS is typically validated against ASO because ground-based observations are assimilated into
SNODAS SWE estimation (Oaida et al., 2019). Without more airborne snow data (e.g., ASO flights), SNODAS
validation and model improvement are difficult, and the approach employed here appears to be a valid tool to
capture average, watershed scale behavior.

Data availability always limits the use of certain models, including the WRTDS model. While guidelines on
how long of a record and how frequent chemical parameters must be collected for good model performance are
under evaluation (Hirsch & De Cicco, 2015), it does require daily discharge, at least 50 stream chemistry samples
spread evenly across the discharge range, and at least 5 years of data. In addition, the model performs best on
streams with low intraday variability and is dependent on a strong negative log linear relationship between the
chemical parameter of interest and stream discharge, which may not always be the case in some watersheds,
especially those impacted by strong anthropogenic activity (Basu et al., 2011; Goldrich-Middaugh et al., 2022;
Herndon et al., 2015). Thus, while the model performed well across all three sites (flux bias statistic <0.1, aver-
age NSE = 0.90), this may not be the best tool for areas with a dearth of data or highly modified watersheds.

Finally, the last limitation in replicating our approach at other sites is the ability to accurately estimate end
members. While we follow guidelines outlined in Miller et al. (2014), end members are derived from measured
stream chemistry and rely on representative sampling during both the highest and the lowest flows. High flows
are often undersampled (Inamdar & Mitchell, 2006; Murphy et al., 2018; G. P. Williams, 1989) making it diffi-
cult to ascertain actual high-flow stream chemistry. However, we assumed that high-flow chemistry is consistent
across years and used the entire streamflow record (instead of annual streamflow record) to estimate a high-flow
end member, reducing the risk of misrepresenting average high-flow chemistry. Due to a 15+ year period of
records at Lookout and Sagehen Creek and high sampling frequency at Coal Creek, this method is reasonable for
our sites but is not feasible for sites lacking sufficient data.

Despite limitations to our approach, with robust screening for data availability and consistency, along with addi-
tional SWE validation testing, the comparative linear model framework developed in this paper could be widely
applied. This is a necessary next step to determine how transferable our conclusions about RLGW are to other
locations. Improving prediction methods will provide more accurate information to water managers across the
west for better management of summer stream water, when demand for both human and non-human uses are at a
maximum. Additionally, low-flow prediction is of interest for understanding water quality (Mosley et al., 2012;
Poor & Ullman, 2010), aquatic ecology (Bradford & Heinonen, 2008; Rolls et al., 2012; Stromberg et al., 2007),
and sediment transport (Nittrouer et al., 2012) during low-flow conditions. Given that the presented methods
performed well in a humid, rain-dominated catchment, RLGW could be used to predict low flows across diverse
catchments where low-flow prediction is critical for water management.
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5. Conclusion

Understanding factors controlling summer low flow across the western US is critical for low-flow prediction and
water allocation. Models often use climate parameters to predict low-flow discharge, and while they consistently
perform well at snow-dominated sites, they tend to perform poorly at rain-dominated sites. We used multiple linear
regression to compare predictors of low-flow discharge at three sites across the western US spanning snow domi-
nance and varying proportions of dynamic versus deep subsurface storage. We not only leveraged the commonly
used suite of climate parameters (e.g., peak SWE, melt rate, and snowfall fraction) but also included lagged
hydrodynamics to reflect the influence of previous year snowpack and streamflow. We introduce RLGW as a
new metric that provides insight into melt processes through capturing the surface water—groundwater dynamics
during melt season. We found that lagged hydrodynamics and RLGW were strong predictors of summer low flow
across all three sites and improved predictions of summer low flow at a rain-dominated watershed. Furthermore,
the degree to which summer low flow is predicted by RLGW may be mediated by the proportion of dynamic to
deep storage. In systems with more dynamic than deep storage, RLGW is likely a better predictor of summer low
flow because the stream is more responsive to flow contribution from the dynamic storage zone compared to a
deep storage-dominated systems. Overall, what emerges is that including indicators of same year and previous
year groundwater dynamics improves low-flow predictions, but the strength of these predictors is tied to subsur-
face storage. Although we only look at three sites, it is a step toward improving low-flow models. In the future,
similar methods could be applied to many sites across the west.

Data Availability Statement

Stream chemistry for Lookout Creek was sourced from the HJ Andrews Experimental Forest Data Catalogue
(S. Johnson & Fredriksen, 2019). Stream chemistry for Sagehen Creek was retrieved from USGS NWIS Web
(https://waterdata.usgs.gov/usa/nwis/inventory/?site_no=10343500). Stream chemistry for Coal Creek was
retrieved from ESS-DIVE (K. Williams et al., 2022). All discharge data were sourced from USGS using the R
packages dataRetreival and EGRET packages (Hirch & De Ciccio, 2015). For Coal Creek, discharge from USGS
gage 09111250 is only operated between 1 April and 15 November. A regression developed from USGS Site
ID 385106106571000 was used to estimate continuous daily discharge (Text S1 in Supporting Information S1).
SNODAS data are available from NSIDC (NOHRSC, 2004). For related code, please see Zenodo repository (K.
Johnson, 2023).
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