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Electron-hole bound pairs, or excitons, are common excitations in semiconductors. They can spontaneously
form and condense into a new insulating ground state—the so-called excitonic insulator—when the energy of
electron-hole Coulomb attraction exceeds the band gap. In the presence of electron-phonon coupling, a periodic
lattice distortion often concomitantly occurs. However, a similar structural transition can also be induced by
electron-phonon coupling itself, therefore hindering the clean identification of bulk excitonic insulators (e.g.,
which instability is the driving force of the phase transition). Using high-resolution synchrotron x-ray diffraction
and angle-resolved photoemission spectroscopy, we identify key electron-phonon coupling effects in a leading
excitonic insulator candidate Ta,NiSes. These include an extensive unidirectional lattice fluctuation and an
electronic pseudogap in the normal state, as well as a negative electronic compressibility in the charge-doped
broken-symmetry state. In combination with first principles and model calculations, we use the normal state
electronic spectra to quantitatively determine the electron-phonon interaction vertex g and interband Coulomb
interaction V in the minimal lattice model, the solution to which captures the experimental observations.
Moreover, we show how the Coulomb and electron-phonon coupling effects can be unambiguously separated
based on the solution to quantified microscopic models. Finally, we discuss how the strong lattice fluctuations
enabled by low dimensionality relate to the unique electron-phonon interaction effects beyond the textbook

Born-Oppenheimer approximation..

DOI: 10.1103/PhysRevResearch.5.043089

I. INTRODUCTION

Correlated electron systems often contain multiple insta-
bilities and intertwined orders, where multiple degrees of
freedom jointly determine the material properties [1]. A no-
table example is the iron-based superconductors, where the
electronic, orbital, and spin channels all contribute to the rota-
tional symmetry-breaking ground state [2]. In these systems,
order parameters of the same symmetry often couple to each
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other, and the common approach of ascribing the transition to
a single dominant channel becomes ambivalent [3]. Another
more recent example is the renewed search for bulk excitonic
insulators, where electron-hole pairs spontaneously form in
the ground state and cause charge redistribution and insulation
[4,5]. In indirect band gap semiconductors such as 1T-TiSe,
[6], both the plasmon and phonons soften to zero energy
below the phase transition temperature, indicating joint con-
tributions from the lattice and electronic degrees of freedom.
Indeed, it has been extensively discussed that the presence
of electron-phonon coupling, regardless of whether there is
pre-existing electron-hole Coulomb attraction, can also lead to
a structural distortion, with an ordering wave vector matching
that connecting the conduction band bottom and the valence
band top [7,8]. Such a chicken-or-egg dilemma largely origi-
nates from the pursuit of a single dominant interaction, which
is not always possible in materials where relevant interaction
energy scales are not well separated. One common mani-
festation of this issue is the often ambivalent interpretations
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FIG. 1. Structural phase transition in Ta,NiSes. (a) Top view of the lattice structures across the phase transition: orthorhombic (above
T;) and monoclinic (below Ty). In the monoclinic phase, Ta atoms shear slightly (marked by x) along the chain direction (lattice a axis of
the crystal), resulting in a slight change of the § angle. (b) Temperature dependence of the £1 3 4,2 0 0, and £1 3 7 Bragg peaks from
the single crystal x-ray diffraction experiments. (c) Peak positions, widths, and intensities of the & 1 3 4 and 2 0 0 Bragg peaks across the
phase transition at 7; ~ 329 K. The intensities are normalized at 370 K for better comparison, and the intensity of the 1 3 4 peak below T; is

the combined intensities of + 1 3 4 peaks.

of observations made on the same system but via different
experimental techniques. A natural approach to resolve this
dilemma is to experimentally guantify the material-specific
effective Hamiltonian, which shall include all relevant inter-
actions on equal footing a priori. Subsequently, numerical
experiments can be performed to cleanly delineate the role
of each interaction term and gain mechanistic insights. This
approach can also yield experimental predictions for further
model validation and for material design guidance [9]. In
correlated systems, the main challenges for such an approach
have been the experimental quantification of effective inter-
action parameters and the ability to numerically solve the
microscopic model in a controlled manner. Fortunately, re-
cent rapid advances in momentum-resolved spectroscopy and
numerical methods have enabled such attempts in correlated
systems such as cuprates [10,11] and iron-based superconduc-
tors [12].

Recent studies revealed evidence of exciton formation
and strong electron-phonon coupling (EPC) in the
quasi-one-dimensional (quasi-1D) ternary chalcogenide
Ta,;NiSes[13-18]. Upon warming, a momentum ¢q =0
monoclinic-to-orthorhombic structural transition happens
at Ty ~ 329 K [see Fig. 1(a)], above which a semimetallic
electronic structure is supposedly enforced by the mirror
symmetry of the crystal and opposite parities of the
low-energy orbitals near the Fermi momentum [19]. However,
an insulating behavior is observed to persist up to 550 K [13].
This is in striking contrast to archetypal metal-to-insulator
transition (MIT) systems, such as the perovskite nickelates
[20] and the chain compound TTF-TCNQ [21], where the
higher-symmetry structure occurs concurrently with the
metallic electronic state (usually called the normal state). The
nature of the high-temperature electronic state in Ta;NiSes
remains controversial [22-29], including suggestions of
either a regular gapless semimetal or a pseudogapped state
with preformed excitons [23,28,29]. In addition, contentions
remain regarding whether the system’s insulating ground
state hosts an exciton condensate [14,15,22-31]. In this paper,
we will quantitatively determine the Coulomb interaction

and EPC strengths in a bulk excitonic insulator candidate
and determine whether it is closer to a purely phonon-driven
Peierls-type insulator or a bona fide, purely Coulomb
interaction driven excitonic insulator (see Supplemental
Material Fig. S1) [32].

Combining high-energy x-ray diffraction (XRD) and
high-resolution angle-resolved photoemission spectroscopy
(ARPES) techniques, we acquire high-resolution experimen-
tal results that will be used to test minimal many-body
models. The experimental observations mainly focus on nor-
mal state properties, where the symmetry is not yet broken
and the interaction parameters can be cleanly extracted by
tuning the sample’s temperature and dielectric environment.
These include an electronic pseudogap state over a wide
temperature range above 7y in Ta;NiSes, which occurs con-
comitantly with a strong unidirectional fluctuation of the
lattice; a similarly pseudogapped electronic structure during
the insulator-to-semimetal transition upon electron injection
below 7; and concomitant negative electronic compressibil-
ity (NEC), which suggests the thermodynamic inevitability
of the EPC’s contribution. We then combine experimental
results with both first-principles and many-body simulations
to estimate the microscopic interaction parameters, including
the kinetic energy of the conduction and valence electrons,
the strength of the Coulomb interaction, and the EPC vertex.
Considering both interactions on equal footing, we discuss
the roles of Coulomb interaction and EPC by comparing
the experimental data to the numerically simulated spectra
with both, either, and none of the interaction terms. Informed
by such a comparison, we attribute the pseudogap state and
NEC in Ta,;NiSes, primarily to the interband electron-hole
excitation facilitated by a fluctuating lattice. On the contrary,
direct Coulomb attraction between electrons and holes alone
is insufficient to account for the insulating gap of the system.

The organization of this paper is as follows. We report
the lattice fluctuations evidenced from XRD and the pseudo-
gap state measured by ARPES in the high-temperature phase
(above Ty) in Secs. IT and 111, respectively. Next, we discuss the
nonthermal tuning in the low-temperature phase (below Ty),
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FIG. 2. Strong dynamic lattice fluctuation in Ta,NiSes above T;. (a) Temperature dependence of the diffuse scattering signal along the c¢*
direction between the 2 0 6 and 2 0 8 Bragg peaks. All figures are plotted under the same log color scale to highlight the evolution. (b) Integrated
intensity of the diffuse signal from the blue box in (a). Inset: Line cuts [black dashed line in (a)] of the diffuse signal at 7 = 305 K, 329 K, and

360 K, respectively.

the emergence of NEC, and bound the Coulomb interaction
strength in Secs. IV and V. We then construct a minimal lat-
tice model, estimate the EPC vertex strength, and explain the
experimental spectra using the first-principles and many-body
simulations in Sec. VII. The combined impacts of Coulomb
interactions and EPCs are discussed in Sec. VIII. Finally, we
conclude by discussing the implication of this framework to
other quantum materials with intertwined orders and make a
few predictions for the Ta,NiSessystem in Sec. IX.

II. HIGH-TEMPERATURE LATTICE FLUCTUATIONS

High-quality Ta,NiSes single crystals were grown via
the chemical vapor transfer method with iodine (I,) as the
transport agent [13,15,27]. Starting materials, composed of
Ta powder (99.99%), Ni powder (99.99%), and Se powder
(99.99%) with a nominal molar ratio 2:1:5 were fully ground
and mixed inside the glove box. An additional 50 mg of iodine
was then added to the mixed powder before it was vacuumed,
backfilled with 1/3 argon, and sealed inside a quartz tube
(inner diameter 8 mm, outer diameter 12 mm, and a length
of 120 mm). The sealed quartz tube was placed horizontally
inside a muffle furnace during the growth. The hot end reac-
tion temperature was set to 950 °C and the cold end was left
in air with the temperature stabilized at 850 °C. Long and thin
single crystals were harvested by quenching the furnace in air
after one week of reaction. Residue iodine on the surface of
the crystals was removed with ethanol.

Ta,NiSes crystallizes in a layered structure stacked via
van der Waals interactions [Fig. 1(a)]. Within each layer, the
Ta and Ni atoms form a chain structure along the a axis of
the crystal. Our XRD data reveals that the system under-
goes a structural phase transition from a high-temperature
orthorhombic Cmcm phase to a low-temperature monoclinic
C2/c phase at T, in line with a previous report [13]. During
the transition, the Ta atoms slightly shear along the chain
direction, resulting in an increase of the f angle from 90°
to 90.53° [exaggerated in Fig. 1(a)]. The second-order nature
of this transition is indicated by the continuous separation
of the £1 3 4 and £1 3 7 nuclear Bragg peaks, which are
identical above T [Fig. 1(b)]. Here, the quantity |8 — 90°|, or,
equivalently, the average displacement x of the Ta atoms, is
used as the structural order parameter of this phase transition

[see Fig. 1(a)]. We further compare the width of the Bragg
peaks above and below T; [Fig. 1(c)]. The peak width is nearly
identical across the structural transition, ruling out any vesti-
gial static monoclinic phase in the high-temperature normal
state.

In addition to the absence of the lattice order parame-
ter above Ty, the intensity of the 2 0 O nuclear Bragg peak
[Fig. 1(c)] is greatly suppressed compared to that below Tj,
indicating the presence of strong lattice fluctuations. Specif-
ically, this fluctuation originates from the squared average of
the atomic displacement x, and is further corroborated by the
dramatically enhanced c*-direction diffuse scattering signal
over a broad temperature range above T [Figs. 2 and S2] [32].
Such a diffuse scattering signal can occur when the atomic po-
sition deviates from perfect periodicity along the ¢ * direction.
Since static lattice disorder is ruled out—a strong dynamic
lattice fluctuation in the form of interchain sheering is the
most plausible scenario. This aligns with previous reports of
the soft transverse acoustic phonon [33] and the electronically
coupled optical phonons in Ta;NiSes [16-18,26,34,35].

III. HIGH-TEMPERATURE PSEUDOGAP

The structural phase transition at 7; could potentially drive
an MIT in the electronic channel, taking the route of band
folding in mean-field theory, which is discussed in many
charge density wave (CDW) materials [36,37]. This synchro-
nization of structural symmetry breaking and electronic MIT
is also expected according to our first-principles calculation
of the electronic structure of Ta,NiSesbased on density func-
tional theory (DFT), in line with previous reports [19,28]. The
relaxed ground-state structure exhibits a lattice order parame-
ter B comparable to the experimental data [Fig. 1(a) detailed in
Sec. VII), and the calculated band structure exhibits an energy
gap, as shown in Fig. 3(a). When the structure is constrained to
maintain orthorhombicity, the system is a gapless semimetal.
However, previous transport studies have indicated only a
small change of the resistivity slope across the structural tran-
sition at T, with an insulating behavior persisting up to 550 K,
more than 60% above T, [13].

To reveal the origin of this asynchronized electronic MIT
and structural symmetry breaking, we investigate the single-
particle spectral function of Ta;NiSes with high-resolution
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FIG. 3. Temperature dependence of the single-particle gap in Ta,NiSes. (a) DFT calculations of the single-particle bands below and above
T; (monoclinic and orthorhombic) using a Fermi-Dirac smearing. States from the Ta d,>_,» and Ni d,, orbitals are emphasized, corresponding to
the linear horizontal (LH, blue) and linear vertical (LV, red) channels in the ARPES expériments, respectively. (b) Photoemission spectra along
the X-I"-X direction in both photon polarization channels at select temperatures. (c) Temperature-dependent integrated energy distribution
curves (EDCs) from the spectra in (b) for both photon polarization channels. (d) Temperature dependence of (i) the EDC peak position in LH
channel and (ii) the integrated spectral weight around Er= 30 meV for both polarization channels. The vertical purple dashed line marks the 7.
(e) Photoemission spectra at 7 = 380 K, with intensity normalized along the energy axis to highlight the underlying dispersion. The blue and
yellow circles mark the intensity peak positions extracted from either the EDCs or the momentum distribution curves (MDCs) of the spectra.
Colored dashed lines are the fitted band dispersion for conduction (parabolic fitting) and valence band (linear fitting) for better visualization.

ARPES. Figure 3(b) presents the APRES data along the
I'-X high symmetry direction [geometry illustrated in Fig. S3]
for various temperatures above and below 7; [32]. Here, the
high statistics and energy resolution enable spectra restoration
up to ~150 meV above the Fermi level (Er) after dividing
the resolution-convolved Fermi-Dirac function [38]. As illus-
trated in Fig. 3(b), the low-temperature spectra (T' < T;) show
a pronounced single-particle gap, where the dispersion and
orbital compositions are consistent with the DFT calculations
in Fig. 3(a). Therefore, the electronic state below 7 aligns
with the mean-field theory for a second-order phase transition.

In contrast, the high-temperature electronic structure
(T > T;) exhibits anomalous behavior beyond the DFT pre-
diction. We observe a pronounced spectral weight depletion
around Er (£100 meV), despite the disappearance of the
low-temperature flat valence band top [Fig. 3(b)], in line with
previous results [23,28]. Such a strong intensity depletion
cannot be addressed in the generic band theory: drastic orbital
character change alone cannot account for the missing spectral
weight in both Ta and Ni states probed in both photon polar-
ization channels. The dipole transition matrix-element effect
is also unlikely, given the robust spectral weight depletion
seen across a broad range of photon energies and Brillouin
zones (Fig. S4) [32]. Luttinger liquid is a possible explana-
tion, however, the highly correlated evolution between the

pseudogap and lattice fluctuation, as well as the exponential
scaling indicated by the Lorentzian broadening of scattering
peaks, are beyond what is expected in a Luttinger liquid
[39,40].

The relative evolution of this spectral depletion to the
structural phase transition can be better illustrated from the
integrated energy distribution curves (EDCs) [Fig. 3(c)]. The
structure-related band reconstruction at high binding energy
(marked by the shifting of the valence band from —0.11 eV
to —0.17 eV) happens within a relatively small tempera-
ture range below 7 in line with the second-order phase
transition [Fig. 3(d)(i)]. In contrast, the low-energy spectral
weight (Ep = 30 meV), drops continuously from 380 K to
120 K with little sensitivity to the structural phase transition
[Fig. 3(d)(ii)]. Such persistent single-particle spectral deple-
tion at Er naturally accounts for the insulating behavior in
resistivity and optical conductivity above T [13,31].

Despite this spectral weight depletion, however, the band
dispersions above T; do not suffer from apparent gap opening
or band hybridization. This can be seen from the band disper-
sions extracted from the ARPES spectra, normalized along
the energy axis to remove the intensity depletion effect. As
shown in Fig. 3(e), we identify uninterrupted conduction and
valence band dispersions (recovered up to ~5kgT; above Er)
consistent with the DFT calculation. Such a single-particle
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FIG. 4. Evidence of pseudogap and negative electronic compressibility (NEC) in Ta,NiSes with potassium dosing. (a) Photoemission
spectra along the X-I"-X direction at discrete potassium dosing cycles (lower-left indices) at 80 K. Distinct regions are shaded in different
colors, marking the evolution stages of the band structure. The evolution of the high binding energy valence band, mainly contributed by the
Se orbital, is labeled with a red dashed line. (b) EDCs at I" for both the Ta 4 f core level and low energy bands. The peak shifts with potassium
dosing are illustrated by the dashed lines. CB: Conduction band. VB: Valence band. (c) Carrier density and chemical potential estimated from
the peak area increment of the K 3p core level (Fig. S5) and the peak position shift of the Ta 4 f core level in (c), respectively. Red dashed lines
are fits to the scattered experimental points. (d) Electronic compressibility calculated from the parameters deduced in (c). Red dashed line is

calculated from the polynomial fit of the scattered data points in (c).

gapped spectrum on top of a metallic dispersion, without a
global symmetry breaking of the system, is analogous to the
pseudogap state found in high-7; cuprates [41-43] and is
recently shown to also relate to electron-hole excitations [44].

Summing up the experimental results of Ta,NiSes upon
thermal tuning, an electronic gapped state is found below 7
in line with the second-order structure phase transition and
the DFT calculation. Meanwhile, we observe concomitant
evolutions of strong lattice fluctuation and electronic pseudo-
gap state above 7T, without any global symmetry breaking,
suggesting the potential involvement of strong EPC behind
the MIT transition in Ta,NiSes.

IV. LOW-TEMPERATURE PSEUDOGAP AND NEGATIVE
ELECTRONIC COMPRESSIBILITY

While the concomitant evolution of the high-temperature
electronic pseudogap and strong lattice fluctuation suggests a
connected microscopic mechanism, one cannot quantitatively
delineate the contributions of EPC and direct electron-hole
Coulomb interaction (excitonic instability) to the broken-
symmetry ground state. Nonthermal tuning methods offer
more possibilities to separate the above two channels. While
pump-probe studies could be simply used to access excited
states beyond the temperature range in equilibrium ARPES
measurements, the nonequilibrium dynamics can also create
other nonthermal effects both contributed by the lattice and

electronic degrees of freedom [45]. In fact, recent ultrafast
experiments on Ta;NiSes provided evidence of both non-
thermal lattice and electronic effects, especially a potential
metastable phase with a long lifetime in excess of 10 ps
[46,47]. Therefore, contentions remain as to which interac-
tion term determines the eventual restoration of metallicity in
Ta,NiSes [24-27].

Tuning the carrier density proves to be another efficient
nonthermal tuning method in Ta,NiSes, which can restore
the gapless state at low temperatures [48,49]. Here, through
the combined use of a micron-spot synchrotron ARPES and
in situ potassium (K) dosing in the low-temperature broken-
symmetry state, we achieve a quantitative measure of both
the charge doping and chemical potential shift (see Fig. 4).
As will be discussed below, this measurement is necessary to
examine the thermodynamic stability of the electronic subsys-
tem. The relative potassium dosage is accessed through the
core-level x-ray photoemission spectroscopy of the K 3p or-
bital, and the electron doping per unit cell is determined by the
Luttinger volume at different dosing levels (see Appendix C
for details).

Enabled by these improvements, our experiments re-
veal a three-stage isothermal spectral evolution across the
dosing-tuned MIT [Figs. 4(a) and S5] [32]. This evo-
Iution has a striking resemblance to the thermal phase
transition (insulator-pseudogap-semimetal). Starting from a
low-temperature gapped state, the valence band rapidly
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downshifts upon dosing [shaded in blue in Fig. 4(a)]. A
pseudogap concurrently appears at Er, similar to the spectral
features right above T;. In the second stage [shaded in green in
Fig. 4(a)], the energy position of the conduction band barely
changes while the missing spectral weight in the pseudogap
is gradually replenished, resembling the pseudogap filling at
higher temperatures without potassium dosing [Fig. 3(b)]. Fi-
nally, a semimetallic state is restored with the full conduction
and valence bands intersecting each other [shaded in orange
in Fig. 4(a)]. This semimetallic state achieved with heavy
potassium dosing is qualitatively identical to the normal state
of Ta,;NiSes in the high-temperature orthorhombic phase, as
suggested by the pump-probe experiments [26] and the DFT
calculation [Fig. 3(a)]. Such resemblance indicates that upon
electron doping, the system may have a similar tendency to
naturally recover the orthorhombic lattice structure, which is
indeed confirmed by our first-principles calculation as will be
detailed in Sec. VIL

Meanwhile, thermodynamic inevitability of the lattice’s
participation is evidenced by the anomalous chemical po-
tential evolution during the electron injection process. Here,
the chemical potential change is evaluated from the energy
shift of the fully filled Ta 4f core level and cross-referenced
with the Se valence band shift [Fig. 4(b)], to rule out ex-
trinsic contributions [50]. The dosage-independent linewidth
indicates insignificant inelastic scattering from potassium dis-
order. Both the Ta 4f core level and the Se valence band
are found to evolve nonmonotonically with charge doping,
in sharp contrast to the noninteracting scenario where a rigid
shift of bands towards higher binding energy is expected. Such
a nonmonotonic behavior of the chemical potential can be
described in terms of electronic compressibility. NEC, where
the energy of the electronic subsystem decreases despite the
addition of electrons [51,52], appears when the pseudogap is
being replenished in the second stage of charge doping [the
green region in Figs. 4(c)—4(d)]. However, a purely electronic
system can only repel added electrons, which cannot lead
to the appearance of NEC. Even considering the situation
with excitonic binding which relatively saves the energy com-
pared to the noninteracting scenario, the overall energy of the
electronic system still increases with the elevated Coulomb
energy background (Hartree contribution). In other words,
exciton binding (electron-hole attraction) originates from the
Coulomb repulsion between electrons and only determines
the distribution of electrons inside the system. Therefore, the
appearance of NEC behavior must require the involvement of
additional degrees of freedom, such as the lattice excitations,
to maintain the thermodynamic stability of the full system.

V. DETERMINATION OF THE ELECTRON-HOLE
COULOMB ATTRACTION

An important consequence of accessing the semimetallic
normal state via different tuning methods is that it provides
a reference to determine the Coulomb interaction strength,
which is hard to estimate in the broken symmetry phase
without bias. Here, we quantitatively compare the valence-
conduction band overlaps E, in the semimetallic normal state
reached via heavy potassium dosing with the other two nor-
mal states achieved under dramatically different dielectric

High T
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FIG. 5. Comparison of the conduction and valence band over-
lap in the semimetallic normal state of Ta,NiSes, achieved under
different dielectric environments. (a) Heavily potassium-dosed sam-
ple (enhanced n,). (b) High-temperature spectrum of the intrinsic
sample, normalized along the energy axis (intrinsic n, + n,).
(c) Photon-excited sample (enhanced n, + n,, reproduced from pre-
vious work [26]).

environments—equilibrium heating and neutral photodop-
ing (see Fig. 5). To study the influence of direct interband
Coulomb interaction on this E,, we consider a three-orbital
model when lattice effects are not included. The interband
Coulomb interaction term reads

Hint =V Z (nicom + nf—&-laa)n{f” (1)
i,o,a,0'

where V is the Coulomb interaction strength. nf, nf, ;, and
nlf are the density operators of two degenerate conduction
bands (Ta 5d) and the valence band (Ni 3d). If we compare
normal states only, the system is resistant to exciton conden-
sation (detailed in Sec. VII) and each band has conserved
electron numbers (for specific global doping). We denote
their total electron numbers (considering the conduction-band
degeneracy) as N, and Ny, respectively. Thus, the effective
Hamiltonian can be mapped into

2VN
Hiflt ~V Z (nl?()t(f + n§+lao)<nl{7’> = Tf Z nfam 2

for the conduction band and

2V N,
foa § : : S ¢ S
Him ~V (nlc'ota + n;+1ao)nia’ = N Miy

i,o,a,0’ i,o

3

for the valence band, where N is the number of unit cells.
As a result, in addition to excitonic instability, which disap-
pears in those normal states, the Hartree part of the Coulomb
interaction can be directly read from the relative shift of
both conduction and valence band site energies. The doping-
induced change of the band overlap E, corresponds to Ay =
2V(AN. — AN;)/N. Therefore, the E, is found to be linearly
reduced with increasing V (see Fig. S6) [32], offering a direct
experimental measure of the Coulomb interaction.

Here (AN, — ANy)/N can be estimated from the potas-
sium dosed ARPES spectrum. According to the Luttinger
theorem (Appendix C), the doped electron density for the
15th dosing [Fig. 4(a)] reaches ~0.4 per unit cell, indicating
(AN; + ANy)/N = 0.46. As the Fermi velocity is compa-
rable in the valence and two conduction bands, it leads to
(AN, — AN;)/N 7 0.152. On the other side, Au can be
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FIG. 6. Evolution of the band structure of Ta,NiSes with carrier doping by DFT calculation. (a) Evolution of the calculated band structure
(using the r2SCAN functional) with carrier doping starting from the low-temperature monoclinic fully gapped state. (b) Evolution of the beta
angle B (marking the low-temperature monoclinic structure when deviated from 90°) evaluated with different DFT functionals.

estimated by comparing the change of single-particle band
overlap E, in the normal state (see Fig. 5). The heavily K-
dosed spectra (E, = 280 meV, heavily screened situation with
enhanced n,), the high-temperature spectra (Eg = 270 meV,
intrinsic n, + n,), and the pump-probe photodoped spectra
[26] (E; = 290 meV, photodoping enhanced n, + n,) give
an upper bound to the change of E, (Au) of ~20meV (see
Fig. S7 for details) [32]. Note that a postpumping spectrum
beyond the phonon relaxation time is chosen to minimize the
impact of nonthermal band renormalization, which is further
supported by the similarity between photoexcited and heav-
ily dosed spectra in Fig. 5. Therefore, we can stringently
place an upper bound of direct Coulomb interaction strength
V ~ 70 meV in the system. This Coulomb interaction, in
stark contrast to the ~eV scale strength required in pre-
vious Coulomb-only mean-field calculations [19,23], is not
nearly enough to account for the experimentally observed
low-temperature gap by itself (further discussed in Fig. 9).

Summing up our results on low-temperature charge dop-
ing, a semimetallic electronic structure is recovered with
heavy electron injection through a pseudogap stage, re-
sembling the normal state reached at sufficiently high
temperatures. Moreover, the thermodynamic inevitability of
the lattice’s participation is revealed through the appearance
of the pseudogap state and the NEC, while the direct Coulomb
interaction strength is estimated to be insufficient to account
for the insulating state by itself.

VI. DETERMINATION OF THE ELECTRON-
PHONON VERTEX

The stringent upper bound for the allowed Coulomb in-
teraction and the indispensable contribution from the lattice,
revealed by the above experimental data, point to the need
to reexamine the proposal of excitonic condensate formation
in Ta;NiSes. Exciton condensation was proposed as a viable
route toward MIT soon after the success of the BCS theory of
superconductivity [53]. In Ta;NiSes, one leading contention is
whether it is the EPC or direct electron-hole Coulomb attrac-
tion that dominates the transition. Based on the experimental
evidence discussed in Secs. II-1V, we quantify the EPC and
Coulomb terms, and systematically examine the roles of each

term using first-principles and many-body methods in this
section.

We first focus on the mechanism of the semimetallic nor-
mal state restoration by charge doping in Fig. 4(a). To describe
this process, we simulate the system at different doping lev-
els (see Appendix B for details) using first-principles DFT
method with the numerically stable r2SCAN functional [54].
This functional includes the kinetic energy density contribu-
tion, whose accuracy in correlated materials is beyond the
widely used standard functionals within local density approx-
imation or generalized gradient approximation [55]. To reveal
the ground-state structures, we perform lattice relaxation at
each doping level to achieve the most energetically favorable
lattice structure. As illustrated in Fig. 6(a), starting from the
low-temperature monoclinic gapped state, the system gradu-
ally restores semimetallicity with a transition at the doping
level of xgoping ~ 0.15 (extra electrons per unit cell). Such a
dramatic change in the electronic bands is mainly caused by
the change of the lattice structure as shown in Fig. 6(b). We
follow the definition in Sec. II and use the § angle to depict
the structural transition. Cross-checked with different DFT
functionals, B decreases as additional electrons dope into the
system and eventually reaches 90° at xgoping ~ 0.2 — 0.3. This
simulated doping evolution reflects that the lattice structure
of Ta,;NiSes has a natural tendency to reshape into the high-
symmetry orthorhombic phase (the high-temperature lattice
structure in Sec. IT) upon charge doping. It is worth noting that
DFT is a ground-state theory and the functionals we adopted
do not include excitonic effects. But the impact of phonons
has been included on the level of Born-Oppenheimer approx-
imation through the structural optimization at each doping
level. Therefore, the experimentally observed restoration of
the high-symmetry lattice structure upon charge doping (see
Sec. IV) can be explained as a concomitant effect caused by
changes in the lattice structure, without invoking the influence
of additional excitonic instability.

To quantify the impact of phonons, we further evaluate the
EPC strength near the Fermi level. Following Ref. [56], the
coupling matrix element among Kohn-Sham orbitals is

gk, @) = (kg AV VS |t @
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where |u,y) is the Bloch periodic part of the Kohn-Sham wave
function with momentum k of the nth band; the A;”)VKS is the
variation of Kohn-Sham potential induced by the vth phonon
mode at momentum ¢. The definition of the dimensionless
operator Afl") and details of the simulation are described in

Appendix B.

The orthorhombic phase of Ta,NiSes is unstable at low
temperature [see Figs. 3(a)-3(b) and 6(a)]. Forcing the lattice
structure to stay in a high-symmetry orthorhombic phase,
our first-principles simulation identifies two unstable phonon
modes responsible for the orthorhombic-monoclinic structural
transition. However, one cannot directly evaluate the EPC
matrix elements within the DFT framework for these unstable
phonons. Instead, we employ the reference system Ta;NiSs
to estimate these couplings, whose orthorhombic phase is
stable at low temperature. In Ta,;NiSs, we identify two phonon
modes, labeled by their irreducible representations B, and
Bg, that have the maximum eigenvector overlap with the two
unstable modes in Ta;NiSes, respectively. In Ta;NiSs, these
two phonon modes couple to three Kohn-Sham bands near
Fermi surface: the top valence band (v;), the lowest conduc-
tion band (c;), and the second lowest conduction band (c;).
The coupling matrix elements (at the long-wavelength phonon
limit ¢ = 0) in this three-orbital subspace are

Bk =T, ¢ = 0)‘ = 52.4meV,

gl =T,q= 0)‘ — 50.8meV. )

The calculated phonon frequencies at ¢ =0 are wsp, =
1.91 THz and wp,, = 1.54 THz, consistent with those iden-
tified in Ta,NiSesby Raman spectra [16—18]. Therefore, the
phonon parameters extracted here will be used for further
analysis in Ta;NiSes.

VII. SOLVING THE EFFECTIVE MODEL

As we will show later, simply considering EPC at the
mean-field phonon level (Born-Oppenheimer approximation)
cannot address the asynchronization between the structural
phase transition and electronic spectral evolution along the
temperature axis, discussed in Sec. III. Previous theoreti-
cal investigations have concluded that an eV-scale Coulomb
interaction is required to break the symmetry [19,23], also
without considering the non-mean-field phonon effects. With
the parameters estimated from the experimental data and the
first-principles simulations, we consider a many-body model
explicitly including both electronic interactions and EPC and
all orders of fluctuations. Here, we employ a model Hamilto-
nian in a similar form to Ref. [57],

H = ’Ho+2

(aq + a_q)ck+q Jfko + H.c.]

kq(r
+Z% a,a,+V Z ng, + i), (6)
ngckacka + ngfkgfka, @)

but the band and interaction parameters are chosen to match
the experimental data in this paper and the phonon parameters

are chosen according to our first-principles simulations. We
write the Hamiltonian in momentum space here: cZG (cro)
creates (annihilates) an electron at the conduction band (pri-
marily Ta 5d) for momentum k and spin o, with dispersion
given by &;, while the fka (fro) creates (annihilates) an elec-
tron at the valence band (pnmanly Ni 3d), with dispersion
given by &;. The nj_ and n are the density operators for the
conduction and valence bands, respectively. The fitted band
structures via experimental results [Fig. 3(e)] read as

g = 3.1 — 1.8cos(k) — 0.9 cos(2k) — 0.6 cos(3k), (8)

g = —1.8 + 1.5cos(k) + 0.3 cos(2k) + 0.1 cos(3k). (9)

The direct hybridization between the conduction and valence
bands around T is forbidden in the orthorhombic phase by
the inversion symmetry [19]. However, this hybridization

is enabled by an B, lattice distortion, parametrized as a

momentum-dependent displacement x(Bzg) and quantized as

the phonon mode x(Bzg) =a, +a’,. As the Fermi momen-
tum kr is much smaller than 27 /ay, we further restrict the
e-ph coupling to the zone center g, = g§,. The interorbital
Coulomb interaction term takes the same nearest-neighbor
approximation as Eq. (1). Ideally, the conduction band should
contain two subbands due to the two Ta chains per unit cell.
However, we consider only the B, coupling corresponding
to the lower conduction band [57], where the phonon mode
reflects the strongest Raman anomaly across the transition
[16-18].

This model allows beyond-Born-Oppenheimer lattice fluc-
tuations that couple to the electrons, and captures both the
thermal and nonthermal evolution of the spectral function.
We simulate single-particle spectral functions of the model
in Eq. (6) using the exact diagonalization (ED), which ac-
curately describes all correlation effects in a finite system
(see Appendix B for details). Here, g is chosen as 70 meV,
slightly larger than the number from the Ta,NiSs simulation
in Eq. (5) to compensate the ignored electronic and lattice
degrees of freedom, and we first exclude the Coulomb in-
teraction by setting V = 0 (see Sec. VIII for the discussion
about the impact of Coulomb interaction). Enhanced by the
low dimensionality, strong lattice fluctuation above 7 read-
ily enables the conduction-valence band hybridization, and
results in an electronic pseudogap without causing a global
symmetry breaking [Fig. 7(a), green]. Further reducing tem-
perature results in a divergence of the phonon number, which
signifies the phonon condensation and drives the transition
to the monoclinic phase. Subsequently, a hard hybridization
gap forms below T [Fig. 7(a), blue]. On the other hand, in-
creasing electron carrier density lifts the Fermi level from the
charge-neutral point and reduces the interband phonon dress-
ing. Thus, doping ultimately drives the monoclinic phase into
the orthorhombic phase even at low temperatures, which in
turn reflects the first-principles results in Fig. 6. The observed
NEC also reflects strong EPC [58,59] (see Appendix D),
where additional electronic energy from the added carriers
is absorbed into the lattice degree of freedom. Therefore,
the phase diagram of Ta;NiSes along both the temperature
and electron-doping axes can be depicted in Fig. 7(b), where
the region shaded in green represents the lattice fluctuation
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FIG. 7. Lattice fluctuation induced pseudogap and the
temperature-doping phase diagram of Ta,NiSes. (a) Simulated
band structure from the two-band model with only interband
electron-phonon coupling (g =70 meV): The broken-symmetry
state caused by structural band hybridization (blue), the pseudogap
state caused by lattice fluctuation (green), and the semi-metallic
normal state (orange). (b) Temperature-doping phase diagram
of Ta,NiSes. The crystal structures within different regions are
illustrated on the side.

induced pseudogap state above 7. Clearly, both the thermal
and quantum fluctuation effects are strong in this state.

When the phonon fluctuations are sufficient to drive the
symmetry breaking through EPC, the many-body model in
Eq. (6) can reproduce the sharp band gap of DFT simulations
within the Born-Oppenheimer approximation. To show this,
we simulate the spectral function by projecting the phonon
fluctuations to a classical displacement (the so-called frozen
phonon), which is equivalent to a coherent-state phonon wave
function. Specifically, we assume that the ground state col-
lapses to a broken-symmetry state characterized by a finite X .
Treating this X as a classical variable, we obtain the frozen-
phonon equation for electrons:

Hep(X) =Ho+ 20X Y _lc}, fio +Hel — (10)
k,o

Using the ((x((llizog))z) obtained by ED simulations for various

temperatures, we estimate the frozen-phonon displacement
by Xep = (( ;]izog))z)l/ 2 and evaluate the spectral functions
for the corresponding broken-symmetry states. As shown
in the left panel of Fig. 7(a), this mean-field treatment for
phonons reproduces the gapped ARPES spectra with well-

defined single-particle band folding.
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FIG. 8. Impact of Coulomb interactions. Blue and green: Sim-
ulated band structure with both EPC (g =70 meV) and direct
interband Coulomb interaction (V = 100 meV). Red: Simulated
band structure with only interband Coulomb interaction (V =
100 meV).

VIII. DISCUSSION

We emphasize that our discussion of the EPC effects does
not exclude the presence of electronic Coulomb interactions,
which naturally exist in all materials. Instead, the quantifica-
tion of a minimal lattice model provides a way to definitively
delineate the contributions from both interactions. We dis-
cuss the combined impact of EPC and electronic Coulomb
interactions in this section. Figure 8 shows the single-particle
spectra with the EPC g and interband Coulomb interaction
V, whose upper bound is set by normal-state experimental
results in Sec. IV. Comparing Fig. 7(a) with Fig. 8, we find
that the Coulomb interaction within the allowed regime does
not obviously influence the electronic structure, both in the
broken-symmetry and pseudogap states. In contrast, when the
EPC is ignored, the <100 meV Coulomb interaction can only
repel the conduction and valence bands in their entirety at the
long-wavelength limit (Fig. 8, dashed red box). Such a relative
band shift is not helpful—and can even be destructive—to
interband hybridizations.

More intuitions about the impact of EPC and Coulomb
interactions can be obtained by analyzing the mean-field order
parameters when both interactions are included. Thus, we
further conduct a mean-field simulation for Hamiltonian in
Eq. (6) with two order parameters: the electronic (excitonic)
order parameter is defined as Agx = >, ( flz Cio ) /2N, reflect-
ing the hybridization between Ta to Ni orbitals; the lattice
order parameter is Xypr = (xf{izog)), reflecting the symmetry
breaking of the crystal and demonstrating the same informa-
tion as |8 — 90°| in Sec. II [60]. As shown in Figs. 9(a) and
9(b), these two order parameters follow the same dependence
on interactions at the mean-field level. For weak interactions,
the EPC (g) and Coulomb interaction (V') are cooperative in
driving the hybridization (f'c) and forming excitons. How-
ever, since the Hartree part of the Coulomb interaction [i.e.,
Egs. (2) and (3)] separates the two bands, it competes with
the hybridization or exciton formation. When V is larger
than some critical value (~80 meV), its suppression on the
excitonic or lattice order overwhelms the latter. This is also
consistent with the analysis performed in the time-dependent
Hartree-Fock study of Ta;NiSes [61].

To connect the order parameters with the single-particle
spectra, we simulate the single-particle band gap within the
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FIG. 9. Mean-field analysis of the Ta,NiSes model with the com-
bined impact of EPC and interband Coulomb interaction. (a) The
dependence of the excitonic order parameter Ae = D, ( flz Cis) /2N
on the EPC g and Coulomb interaction V, obtained by the mean-field
solution of Eq. (6). (b) The same as (a) but for the lattice order
parameter Xyrr. (c), (d) The dependence of the direct gap size on the
two interactions for the (c¢) full mean-field solution and (d) solution
without the Hartree term. The shaded regime indicates the opening
of the band gap due to the relative shift of two bands, signaled by
Aexe = 0. The oval green shade denotes the experimentally deter-
mined regime for Ta,NiSes. (e) The strength of interband hopping
integral fr,n; as a function of momentum in the Ta,NiSes. (f) the
critical Coulomb interaction strength V, needed to generate 300 and
200 meV hybridization gaps AEjy, at given frui. Solid line: The
result of mean-field simulation. Dashed line: The result excluding
the contribution from the Hartree part of the mean-field decomposi-
tion. The region shaded in blue: experimentally determined Coulomb
interaction strength.

mean-field framework. Note that these gaps are different from
the pseudogap from Figs. 7 and 8, the latter of which contains
many-body fluctuations beyond the mean field. Figure 9(c)
shows the mean-field gap size for different combinations of
both interactions. For weak Coulomb interaction, this gap is
proportional to the excitonic order parameter A (and the
lattice order parameter Xyirr). They start to deviate from each
other for a relatively strong V, denoted by the dashed line. In
this case, the Hartree part of the Coulomb interaction dom-
inates and a band gap opens, suppressing the hybridization.

Obviously, overlapping conduction and valence bands are
always observed in ARPES experiments in the normal state
of Ta,NiSes, further supporting the conclusion about limited
Coulomb interaction strength. To avoid the impact of this
band gap, we further solve an artificial mean-field equation by
eliminating the Hartree terms. This treatment leads to a pure
hybridization gap [see Fig. 9(d)], depending quadratically on
g and slightly on V. Detailed discussions about the hybridiza-
tion gap and the impact of the Hartree terms are presented in
Appendix E.

The inefficiency of the interband Coulomb interaction in
Ta,NiSes originates from the material’s mirror symmetry with
respect to the Ni chain at small momenta, where the exact
symmetry is present at k = 0 [19]. To illustrate this relation,
we take the multiband hopping parameters from Ref. [19]
and extract the component corresponding to the Ta 5d,>_,»—Ni
3d,, hopping integral, denoted as #r,n;. Due to the differ-
ent parities, fr,n; 1S an odd function of the momentum k
and its strength at the kr (determined by experiments) is
extremely small compared to the bandwidth [see Fig. 9(e)].
Adding this interband hopping f1,n; in our two-band model,
we conduct the same mean-field simulation for the order
parameters and single-particle gap. Figure 9(f) shows the
critical Coulomb interaction V, necessary to generate a 200—
300 meV hybridization gap (AEyy) [62], without contribu-
tions from phonons. Due to the competition from the Hartree
term, a hybridization gap comparable to experiments cannot
be reached given the experimentally bounded V. Excluding
the contribution from the Hartree part of the mean-field de-
composition can relax the requirement on V, to a certain extent
(dashed line) [23]. However, compared to other excitonic
insulator candidates, the required V. in Ta;NiSes is still far be-
yond the experimentally identified upper bound (blue shade)
due to its uniquely small Fermi momenta (black dashed line).

IX. CONCLUSION

Based on the discussion above, we have unambiguously
determined the position of Ta;NiSes in the 2D phase diagram
of broken-symmetry gap size versus both EPC strength g
and electron-hole Coulomb interaction V (Fig. 9, see also
Fig. S1 for a larger field of view) [32]. This places Ta,;NiSes
close to the phonon-driven limit (Peierls-type insulator), but
nonetheless allows benign Coulomb-interaction effects. Re-
cent studies have also shown that the spectral depletion
of the valence band occurs at around 0.3-0.5 ps timescale
[27,46,47], indicative of the dominance of the 2 THz phonon.
This is also consistent with the upper bound we set for the
Coulomb interaction in this system.

Our result also reveals the important role of EPC in both
the normal and broken-symmetry states of Ta; NiSes, based on
the electrons’ coupling to a strongly fluctuating lattice. Com-
bining advanced spectroscopy and computation methods, we
determine and quantify a minimal lattice model that captures
the pseudogap state, the broken symmetry state, and the NEC.
The direct electron-hole Coulomb interaction may not be zero
but is not required to capture the above experimental observa-
tions. In the pseudogap phase without any global structural
symmetry lowering, phonons cannot be treated under the
Born-Oppenheimer approximation, where the lattice’s impact
on the electronic structure is only reflected by a nonzero lattice
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distortion (x). Instead, phonons act on the electronic structure
through a fluctuating state where (x) = 0 but (x*>) # 0. In this
regard, the pseudogap state may be conceptually likened to
the preformed excitons proposed in recent studies [29], except
that the binding is facilitated by interband EPC. In compari-
son, fluctuating CDW states in cuprates, Kg3MoOs, ZrTes,
NbSes, and NbSe, are usually intertwined with electronic
instabilities induced by strong Coulomb interaction [43,63—
66]. In Ta;NiSes, however, the major distinction lies in the
small momentum low-energy band, which prohibits Coulomb
interaction-induced charge transfer to the leading order. Such
distinct lattice-symmetry-protected low-energy band cross-
ings can be used to engineer accentuated lattice fluctuation
effects in correlated materials.

The strong EPC in the Ta,NiSes system also leads to
predictions of distinct material properties upon further
thermal and nonthermal tuning. First, in the strong-coupling
scenario, the phase transition should not be tied to the Fermi
surface topology. Recent studies showed S doping as an
effective method to control the conduction and valence
band overlap in Ta;NiSes [15]. The minimal many-body
model shall produce an evolution of the phase transition
temperature that is insensitive to the S-doping-tuned
semimetal-to-semiconductor transition in Ta,;Ni(Se,S)s, much
different from the popular expectation of the dome-shaped
excitonic insulator phase diagram upon band-gap tuning [53].
Second, given such strong EPC, the phonon self-energy will
exhibit anomalies over a broad momentum range extending
towards q — 0, rather than a narrow region sharply centered
around q ~ 2kr [67]. This can be verified in the dynamic
structural factor accessed with high-resolution inelastic x-ray
or neutron scattering experiments.

While we qualitatively explain the observed spectral be-
haviors using a single phonon mode, further experiments have
indicated that multiple phonons are involved in this transition:
the diffuse scattering and inelastic x-ray scattering results
point to extensive transverse acoustic phonon softening [33];
Raman scattering also suggests strong involvement of elec-
tronically coupled optical phonons [16—18]. Distinct from the
acoustic-phonon-driven structural transition in 3D perovskite
PrAlO; [68], the strong fluctuations in Ta;NiSes seem to sug-
gest additional contributions from the lower system dimension
and the optical phonons. The strong lattice fluctuations and
EPC in this system offer a knob to realize optically, electri-
cally, and mechanically controlled MIT [69], and a platform
to investigate the role of EPC behind phase instabilities in
low-dimensional systems.

Last but not least, we show that by constructing, quantify-
ing, and solving the effective many-body Hamiltonian with
material-specific interaction parameters, one may eliminate
the typical chicken-or-egg problems in correlated material
systems. First-principles and many-body numerical simula-
tions can be combined with spectroscopic experiments not
only to determine the minimal microscopic lattice model
but also to quantify the microscopic interaction parameters
through various tuning methods—especially with an emphasis
on the normal state (prior to the symmetry is broken and all
channels become intertwined). This approach dwells on the
assumption that the effective Hamiltonian itself is only weakly
dependent on temperature, and the thermal properties of the

material system mainly arise from the temperature-dependent
thermal occupation of the eigenstates. The minimal many-
body model can be considered a faithful description of the ma-
terial under investigation, and the roles of each interaction—if
a mechanistic view is desired—may be discussed by perform-
ing numerical experiments eliminating one term at a time.
Most importantly, further material property predictions or en-
gineering guidance can then be made by solving the perturbed
minimal many-body model containing experimentally deter-
mined interaction parameters. This approach is ready to be
generalized in low-dimensional correlated materials amid the
rapid development of advanced spectroscopy, in sifu material
tuning, and modern computational methods.
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APPENDIX A: EXPERIMENTAL METHODS

Electric resistivity and heat capacity measurements were
carried out by using a commercial PPMS (Quantum De-
sign). The electric resistivity was measured by the four-probe
method with the current applied in the ac plane of a Ta;NiSes
single crystal. The specific heat measurement was performed
in the temperature range from 200 K—400 K, where the back-
ground signal was recorded in the same temperature range.

To characterize the structural dynamics of Ta;NiSes with
a changing temperature, we carried out XRD measurement
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with the x-ray energy of 44 keV at the beamline QM2 of the
Cornell High Energy Synchrotron Source (CHESS). Needle-
like samples were chosen with a typical lateral dimension of
~100 microns, which were then mounted with GE Varnish
on a rotating pin. A Pilatus 6M 2D detector is used to collect
the diffraction pattern with the sample rotated 360° around
three different axes at 0.1° step and 0.1s/frame data rate. The
momentum g resolution is around 0.010 to 0.015 A~'. The full
3D intensity cube is stacked and indexed with the beamline
software package created by J. P. C. Ruff.

Synchrotron-based ARPES measurements were performed
at beamline BL5-2 of Stanford Synchrotron Radiation Lab-
oratory (SSRL), SLAC, USA, and BL 7.0.2 (MAESTRO)
of Advanced Light Source (ALS), USA. The samples were
cleaved in situ and measured under the ultrahigh vacuum
below 3x10~!" Torr. Data was collected by R4000 and
DA3O0L analyzers. The total energy and angle resolutions were
10 meV and 0.2°, respectively.

APPENDIX B: FIRST-PRINCIPLES DFT
AND MANY-BODY SIMULATIONS

The ab initio calculations presented in Sec. VII are per-
formed using the QUANTUM ESPRESSO package [70]. The
structural relaxation is calculated using the r’SCAN [54]
functional with a semiempirical Grimme’s DFT-D2 van der
Waals correction [71]. A 30x30x 15 k mesh was used with
a 100 Ry wave-function energy cutoff. When simulating the
system at different doping levels, we introduce both electrons
and a uniform positive charge background. This approach en-
sures the overall charge neutrality of the system and prevents
numerical divergence issues [72,73]. The phonon calculations
are performed by the frozen phonon method using PHONOPY
code [74]. A 3x2x1 supercell was used. The dimensionless
operator Ag’) in Eq. (4) is directly related to the vth phonon
mode at the ¢ point,

h 1 d
A(v) — ) C— B1
p ,/2%; e @ 5 (B1)

where « labels atoms in the primitive unit cell, M, is the
mass, and 7, is the coordinate of the «th atom, e{")(g) is vth
eigenvector of the dynamical matrix at ¢ point on «th atom
and o is the phonon frequency.

The ED simulations presented in Sec. VII are conducted
on an eight-site chain (effectively 16 sites due to the two
bands). The diagonalization of the Hamiltonian leads to the
ground-state wave function |G) and all excited states (denoted
as |m), with [m = 0) = |G)). The finite-temperature spectral
function, for each band, is calculated through a canonical
ensemble average,
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FIG. 10. Estimation of electron doping and band shift. (a) Evo-
Iution of K 3p core-level peaks with potassium dosing. (b) Constant
energy contour at Fermi level after potassium dosing, illustrating the
quasi-1D nature of the conduction band (CB) and the valence band
(VB). (c) The change of the momentum width along X — I" — X
direction. (d) Evolution of bands at I" point with dosing cycles.

where Z is the partition function. The ensemble-averaged
equal-time observables, e.g., the average phonon occupation,
are defined in a similar manner:

E,

(0) = % Z e kT (m|O|m).

(B2)

To capture the high-momentum resolution comparable to ex-
periments, we employ the twisted average boundary condition
(TABC) in the simulation, with 50 equal-spacing phases for
the spectral simulation and 30 phases for the equal-time
observables. In addition to achieving the momentum reso-
lution, the TABC is known to reduce the finite-size effects,
particularly for the model with g = O interactions [75]. The
ED simulation provides the solution of the full many-body
state in 1D and preserves reflection symmetry, i.e., (x) = 0;
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FIG. 11. Estimation of electronic compressibility for 12.5%
(blue) and 25% (red) hole doping, simulated using ED for various
EPC strengths.
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FIG. 12. Left panel: The hybridization gap AEy, induced by the
combined electron-electron interaction V and electron-phonon cou-
pling g. Right panel: Same as the left panel but artificially removing
the Hartree term in the mean-field solution.

however, the fluctuation of displacements (x?) # 0, reflecting
the phonon squeezed state.

APPENDIX C: ESTIMATION OF CHARGE DOPING

The charge doping per unit cell in Ta,NiSes is quantita-
tively estimated through the changes of both its band structure
and the potassium core-level peak. As shown in Fig. 10(a), the
relative amount of potassium deposited on the sample surface
is estimated through the increment of the peak area of potas-
sium 3p core level (Gaussian peak fitting). We then estimate
the charge per unit cell using Luttinger theorem by comparing
the area of Fermi surface volume to the size of the Bril-
louin zone. Ta;NiSes has a quasi-1D shape of Fermi surface
[Fig. 10(b)], therefore only the increment along X — I" — X
direction is needed. The change of the momentum width along
X — I' — X direction is estimated to be ~0.01 A~! for each
dosing cycle [Fig. 10(c)], which contributes to a Brillouin
zone portion of roughly 0.01 A='/1.79 A~! = 0.56%. Given
the existence of two conduction bands and one valence band,
as well as the spin degeneracy, the total amount of dosage for
each cycle is estimated to be roughly 0.56%%6 = 0.034 elec-
trons per unit cell. We explicitly used the heavy dosing spectra
(cycles 14-19), where the conduction and valence bands (CB
and VB) move linearly toward higher binding energy. In this
region, the influence of interaction or fluctuation is considered
to be minimal.

APPENDIX D: NEGATIVE ELECTRONIC
COMPRESSIBILITY

We estimate the electronic compressibility « o dn/du
through the second derivative of total energy with respect to

carrier concentration:
= dz_E ~ E(n+ An)+ E(n — An) — 2E(n)
dn? An?

Due to the finite system size in our simulation, we employ
a coarse-grained An = 0.125. With such a large spacing be-
tween neighboring doping levels, the estimated value can be
regarded as an average of x ~! within a doping interval. The
evaluated « turns below zero for strong EPC for 12.5% dop-
ing, while this effect is screened by carriers at larger dopings.
Although one cannot compare the quantitative values due to
the coarse-grained derivatives, this doping dependence trend
matches the low-temperature experiments in Sec. IV. Here,
the simulation comes from the p-type doping, since the effec-
tive mass of the electron pocket is smaller and, accordingly,
the NEC doping window is narrower. Our discrete doping
regime averages over a 12.5% doping regime, which smears
out the NEC on the electron-doped side (Fig. 11).

K . (DD

APPENDIX E: HYBRIDIZATION GAP

We analyze the hybridization gap of the model Hamil-
tonian in Eq. (6) to distinguish from the bare band gap E,
caused by the overall band separation. Specifically, we define
the hybridization gap AEyyy, as twice the off-diagonal element
of the mean-field Hamiltonian at kg, while the Fermi momen-
tum kg is determined by minimizing |E,|. If the bare bands
overlap, the mean-field Hamiltonian has identical diagonal
terms at kp, leading to an actual band gap identical to the
hybridization gap AkEyyy; otherwise, AEy,, reflects the con-
tribution of hybridization and the single-particle gap becomes
VE; + AEq,.

The left panel of Fig. 12 shows the hybridization gap AEjpyp
determined by the mean-field theory. A strong Coulomb inter-
action cannot stabilize a sizable hybridization gap comparable
to experimental results (~0.3 eV), indicating that the critical
interaction V. (defined in Fig. 9 of the main text) is infinite.
In contrast, EPC can efficiently open a sizable AEjyp,. This
distinction originates from the Hartree term of the Coulomb
interaction [same as Egs. (2) and (3)], which shifts the two
bands away from each other and competes with the exciton
formation. To reveal its impact, we further conduct an artificial
mean-field simulation by removing the Hartree terms. This
treatment removes the impact of band shifting and maximizes
the capability of the Coulomb interaction V to open the hy-
bridization gap. Thus, with no or minimal contribution of the
EPC g, the Coulomb interaction can open a gap comparable
to experiments, but it requires an extremely strong interaction
V ~1 eV. We set trun; = 0 for all mean-field simulations
except the results in Fig. 9(f) of the main text.
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