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Repulsive oscillator networks can exhibit multiple cooperative rthythms, including chimera and cluster
splay states. Yet, understanding which rhythm prevails remains challenging. Here, we address this
fundamental question in the context of Kuramoto-Sakaguchi networks of rotators with higher-order
Fourier modes in the coupling. Through analysis and numerics, we show that three-cluster splay states
with two distinct coherent clusters and a solitary oscillator are the prevalent rhythms in networks with an
odd number of units. We denote such tripod patterns cyclops states with the solitary oscillator reminiscent
of the Cyclops’ eye. As their mythological counterparts, the cyclops states are giants that dominate the
system’s phase space in weakly repulsive networks with first-order coupling. Astonishingly, the addition
of the second or third harmonics to the Kuramoto coupling function makes the cyclops states global
attractors practically across the full range of coupling’s repulsion. Beyond the Kuramoto oscillators, we
show that this effect is robustly present in networks of canonical theta neurons with adaptive coupling. At
a more general level, our results suggest clues for finding dominant rhythms in repulsive physical and

2

biological networks.
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Introduction.—Networks of phase oscillators have been
widely used as a paradigmatic model for emergent collective
dynamics in real-world systems, including neuronal net-
works [1], populations of chemical oscillators [2], and
power grids [3,4]. The Kuramoto model of one-dimensional
(1D) [5,6] or two-dimensional (2D) phase oscillators [7] is a
prime example of such networks that can exhibit extraor-
dinary collective dynamics [8—14], including full [15-19],
partial [20,21], explosive [22-24] and asymmetry-induced
synchronization [25,26], chimeras [27-33], solitary states
[34-38], clusters [39—41], and generalized splay states [42].
Notably, full synchronization is the most probable outcome
and dominant rhythm induced by increasing all-to-all
coupling in the classical Kuramoto model. Splay [43,44],
generalized and cluster splay states [41,42] are typically
observed in Kuramoto networks with repulsive coupling;
however, there is no complete understanding under which
conditions a particular rhythm can emerge and become
dominant. In particular, such interactions can lead to
counterintuitive effects [45-48]. Equally important for
relating Kuramoto networks to realistic physical systems
is to understand the role of higher-order coupling terms
which represent a Fourier decomposition of a general
2z-periodic interaction function [49]. Examples in which
higher-order terms play a significant role include general-
ized Kuramoto-type models of neuronal plasticity and
Hebbian learning [50,51], coupled electrochemical oscil-
lators [52], and Josephson junctions [53]. It was previously
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shown that the addition of higher-order terms to the
classical Kuramoto model of 1D oscillators with all-to-
all attractive coupling can induce a multiplicity of syn-
chronous states [54] and switching between clusters of
synchrony [55]. However, the role of higher-order cou-
pling modes in rhythmogenesis in repulsive networks
remains to be explored.

In this Letter, we make essential steps towards solving
this critical problem for repulsive Kuramoto-Sakaguchi
networks of 2D phase oscillators with phase-lagged first-
order and higher-order coupling. We first show that two-
cluster and three-cluster splay states are the dominant
rhythms in weakly repulsive networks of even and odd
numbers of oscillators with first-order coupling, respec-
tively. The three-cluster splay states are formed by two
distinct coherent clusters and a solitary oscillator. These
tripod states may be viewed as a hybrid that unites a two-
body chimera with a solitary state. Inspired by the
imposing single-eyed giant of Greek mythology, we call
these tripod patterns cyclops states with the solitary
oscillator and synchronous clusters representing the
Cyclops’ eye and shoulders, respectively. We report a
surprising find that the addition of higher-order coupling
modes induces global stability of cyclops states in practi-
cally the entire range of the phase-lag parameter that
controls repulsion.

The network model—We consider the Kuramoto-
Sakaguchi network of 2D phase oscillators

© 2023 American Physical Society
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where variables 6; = 6;(mod 2z), j=1,....N are the
oscillators’ phases and the /th-order Kuramoto-Sakaguchi
coupling [56] represents a pairwise interaction function
H(0;,6y). The oscillators are assumed to be identical, with
frequency e, inertia m, and phase lags a, € [0, 7). We set
the coupling K| = 1 and phase lag a; = a.

First-order coupling: [ =1. In this simplest case, the
system (1) can be cast into the form [8]

mel + 91 = + Im[Rl (t)e_i(9f+”)],
1, .
Rl(l) = N; el(‘)k — Vle”’", (2)

where ry and y; define the magnitude and the phase of the
first moment of the Kuramoto order parameter R(?),
respectively. The scalar r; characterizes the degree of
phase synchrony. The synchronous solution D(1) = {6, =
... =0y} with r| =1 is unstable for @ € (z/2, x) due to
repulsive coupling [38,41]. Instead, the system (2) with o €
(/2, z) is known to exhibit stable generalized splay states
with a nonuniform phase distribution [42] for intermediate
values of inertia m and rotatory solitary states [38] for
larger m which promotes rotatory dynamics [39]. In the
following, we limit our attention to intermediate m and
analyze the prevalence of generalized splay states which
represent phase-locked solutions 0; =wt+¢;, j = 1,...,N
with constant relative phases ¢; € [0, 2z] which satisty the
condition R,(f) =0. The degree of cluster synchrony
within a given splay state is controlled by the second
moment of the Kuramoto order parameter, R,(t) =
(1/N) SN €20 = rye> [42,55]. Remarkably, r, also
controls the stability of the generalized splay state. Our
stability analysis shows that a cluster splay state with a
given r, is locally stable if

1
—2+1—7‘%. (3)

1
cosa < ——
m m

Although derived using a different argument, the con-
dition (3) is similar to Corollary 9 in the previous stability
study [42]. For this reason, its derivation is delegated to
the Supplemental Material [57]. The condition (3) also
suggests that increasing the degree of cluster synchrony r,
enlarges the parameter region (a,m) for the stability of
generalized splay states. The size of this region is
maximized for generalized splay states with a maximum
r,. As for 1D Kuramoto phase oscillators [41,55], the
maximum value r, = 1 for generalized splay states with
r1 = 0 in the network (1) with even N yields a two-cluster
symmetric state: ¢; = ... = @y, =0and @y/p = ... =
@y = r with a relative phase angle of /2 [Fig. 1(a)]. In

(a)

/2
—>Q0—>0—>0>0>0
<0< 0< 0< 0<—

FIG. 1. (a) Generalized splay state with a maximum r, in
networks with even and odd N: a two-cluster splay state for
N =10 (top) and a three-cluster, cyclops state for N = 11. The
angle of the incoming arrow indicates the oscillator’s phases;
oscillators depicted by the same color have the same phase. The
unit length of each arrow corresponds to |z;| = 1. (b). Local
stability diagram (a,m) for the two-cluster splay state with
r, = 1. The blue (red) hatched area corresponds to the stability
condition (3) for two-cluster splay state with r, = 1 (generalized
splay states with 7, = 0) with the blue (red) dashed line plotting
the equality condition in (3) with r, =1 (r, = 0). The double
hatched area is the region of stable coexistence of all generalized
splay states with 0 < r, < 1. (c). Diagram similar to (b) but
calculated for the three-cluster, cyclops state with r, =
(N =3)/(N —1). The circles show the phase distributions 6,
for the two-cluster state (b) and for the cyclops state (c). Phase
angle y = arccos[1/(1 — N)].

accordance with (3), the two-cluster splay state is locally
stable for any a € (z/2, z) and any value of inertia m > 0
[Fig. 1(b)].

Finding generalized splay states which yield maximum
values of r, for the network (2) with odd N is more
challenging. This problem amounts to finding the global
maximum of r, = ReR, subject to R; = 0 and ImR, = 0.
We solve this optimization problem by the method of
Lagrange multipliers via constructing the Lagrange function

L= RCRZ —ﬂlReRl —ﬂzlmR] —A3ImR2
1 N
:N;(coswk—/{lcosek—/lzsinek—/l3sin29k), (4)
where A4;, 4, and A3 are scalars (multipliers). Solving
..... Oy irinis L = 0 yields the necessary conditions for
finding local extrema of ReR,:

N

(=2sin20; + A, sin @, — 4, cos O, — 213 cos 26,) = 0,

~
Il

1

R, =0, ImR,=0. (5)
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For the given side conditions, we obtain A3 = 0. Further
analysis of (5) can be simplified by introducing complex
variables z; = ¢ and turning (5) into
A=A+ 1z-1=0, |z| =1, (6)
where the subscript k& has been omitted for brevity and
A= (4 —ik)/2. To satisfy the condition R; =0, the
fourth-order equation (6) must have at least three distinct
roots &, &, &3. As aresult, three- or four-cluster splay states
correspond to local extrema of r, such that for odd N, the
cluster partition that maximizes r, is
Ni& + N+ N3&s +Ny&y =0, [E1234l=1, (7)
where N, and &, =7z, p=1,....4 are the size and
complex phase of the pth cluster, respectively. Here, N,
may be equal to O in the case of a three-cluster state. In
geometrical terms, finding an algebraic partition satisfying
to (7) is analogous to finding all possible quadrilaterals
(triangles for the three-cluster states) with the perimeter N
and integer side lengths [see Fig. 1(a)]. Performing such an
exhaustive search for odd N, we conclude that four-
cluster partitions can only yield a local maximum r, =
((N—3)/N) which is reached at the four-cluster splay
state: @1 =...=@n-3)2=0, Q_1)2 = 7/3, Pvi1)2 =
—n/3, and @(y3)/> = ... = @y = 7 subject to an arbitrary
constant phase shift. The global maximum of r, = ((N —3)/
(N—1)) is reached at a continuum of three-cluster
splay states

Pr=P2= ... =@N-1)2=7>
PIN-1)/241 = -+ = PN-1 = 7 and ¢y =0, (8)

where y = arccos(1/(1 — N)) and the choice of the refer-
ence zero phase for ¢y is arbitrary. The expression for y can
be verified from the triangle in Fig. 1(a) such that
cosy = —cos(z—y) = 1/(1 = N). The calculation of the
global maximum r, for the three-cluster state (8) can be
performed via

1L . N-1, N-1 .. 1
R- () = — 20, _ 2iy =2iy —,
2() Nk;e T R T

which yields r, = ReR, = (N —1)/N) cos2y + (1/N) =
(N=3)/(N=1)) due to cos2y=2cos’y—1=
(2/(1=N)*) - 1.

Thus, out of all possible generalized splay states in the
networks with odd N, the three-cluster splay state (8) has
the largest local stability region in the system’s parameter
space and therefore is most abundant. The three-cluster
splay state has a distinct structure composed of two equally
sized clusters symmetric about a solitary oscillator, rem-
iniscent of the Cyclops’ eye. In Greek mythology, the

Cyclopes were one-eyed giants who were famed for their
ability to build impressive structures. This is also relevant to
the three-cluster splay states (8) that, as we will see, can
make up an impressive skeleton of dominant states in the
system’s phase space. Given their shapes and possible
prevalence, we call them symmetric cyclops states.
Generalizing this concept to three-cluster states (8) with
an asymmetry in the phases of the synchronous clusters
relative to the solitary oscillator, we will term them
asymmetric cyclops states.

Figure 2 shows that symmetric cyclops states are the
dominant states in the network with N = 11 for the values
of a that represent weak repulsion. Increasing a makes
other generalized splay states with lower r, more prevalent.
Similar effects are observed in larger-size networks (see
Supplemental Material [57] Figs. 1-2 for N = 101).

Higher-order coupling modes: | =2 and | = 3. The addi-
tion of the second-order (I = 2) and also the third-order
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FIG. 2. (a) The onset of a symmetric cyclops state from
randomly chosen initial conditions. The colors depict

sin [0,,(1) — 0¢(7)], where the 6¢h element is a solitary oscillator.
(b)—(e). Histograms for a numerically calculated probability
density function (PDF) of the r, distribution for the established
rhythms. Remarkably, all these rhythms are generalized splay
states with 7; = 0. The number of trials: 50000 from randomly
generated initial conditions for 8, and é’n, n=1,...,11. The PDF
is normalized over 50 bins. The circles show the phase distri-
butions 6; for the most probable r, (indicated by the arrow above
the bins). (b) The dominant cyclops state from (a) with o = 1.78.
(c) a=1.84. (d) a=1.96. (¢) a=3.10. Other parameters:
N=11,m=1.0, and o = 1.0.
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coupling (I = 3) to the first-order coupling network pre-
serves the existence of the two-cluster and cyclops states.
Astonishingly, this addition also makes the cyclops states
global attractors practically across the full range of phase
lag a € (n/2,7x) corresponding to repulsive coupling
(Fig. 3). Note that the repulsiveness of the higher-order
coupling in the system (1) is controlled by a combination of
phase lags a, a,, a3 and coupling strengths K,, K3 via the
condition H'(6;,0;) < 0 that guarantees the instability of
the synchronous solution D(1). The particular choices of
ay, a3 and K,, K5 used in Fig. 3 preserve this repulsiveness
for any a € (z/2,7). In the case of strongly repulsive
coupling a close to =, the second-order harmonics induces
the prevalent asymmetric cyclops states [Fig. 3(d)] while
the addition of the third harmonics makes these cyclops
states symmetric [Fig. 3(f)]. The higher harmonics also
have the same stabilization effect on the dominance of the
two-cluster splay states in networks with even N (see
Supplemental Material [57] Fig. 3).

A detailed analysis of the decisive role of the higher-order
coupling in the appearance and prevalence of the cyclops
states will be reported in a more technical publication. In
simple terms, the effect can be understood via a closer
inspection of the coupling function H(x)=sin(x—a)+
Kysin(2x—a,) +K3sin(3x—a3), where x =6, —0,;.
Here, the double and triple angle phase difference single
out the ranges of x in which the second or third harmonics

FIG. 3. The role of the second (a),(c),(d) and third (b),(e),(f)
coupling harmonics. Histograms for a numerically calculated
PDF of the r, r, distribution for the established rhythms. The
number of trials: 50000 from randomly generated initial con-
ditions. Symmetric and asymmetric cyclops states become the
dominant rhythms in both cases of weak repulsive [(a),(c) and (b),
(e) with a = 1.96] and strong repulsive coupling [(d),(f) with
a = 3.10]. Time series (a) and (b) correspond to the cyclops states
in (c) and (e), respectively. Other parameters: N = 11, m = 1.0,
w=1.7, and K, = 0.05, @, = 0.3, K3 = 0.0, a3 = 0.0 (¢),(d);
K, =0.05, a, =03, K3 =0.1, a3 = 1 (e),(f).

play a role of attractive coupling when —z/2 < 2x — @, <
/2 or —z/2 < 3x — a3 < m/2. As a result, these harmon-
ics can promote the formation of two synchronous clusters
of oscillators with the phases that fall into the select ranges
of x. At the same time, the first repulsive harmonics
maintains the balance among the clusters and the solitary
oscillator.

This effect is also present in large networks. Figure 4
displays that the activation of the second-order harmonics
turns a generalized splay state of the network with N = 101
[Supplemental Material [57] Fig. 1(f)] into a cyclops state
even if the repulsion is strong (a close to x). It is note-
worthy that cyclops states can robustly emerge in networks
of nonidentical oscillators as evidenced in Supplemental
Material [57] Figs. 4-5. In particular, the cyclops states
depicted in Fig. 3 remain stable despite intrinsic frequency
detuning & < 6 within the range [w — 6, ® + 6], where
= 1.7 and 6" =~ 0.03. Remarkably, increasing & > o
induces switching cyclops states that exhibit periodic
rearrangement of the clusters with non-stationary phase
differences and periodic order parameters.

Beyond the Kuramoto networks.—The stabilization of
cyclops also occurs in other oscillator networks whose
dynamics can be approximated by the model (1). One such
example is a network of canonical theta neurons with
adaptive coupling [58-60]:

0, =(1—cos0,)+n(1+cos,)
+x(1+cosf,—e+ecos20,)s(t), n=1,...N. (9)

Here, 6, is the phase of the nth neuron, 7 is a common

external input, « is the coupling strength, and the mean

population synaptic activity s(¢) is governed by the
adaptive rule [61]: 7§ = —s + (1/N) Y_N_, P,(0,), where

+1

1.0 7
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FIG. 4. The role of the second harmonic in stabilizing a cyclops
state in system (1) with N =101, m = 1.0, ® = 1.7, a = 3.1.
The system with only the first-order coupling (K, = 0) evolves
into a generalized splay state with r; = O from random initial
conditions for 0 < ¢ < 500. Switching on the second harmonic
with K, = 0.002 and a, = 0.2 induces a stable cyclops state
(500 < ¢ < 2000). (a) Colors indicate sin [0, (f) — 05, (#)]. (b) The
corresponding values of r; and r,.
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parameter 7 plays the role of the inertia in (1), and the
function P,(6,) = 27(1 —cos®,)’ determines pulsatile-
type coupling. Parameter ¢ yields a constant and a
second-harmonics term that account for the potential
decrease of a neuron’s sensitivity to stimuli from other
cells in the short period prior to and after its spike [62]. The
Supplemental Material [57] contains a derivation of (9)
from coupled quadratic integrate-and-fire neurons [61] and
demonstrates the connection between (9) and (1). As shown
in Supplemental Material [57] Figs. 6-7, the incorporation
of the second harmonics in (9) yields the same stabilizing
effect on the cyclops states as in (1).

Conclusions.—We analyzed Kuramoto-Sakaguchi net-
works of 2D rotators to reveal the surprising role of higher-
order harmonics in inducing stable two-cluster and cyclops
splay states. We also found that the same mechanism
underlies cyclops state formation in theta-neuron networks,
suggesting that insights from analyzing the interplay
between inertia and high-order coupling modes in
Kuramoto networks have broader applicability. Our find-
ings indicate that cyclops states may be a structural
foundation for understanding and predicting emergent
repulsive dynamics in physical and biological networks,
similar to full synchronization in attractive networks. In
general, our study highlights the role of high-order har-
monics in stabilizing low-dimensional patterns in oscilla-
tory networks.
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