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1. INTRODUCTION

Motivating this work and that of [11] is the goal of obtaining higher regularity
solutions to the 3D Euler equations when fluid enters the domain through
certain boundary components and exits through others—so-called inflow,
outflow or injection, suction boundary conditions. Letting Q2 be a bounded
domain in R? and defining the time-space domain,

Q = (0,T) x Q for a fixed but arbitrary 7" > 0,

we can write these equations in the form,

(Ou+u-Vu+Vp=Ff inQ,

divu=0 in Q,

u(0) =up in , (1.1)
u-n=0" on [0,7] x T,

kuT:h on [0,T] x I';.

Here T is the boundary of €2; 'y is the portion of the boundary on which
inflow occurs; n is the outward unit normal vector; U™ and h are prescribed
boundary values with U™ < 0 on [0, 7] x';; u7 is the tangential component
of u; ug is the initial velocity; f is the external forcing.

All proofs of existence of solutions to the Euler equations use some kind of
approximation, encoded as a sequence or as the fixed point of an operator.
As the basis for one such approximation, we study the linear problem,

Y +u-VY—-Y -Vu=g inQ,

Y=H on [0, 7] x 'y, (1.2)

Y(0) =Y on .
In (1.2), u is given on @, as are the initial value Y on Q and the value
H of Y on the inflow boundary. Should it happen that Y = curlu and H
is the value of the vorticity generated by the Euler equations on the inflow

boundary, then w := Y would be the vorticity for a solution to the Euler
equations, and (1.2); would become the vorticity equation,

Ow+u-Vw —w-Vu =g :=curlf. (1.3)

We see, then, that (1.2) is a linearization of the vorticity formulation for
(1.1).

Employing C%(Q) solutions to (1.2), well-posedeness of (1.1) on simply

connected domains for w € C*(Q), a € (0,1), was obtained in Chapter
4 of [2]. Here, we obtain, for any N > 0, a CN%(Q)? solution to (1.2)
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on a multiply connected domain, which we use in [11] to obtain a solution
to (1.1) for vorticity in CN:%(Q)3 for any N > 0 on a multiply connected
domain. Both the linearized (1.2) and the nonlinear (1.1) require suitable
compatibility conditions on the initial data to allow regularity of the solution.

Therefore, although (1.1) motivates our work, we restrict our attention to
(1.2).

The key difficulty. If g = 0, (1.2); shows that Y is the pushforward
(transport with stretching) of Yo (we explain this in detail in Section 4).
The trajectories of the flow map for u play a central role. If we assume that
u-n = 0 on the boundary then this is nearly the complete story other than
accounting for forcing, and (1.2) is solved in an entirely classical manner.

With inflow of fluid from the boundary, however, we must insure that the
values of Y = H coming from the inflow meet seamlessly enough with those
coming from the initial data Y so that the desired regularity of the solution
is obtained. This is the primary complication we face in solving (1.2).

Inflow, outflow. We assume that I' := 91 has at least C? regularity and
has a finite number of components, with 'y, I'_, T’y a partition of the
boundary components into those on which inflow, outflow, no-penetration
boundary conditions hold, respectively. That is, defining

U™ :=u-n,
we require that

U <0on [0, T]xTy, U">00n[0,7T]xT_, U™=0o0n]l0,T] xTY.
(1.4)

(We allow T'g = () or T’y = I'—see Remark 7.2.) Moreover, divu = 0 imposes
the constraint,
/ U" =— un. (1.5)
ry r_

Throughout, we fix o € (0,1).

Linear problem as a tool. With sufficient regularity we interpret (1.2)
classically, but for our lowest regularity solutions (1.2); must be treated
weakly, as equality in the sense of distributions on (). In all cases, we will
construct and treat Y as a Lagrangian solution to (1.2), though to even
define what we mean by such solutions will require the development of some
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technology because of the inflow of H from I'y (this leads ultimately to
Definition 5.4).

We can view (1.3) as a special case of (1.2), in which Y = w = curlu and
H is derived from the pressure, as done in [2, 11]. In (1.3), w is a curl and so,
in particular, is divergence-free, whereas this is not assumed for Y in (1.2).
We will show, however, that if div' Yy = 0 and H satisfies the condition in
(1.14), obtained formally be restricting (1.2); to I'y, then div Y (¢) will be
zero for t € [0,7]. Moreover, we show that if Yq is in the range of the
curl then Y (¢) remains in the range of the curl for ¢ € [0, 7], which requires
additional work only because I'" has multiple components (unless, perhaps,
I'=TY).

The analysis of (1.2) in [2] focused on C*(Q) regularity. We are concerned
with obtaining C%(Q) regularity of solutions to both the linear (in this
paper) and nonlinear (in [11]) problems for any integer N > 0. To accomplish
this, we must discover the right compatibility conditions on the initial data
and on H. For N = 0 the conditions, obtained in [2], are simply that
H(0) = Yo on I'y. We will show that these conditions have a natural
generalization to all N > 0, most cleanly stated below in the necessary and
sufficient conditions in (1.11).

Some function spaces. Let V be an open subset of R?, d > 1. We define
the classical Holder space C*(V') to be all measurable real-valued functions
on V for which

1f oo ) + 1 [l < 005

e, = sup LE 7O

etyev T —ylo

I fllco :

For any integer N > 0 we define the Banach space C:*(V) with the norm
fllowaqy = 31D o=+ 3 107 fllene:
lyI<N =N

We also allow f to be vector- or matrix-valued, but will not make a notational
distinction.
For the time-space domain (), we define

CNTL(Q) = {v: Q » R: 9{DIv € C*(Q)*,j + | S N +1,j < N},

endowed with the natural norm based upon its regularity. That is to say,
CN*TLa(Q) is the same as CNT12(Q), but with one less time than spatial
derivative of regularity.
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We call B € CNTLa(]0,T] x T) a proper inflow, outflow boundary value if
it satisfies the same conditions as U™ does in (1.4) and (1.5). We then define
the affine spaces

CoFQ) == {ve N (Q): divv=0,v-n =B on [0,T] x I'},

. . (1.6)
C’ggl’o‘(Q) ={ve Nt Q): divv=0,v-n=6on[0,7] xT}.
Primarily, we will utilize the following:
cNtheQ) = {v e CVNTLQ): divv=0,v-n=U"on T}, )
1.7

CQ) = Copa (@), CXT(Q) = G (Q),

where we suppose that U™ is at least as regular as CVT1([0,T] x T'). Ob-
serve that only the normal component of v is specified on the boundary.
We will also use the classical space,

H:={vecl*Q)? divv=0,v-n=00nT}= Hy® H,, (1.8)
where the L?-orthogonal subspaces H., Hy of H are defined by
H.:={veH:culv=0}, Hy:=HI . (1.9)

Regularity assumptions on the data. We specify the regularity of the
initial data, boundary value U™, H on inflow, forcing g, and velocity field
u, as follows:

Definition 1.1. We say the data has reqularity N for integer N > 0 if the
following hold:

T is CmaX{N+2,3},a’ U™ e CN+1’Q([O,T] « P),
geC¥Q)if N=0,geCNQ)if N >1;
Y, e CN(Q), He CNo([0,T] xT'y);

ue C(Q).

In [2], H and U™ are assumed to have one more derivative of regularity
than we have assumed here for data regularity N = 0. Higher regularity of
H is required, as we will see in Theorem 1.3, to insure that Y (¢) remains
in the range of the curl if Yy is in the range of the curl. Since [2] analyzes
solutions to the Euler equations, such higher regularity is needed. Moreover,
the need to properly control the pressure for the nonlinear problem, which
is directly related to the production of vorticity on the boundary, requires
higher regularity of both H and U™ in [2] (and in [11]). But that is not an
issue for the linear problem we treat here.
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For most of the analysis we make, I' being CN12 is sufficient. In the
proof of Lemma 2.6, however, which we apply only for data regularity N = 0,
we need one more derivative of regularity. See Remark 2.7.

Compatibility conditions. To obtain the regularity of solutions to (1.2),
we need to impose compatibility conditions. We define the conditions for
N=0and N =1 as
condp: H(0) =Ygon 'y,
cond; : condy and O;H|;—g +up- VYo — Yo Vuy—g(0) =0on Iy,
(1.10)

where ug := u(0). We can view cond; formally as saying that (1.2); holds at
time zero on 'y, where Yo = H(0) by condy. Indeed, we could write cond x
for all N > 1 suggestively as

condy : thH]tzo = 8gY]t:0 onT'y foral 0 < j <N, (1.11)

where we replace 0;Y by the form it would have were it a solution to (1.2);.
Or, spelled out just a little more,

condy : condy_1 and
ONH|i—g+ 0N 'u- VY -Y -Vu—glg=0onT,.

For N = 2, for instance, we would first write,
0=0?H|—o + [u-VY =Y - Vu — gJi—o
= 0?H(0) + 9;u(0) - VYo +ug - VO, Y(0) — 9,Y(0) - Vug
=Yg Vou(0) — 9:g(0),

then replace each 9,Y (0) with g(0) —up-VYo+Yq-Vug, the value it would
have were (1.2); to hold.

Types of solutions. We will be concerned with both Lagrangian solutions
(Definition 5.4) and with Eulerian solutions, classical as well as weak, as
in Definition 1.2. In this definition, Y has more than sufficient time and
boundary regularity to avoid the need to enforce the initial and boundary
conditions weakly. With sufficient regularity, div(Y ® u) = u- VY (using
divu = 0). Since we only assume Y € C*(Q), div(Y ® u) is defined in the
sense of distributions, given that Y ® u is an integrable function.

Definition 1.2. We say that Y € C*(Q) is a weak (Eulerian) solution to
(1.2) if Y =H on [0,T)xT'+, Y(0) = Yo, and 0, Y +div(Y®u)-Y-Vu=g
in D'(Q).
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In short, we will find that the Lagrangian solution is a weak Eulerian
solution if Y is in the range of the curl, and weak Eulerian solutions lying
in the range of the curl are unique. We have a particular concern over the
Lagrangian versus Eulerian solution because we use both formulations when
we apply our results in [11]—specifically, when Y is the vorticity of some
vector field. The vast majority of the estimates come from the Lagrangian
formulation, but the velocity formulation, which is also needed, is recovered
from the weak Eulerian formulation, not from the Lagrangian, so they need
to be the same solution.

Main results. Our main results are Theorems 1.3 and 1.4.

Theorem 1.3. Assume that the data has reqularity N for some N = 0 and
that condy holds. There exists a solution Y to (1.2) in CN2(Q) with

||YHC’“O‘(Q) < C(T) [||u‘|é§+1,a(Q) + ||H‘|Ck,a([07T}><F+) (1.12)

+”gHCmax{kfl,o},a(Q)T]

for all0 < k < N, where C(T') also depends upon |[Yol|ck.aqy- The solution

Y is Lagrangian and weak Eulerian for all N > 0. For N > 1, the solution
s also the unique classical Eulerian solution.

Moreover, suppose that Yo and g(t) for all t are in the range of the curl,

H e cmadNiha(o 7] x T'y), (1.13)
and (our notation is defined in (1.16))
O H™ + divp[H™u” —U™H"] —g-n =0 on (0,T] x I';. (1.14)

Then Y (t) remains in the range of the curl for allt € [0,T]; also, for N =0,
Y is the unique weak Fulerian solution.

We make a few comments on Theorem 1.3:

e In (1.14), divr is the divergence-operator along I'y (see Section 7).

e We give the definition of a Lagrangian solution in Definition 5.4.
It is not entirely classical because values of H are brought into the
domain from the inflow boundary.

e Because of (1.13), both g -n and 9;H™ are in C*([0,7] x I'y) in
(1.14). Hence, it is implicit in (1.14) that divp[H™u” —U™HT] is in
Co([0,T] x T'y).

e Restricted to ¢t = 0, (1.14) is the normal component of cond;, as we
can see by examining the proof of Proposition 7.1.

We also have a velocity formulation of (1.2), as given in Theorem 1.4.
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Theorem 1.4. Assume that the data has regulaz“z'ty N for some N = 0
and that condy, (1.13), and (1.14) hold. Let f € CNT5(Q) N C([0,T); Hy)

and set g := curlf. Let w = Y and wg = Y. There exists a unique
v e CNH(Q) with curlv = w and mean-zero pressure field © with Vr €

CNYQ) for which
v +u-Vv—u- (V) 4+ Vr =T (1.15)

The harmonic component of v is given explicitly in Lemma 8.1.

Suppose, further, that w = curlu. Then setting p = © — (1/2)|ul?, (u,p)
satisfies (1.1)1—4 (but not (1.1)5) with an additional, harmonic forcing term.
If, further, v .= u then this additional term does not appear and the solution
is unique, even for N = 0.

Remark 1.5. Theorem 1.4 shows that in velocity formulation, the solution
to the linearized Euler equations is unique, even for N = 0. The last para-
graph of Theorem 1.4 considers what would happen were the linear solution
to be a solution to the Euler equations; it does mot establish the existence
of such a solution—that is done in [11]. Also, because of how v is recov-
ered from the vorticity, v and u have matching normal components on the
boundary, but will not, in general, have matching tangential components.

Prior work. The primary reference for our work is Chapter 4 of [2]. Al-
though we express things differently, the material in Sections 3 to 5, 7,
and 8 clearly bears the imprint of [2]. Our motivation in this work and [11]
is to ultimately extend the results of Chapter 4 of [2], which are for simply
connected domains and N = 0 regularity, to obtain solutions to the Euler
equations with NV > 0 regularity with suitable compatibility conditions.

Section 1.4 of [15] contains an extensive survey of results, both 2D and 3D,
related to the problem we are studying here. Petcu [17] presents a version
of the argument in Chapter 4 of [2] specialized to a 3D channel with inflow
and outflow constant in space and time.

Boyer and Fabrie [4, 5] (in particular, see the final two chapters of [5]) treat
an analogous setup to ours for transport without stretching, studying weak
solutions. They do not restrict inflow and outflow to lie on full components
of the boundary, which would seem to make classical solutions impossible to
obtain. In a related vein, see also the recent works [6, 16]. We also mention
the works [8, 9, 12] on different linear problems.

Finally, we note that the need for the higher regularity results of Theo-
rems 1.3 and 1.4 is explicitly stated in [20, 10], where such results are used
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to obtain high-order expansions of solutions to the Navier-Stokes equation
asymptotically in terms of the viscosity.

Organization of this paper. We start by developing some necessary tools.
In Section 2 we describe how to recover a velocity in Co¥ +1’O‘(Q) from a
vorticity in CV®(Q) and introduce the concepts we need to treat multiply
connected domains. In Section 3, we develop the properties of the flow map,
which we will need throughout the rest of the paper.

We develop the idea of a pushforward of a velocity field with boundary
conditions on inflow, a non-classical construct, in Section 4, using it in Sec-
tion 5 to define what we mean by a Lagrangian solution. We give the core
of the proof of Theorem 1.3 in Propositions 5.7 and 5.9, though we defer to
Section 6 a key part of it, giving an equivalent form of cond;: it is of a much
different flavor than the rest of the proof and would only distract from it.

The proof that if Yq lies in the range of the curl then Y(¢) remains in
that range for t > 0 is given in Section 7. The results in Sections 5 and 7,
specifically Propositions 5.9 and 7.1, together yield Theorem 1.3. The proof
of Theorem 1.4 is presented in Section 8. In the appendices, we list some
standard Holder space estimates and give details on the continuity of the
Biot-Savart law, which we referenced in Section 2.

On notation. Our notation, while fairly standard, has a few subtleties. If
M is a matrix, M;C refers to the entry in row 4, column k of M; v' refers
to the it" entry in the vector v, which we always treat as a column vector
for purposes of multiplication. If M and N are the same size matrices
then M - N := MliN,i, where here, as always, we use implicit summation
notation. If u and v are vectors then the matrix u ® v has components
[u® V]iC = u'vF. We define the divergence of a matrix row-by-row, so
div M is the column vector with components [div M| = 0;M;. Hence,
[divju®v]]’ = divlu®@v]’ = 0 (u'v*), where 0y, is the derivative with respect
to the k" spatial variable. For any vector field v defined on T, we define its
normal and tangential components,

vV i=ven, vli=v"n, v’ i=v-v" (1.16)

The operators V, div are the gradient, divergence with respect to the
spatial variables only. For vector fields u and v, we will interchangeably
write u- Vv and Vvu, each of which is a vector whose i*" component is
uF9yv'. When applied to a function n that includes two time variables (as

our flow maps will), we write 9,7, 0;,n to mean the derivative with respect
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to the first, second time variable. We will sometimes treat time-space as a
four-dimensional variable, defining the operator

D= (8, V), (1.17)

noting that if v is a vector field then Dv is a 3 X 4 matrix field.
Finally, H*?(Q) and H*(Q) are the standard LP- and L2-based Sobolev
spaces.

2. RECOVERING VELOCITY FROM VORTICITY

In this section, we develop the operator in (2.2) that we will use to recover
an appropriate divergence-free vector field from its vorticity (curl), with its
regularity given in Lemma 2.4. Other than in the proof of one technical, but
important, result that we will defer to Appendix B, we will need only a few
facts regarding the Hodge decomposition for multiply connected domains,
which we now summarize.

Assume that  is connected and that I' is at least C%-regular. Let
I'y,...,Typ1, be the b+ 1 components of I" with I',1 the boundary of the
unbounded component of Q¢. We define the external fluz of w through T';
as

o (w) = /F w - n. (2.1)

As we discuss in Appendix B, the space Hy consists of those elements of H
having vanishing internal fluxes, a characterization first given by Helmholtz
(see the historical comments in [7]). For our purposes, we do not need an
explicit characterization of these spaces, only the definitions of the spaces
H, H., and Hj in (1.8) and (1.9) and the fact that H, is finite-dimensional.
Employing elliptic regularity theory, Lemma 2.1 easily follows:

Lemma 2.1. Assume that I' is C™%-regular, n > 2, and let X be any
function space that contains C™*(Q)3. For any v € H,

|Pa.vix < C(X)|vlla
and if also v € X then
IVlx < |Provlx +CX)vla,  [[Puyvix < [[vlix +CX)|va-

For any v € H = Hy & H., we call Py v the harmonic component or
part of v. (Note that Av. = 0 for any v, € H,, though unless  is simply
connected, there are also v € Hy for which Av =0.)

The following is a classical trace theorem (see Theorem 1.2 p. 7 of [21]):
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Lemma 2.2. There is a continuous trace from the space of L? vector fields
1
on Q having divergence in L*(Q) to H 2(T).

We write curl H*(Q)? for the image of H'(Q)? under the curl operator
and say that a vector field is in the range of the curl if it lies in curl H'(£2)3.
We can characterize it as in Theorem 2.3.

Theorem 2.3. We have,
curl HY(Q)? = curl(Hy N H(Q)?)
= {we L*Q): divw = 0,®} (w) =0 for all i}.

Moreover, there exists a continuous operator K from curl H(Q2)3 C L?(Q)3
to Ho N HY(Q)3 with the property that u = K[w)] is the unique element of
Ho N HYQ)? for which curlu = w.

Proof. This follows from Theorems 3.5 and 3.12 of [1]. Also, observe that
Lemma 2.2 allows the external flux ®} (w) to be defined. O

To recover a velocity field u satisfying u-n = U™, we let ¥V = V, where
© is the unique mean-zero solution to

Ap =0 in §,
Veo-n=U" onl.

Observe that divyY = 0, curlV =0, and V-n = U™ on I'. (Note that if
U™ =0 then YV =0.) Then we define

Kyn|w] = K[w] + V. (2.2)
Define the solution space for vorticity,
VNA(Q) = {w e CNQ)?: w(t) € curl H(Q)? for all t € [0,T]}.

From Theorem 2.3, w € V3"*(Q) is equivalent to w € CN%(Q) lying in the
range of the curl.

Lemma 2.4. Assume the data has regularity N > 0. Then Kyn maps
CNe(Q)Neurl HY(Q)? continuously onto C2TH*(Q)N (Ho+V(t)) and maps
V(@) continuously onto CYTH(Q) N C([0,T); Ho + V(t)).

Proof. Follows from (2.2), the regularity of V, Lemma 2.1, and Corollary B.2.
O
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We also have the Helmholtz decomposition, which we use to establish the
continuity of the Leray projector. We give its proof, since the continuity of
the decomposition in Holder spaces, especially for N = 0, is not particularly
accessible in the literature.

Lemma 2.5. Assume I is ON+tL for N > 0. Given any w € CN%(Q)3, we
have w = curlv + Vq for some unique v € HyN CN+t12(Q)3 and mean-zero
q € CN*TLe(Q), the maps from w to v and w to q being continuous in their

respective spaces. Moreover, the Leray projector, Py, is continuous as a map
from CN(Q)3 to CN2(Q)3 N H.

Proof. Let w = Pgw + Vq be the Leray-Helmholtz decomposition of w. By
Lemma 2.4 (applied using ¥V = 0), Pyw = curlv for some unique v € HyN

CN+Le(Q)3, with w — v being a continuous map. Hence, w = curlv + Vg,
and the maps, w — v, w +— ¢, and w — Pyw have the stated continuity. [

Lemma 2.6. Assume that the data has N = 0 reqularity. There ezists a
sequence (U*) of proper inflow, outflow boundary values and a sequence (u;)
in C’glajln(Q) converging to u in C*(Q). (The space C’glajln(Q) is defined in
(1.6).)

Proof. Let (U) be a sequence of vector fields mollified along I' so that
Ur € 0%([0,T) x I') with U™ — U™ in C%*([0,7] x T'). This is possible,
since we assumed that I' is C?“. Then for all sufficiently large i, U will
satisfy the same conditions as U™ does in (1.4) and, after possibly adjusting
the value of U® on one boundary component by adding a constant value ¢;
to it, with ¢; — 0, each U* will also satisfy (1.5). Let V; = V;, where ¢;
solves

Ap; =0 in £,
Vei-n=U" onl.

Then V; € C*%(Q) with V; — V in C1%(Q) by elliptic regularity theory.
We have w :=u—V € C’},:g‘(@), which is the space Co®(Q), but with
w-n =0on!I. Extend w to é’l’a(]R x R3) using an extension operator like
that in Theorem 5’, chapter VI of [18]. Mollify w in time and space and apply
the Leray projector Py, giving, via Lemma 2.5 a sequence w; € Ci’g (Q) with
. 51«
w; — win C (Q).
Finally, let u; = w; + V;. ]
Remark 2.7. In the proof of Lemma 2.6, we applied Lemma 2.5 with N = 2,
which required that T (through Corollary B.2) be C*%. This is the only place
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in this paper in which we required higher than a C*% boundary for data
reqularity 0.

3. THE FLOW MAP

In this section, we assume that for some N > 0 and fixed T" > 0, u €
CYTH(Q). We also assume that T is CN 2 regular. We will obtain esti-
mates related to the flow map for u.

For convenience, we first extend u to be defined on all of R x R? using
an extension operator like that in Theorem 5, chapter VI of [18]. This
extension need not be divergence-free. This extension will allow us to use
classical results on flow maps without undue concern as to their domain and
codomain, though it is only the value of u on @ that ultimately concerns us.

Define n: R x R x R3 — R? to be the unique flow map for u, so that

Or,n(te, t2;x) = u(ta, n(t1, t2;%x)), n(t1,t1;x) = x;
t2 (3.1)
bt =x+ [ ulsn(tn,sx0)ds
1
That is, n(t1,t2;x) is the position that a particle starting at time ¢; at
position x € R? will be at time t5 as it moves in the velocity field u. We
allow t9 to be greater than, equal to, or less than ¢1, accounting for movement
forward and backward in time. (The properties of flow lines within €2, which
are all we ultimately care about, do not depend upon the specific extension
of u we employ.) We also have

1)
Oty ta;x) = —u(ty, n(ty, t1;x)) + Oy u(s,n(ty,s;x))ds
h 3.2)
to ( :
= —u(ty,x)+ [ Vu(s,n(t1,s;%))0n(t1, ;%) ds.
t1

Moreover, by the very definition of the flow map (and its uniqueness),

n(ta, t3;n(t1, t2;x)) = n(t1, t3;%). (3.3)

Lemma 3.1 shows that for fixed to and x, 1 is, in a sense, transported by
itself.

Lemma 3.1. We have,

atl’l’}(tl, tQ; X) + u(tl, X) . V?](tl, tg; X) =0.
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Proof. From (3.3), y = n(t1,t2;n(t2,t1;y)); taking d/dt; of both sides of this
identity,

0= %U(tl,t%n(t%tﬁ}’))
1
= Oin(ty, ta;n(ta, t1;y)) + Vn(te, to;n(te, t1;y)) 0y n(te, t1;y)
= Oin(ty, ta;n(te, t1;y)) +ulty, n(te, t1;y)) - Vn(ty, t2; n(ta, t13y)).
Setting x = n(te,t1;y) gives the result. O

For any (t,x) € R x R3 let

e ~(t,x) be the point on 'y at which the flow line through (¢,x) in-
tersects with I';;
e let 7(¢,x) be the time at which that intersection occurs.

For all x € Q, 7(¢t,x) < t. Because we extended u, 7 will always be defined,
as long as we allow 7(t,x) = —o0, but (¢,x) is defined only when 7(¢,x) is
finite, and is meaningful only when 7(¢,x) > 0.

We define the hypersurface,

S :={(t,x) € Q: 7(t,x) = 0}
and the open sets Uy C @, S@)
U_ :={(t,x) € (0,T) x Q: 7(t,x) < 0},
Uy ={(t,x) € (0,T) x Q: 7(t,x) > 0}.
For t € [0,T], we also define the sections,

S(t) and U (t): U(t) ,
S(t) = {x: (t.x) € 5}, b
Uyg(t) = {x: (t,x) € Ur}. Figure 3.1

This is illustrated in 2D in Figure 3.1.
The hypersurface S consists of all points (¢,x) whose flow lines originated

on I'y at time zero; on U_ these flow lines originated in €2 at time zero; on
U, the flow lines originated on I'} at positive time. Observe that ~(t,x) is
only meaningful on U .

By virtue of (3.3), we have,

U(T(tv X)a b 7(75, X)) =X,
77(15, T(t7 X); X) = 7(75, X)'
Also note that 7(¢,x) =t and y(t,x) = x when x € T'y.

(3.4)

Remark 3.2. We will often drop the (t,x) arguments on T and 7y for brevity.
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The regularity of n given in Lemma 3.3 follows from entirely classical
arguments, so we omit its proof. Note that n has one more derivative of
time regularity (in both time variables) than u, making up for the loss of
time regularity of QC],VH’Q(Q) from that of CC],VH’Q(Q).

Lemma 3.3. The flow map n € CN*t12([0,T])% x R?).

In Lemma 3.4, we show that the hypersurface S has the regularity of
the velocity field, and give conditions for when a function, regular on Uy
separately, can be glued together to obtain a regular function on all of [0, T'] x
Q.

Lemma 3.4. The set S is CNT1% as a hypersurface in [0, T] x R3. There is
aT* > 0 depending only upon |[ul|lc1(q) for which 87 >0 on Uy, while u(t)
remains transversal to S(t) and S(t) C Q for allt € [0,T*]. Ifg € CH*(U_)
and g € CH(U L\ {0} x T'1) for some k < N + 1 with DPg continuous on
S for all |B] = k then g € C**(Q) with a norm no larger than the larger of
its C*® norms on Us.

Proof. To simplify notation, we will make the argument as though I'y has one
component, the result for multiple components following simply by summing
the estimates over each component.

Because Ty is a CNTLe surface, we can write T = ;' (0) for some
0o € CN*TLe(R3), which we can choose so that V<,00|§051(0) = mn on [',.

Letting oy (x) = @o(n(t,0;x)), we have S(t) = ¢; }(0). Then by Lemma A.2,

N+1
il < lgollomaqs) |1+ It 053 lovsr oy

Since S(t) is the surface I'; transported to time ¢ by the flow, 7(0,-;-) €
CN*Le(]0,T) x R?), this shows that S(t) is CVN*T1 as a surface in .

Now let p(t,x) 1= @y(x), so p: [0,T] x @ — R. Then S = ¢~1(0) and we
see, using also the regularity of n from Lemma 3.3, that S is CNThe,

Since ¢ is transported by the flow, we have 0;¢o +u- Ve = 0. Since Vo
is normal to the surface S(t), u(t) remains transversal to S(t) as long as
Orp # 0. But,

|0rplt=0| = |uo - V<,00|W1(0)| = |ug - n| = Upin = min|U™| > 0
0 Iy

on I'y, and the regularity of u then assures that |0;¢(t)| > 0, at least up to
some finite time 7% > 0; hence, u(t) remains transversal to S(¢) and 9,7 > 0
on Uy for all t € [0,7*]. If necessary, we can always decrease T* so that
S(t) C Qforall t € [0,T%].



16 GUNG-MIN GIE, JAMES P. KELLIHER, AND ANNA L. MAZZUCATO

For the regularity of g, let h := DPg for any |8| = k. Then h € C*(Uy.)
and is continuous on S. Hence, a simple application of the triangle inequality
shows that we can glue gy, together along S to obtain h € C%(Q), giving
g€ Q).

More explicitly, let y, := (t+,x4) € UL, and let y := (¢,x) be any point
in S along the line segment from y_ toy,. Let h = DPg, which we note is
defined everywhere on S. Then

\h(y_) —h(y )l [h(y_) —h(y) +h(y) — h(y)l

y- =yl y_ =yl
My ) = h) | [h) = Ay, )|
y- =yl y_ —yql®
h —h h(y)—h
ly_ -yl v =yl
S ARl oy + @ =) Allga @,
< max{[1hllga s Ihlla e}
where
e Yoyl g eyl
y_ —yql V- —y4l
where the equality for 1 — A holds because we chose y to be colinear with
Y. Similar estimates hold for all the norms. O

Lemma 3.5. Both 7 and ~ are transported by the flow map for u; that is,
hT+u-Vr=0, y+u-Vy=0, (3.5)
and we have the identities (recall the definition of the operator D in (1.17)),

oy = _Ountmix) - n(v) o, — _ (Vn(t,7x)n(v)
un(r,v) :,: un(r,~) 7 (3.6)
o Dyl 3l i)
un(r,y)
and
D~ = Dn(t, t2;X)|t,=r + u(7,7v) @ Dr. (3.7)

Moreover, T, ~ lie in CN+tL(U, \ {0} x T').

Proof. The quanitites 7 and ~ are transported by the flow map for u as in
(3.5) because they are constant along flow lines by their definition.
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Taking the spatial derivatives, Ox,, of both sides of (3.4)2 gives (recall
Remark 3.2)

(%enk(t,T;x) = 8t2nk(t,7;x)8xe7' + (%Cenk(t,T;x) = (%ﬂk,
or, using (3.1)q,
Op,n(t, 7;x) @ VT + Vn(t, ;%) = u(r,v) @ Vr + Vn(t,7;x) = V. (3.8)
Taking the time derivative of both sides of (3.4)2 gives
Oy n(t, 73X) + 040, n(t, 73 %) = Oy n(t, 7;x) + O u(r,y) = 0y.  (3.9)
We can write (3.8) and (3.9) together in the form (3.7). Now, (Dv)'n =0

because v always lies on the boundary component I'y. Thus (recall the
comment following (1.17)),

0= (Dn(t,t2;%)|iz=r) "0 + (DT @ u(7,7))n
= (Dn(t,ta;X)|t=r) 0+ U™(7,7))Dr.
(Note that Dn is a 4 x 3 matrix field.) From this, each of the expressions in

(3.6) follow.
Then (3.6) gives the regularity of 7, and (3.7) the regularity of ~. O

Lemma 3.6. We have,
Oy, Vn(t1,ta;z) = Vu(te, n(ti, t2;2))Vn(ty, ta;z) on Q.
Proof. Using (3.1),
O, Vn(t1,t232) = 0, Van(t1, t2;2) = Va0in(t, ta; z) = Vau(te, n(t, t2;2))
= Vu(ta, n(t1, t2;2)) Vn(t1, t2; 2).
O

4. THE PUSHFORWARD

In this section we describe how to extend the classical idea of the push-
forward of the vorticity as a vector field to incorporate the generation of
vorticity on the boundary. We start with a very brief overview of transport
and the pushforward, specifically in flat space, but paying attention at the
very beginning to issues of regularity. We then explain how we extend the
pushforward to incorporate vorticity generation on the boundary, which we
will use in Section 5 to produce a solution to (1.2).

Our focus is on analysis, the regularity of our operations, rather than their
geometric meaning. For a very readable treatment of what the pushforward
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means geometrically in the context of fluid mechanics we refer the reader to
Sections 2.2 and 3.1 of [3].

Transport. Before turning to the pushforward of a vector field, we review
some basic facts regarding scalar transport—the pushforward of a scalar
field. We define the transport operator applied to a scalar field f(t,x) by

Lif :=0uf + Vuf, (4.1)

where V,, is the directional derivative with respect to u. When f has suf-
ficient regularity, V,f = u-Vf. As long as f is, say, continuous, we can
always write, for any fixed s € R,

L7 (s, 8:3))) = 2 76 n(s 1) (1.2

We will also apply the transport operator to a vector field, component-by-
component.

Pushforward. The pushforward of a vector field X by n from time s to
time ¢t € [0,77] is

(ns,£1.X) (%) == X, (n(t, %)) - Vs, it s5%)). (4.3)

This presupposes that we stay within the domain of n and X. We define the
associated pushforward operator L by

LX =L, X —-X-Vu.
Lemma 4.1. For a vector field X € CN2(Q) for any N >0, LX = 0.

Proof. Holding s and x fixed while applying (4.2) to each component of
X(t,x) := (n(s,t)«Xs)(t,x) and appealing to Lemma 3.6, we have

L (1105, 1:%)) = X (1,n(s,1:))
d

= o [Xs(n(t,s;n(s,t;x))) - Vn(s, t;n(t, s;n(s,t;x)))]
= % [Xs(x) - Vn(s, t;x)] = X (x) - %Vn(s,t;x)

= Xs(x) - (Vu(t, n(s, t;x))Vn(s, t;x))
= (Xs(x) - Vn(s, t;x)) - Vu(t, n(s, t;x))
= (X - Vu)(t,n(s,t;x)). O
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In geometric language, Lemma 4.1 tells us that the pushforward of a
velocity field is Lie-transported (Lie-advected) by the flow (as in (3.9) of
3).

If N > 1, we can write the conclusion of Lemma 4.1 applied to a potential
solution Y as

Y +u-VY =Y - Vu,

and we see the connection with (1.2). The limitation, of course, is that this
form of the pushforward does not account for inflow from the boundary (nor
forcing, which we will consider later).

But if we let Y (t) = n(0,t).Y, we can see that the value of Y completely
determines the value of Y on U_. So other than the domain of Y shrinking
in time as the flow sweeps I'y through Q (see Figure 3.1), the pushforward
applies in an essentially classical way on U_. Indeed, Lemma 4.1, which is
easily localized to U_, gives that LY =0 on U_.

Inflow from the boundary. By contrast, on U,, we are assigned the
value of Y = H only on I';, so that the values of Y on U, are entirely
populated by the values of H on [0,7] x I'y. Yet we wish the expression for
the pushforward in (4.3) to continue to hold on Uy, as it yields (1.2)1, but
in the end we must connect the value of Y (¢,x) on U, to the time and place
its value originated from on I'y. This is the main purpose of the functions
7 and ~ that we defined in Section 3, and leads to the following definition:

Definition 4.2. Let Xg € C*(Q) and H € C*([0,T] x I'y). Define the
pushforward of Xg by n on Q with boundary value H by
X(t,X) — (W(Oat)*XO)(t,X) onU_,
(n(7(t,x),¢).H(7(t,x))(t,x) on Us.
Written out more fully, for (t,x) € Uy,
X(t,x) = H(7(t,x),5(t, x)) - V(7 (t,x), t;n(t, 7(t,%x); X))
= H(T(tax)77(t7x)) ' vn(T(t7X)7t77(t7X))
Lemma 4.3. With X as in Definition 4.2, LX =0 on U,..

Proof. Let (t,x) € Ut and fix s > 7(t,x). Because 7 and - are constant
along flow lines, so that 7(¢,7(s,t;x)) = 7(s,x) and (¢, n(s, t;x)) = v(s, %),
the verification of LX = 0 on U, parallels the calculation that led to
Lemma 4.1, though its expression is a little more complex. Holding s and x
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fixed, we apply (4.2) on Uy, to give

L(X(t (s, 1)) = X (0o, 1)

= ST n(5,80), 215, 85%))
: VT](T(ta T,(Sv t; X))7 t; 7(t7 T,(Sa t; X)))]

Vu(t,n(r(t,2),t;7(t, 2))) |l z=n(s,tx)
= (X - Vu)(t,n(s, t;x)).

This shows that LX = 0 on U,. (Note that assuming higher regularity for
H was not required for this proof.) d

5. LAGRANGIAN AND EULERIAN SOLUTIONS

To define a Lagrangian solution, we first explain how to handle forcing. We
then show, in Proposition 5.7, how to obtain the regularity of Lagrangian
solutions from the compatibility condition condy. Finally, we relate our
Lagrangian solutions to Eulerian solutions in Proposition 5.9.

Assumption 5.1. T* =T, where T* is as in Lemma 3.4.
Remark 5.2. In Remark 5.10, we show how to drop Assumption 5.1.

Forcing. To treat forcing, which we have so far not considered, we use a
version of Duhamel’s principle. We define G is as in (3.21) Chapter 4 of [2],

Gltx)i= [ (n(sitgo)(tx)ds, (5.1)

7(t,x)

where 7(t,x) = max{0, 7(t,x)}.
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Proposition 5.3. Assume that g € C*(Q) and u € Cr™(Q). Then G e
C*Q) and LG = g on Q weakly. If g € CNYUL) N CYQ) and u €
CYTYQ) for N > 1 then G € CN(UL) with

atG(tv X) = g(tv X) - (n(?(tv X)v t)*g(F(tv X)))(t’ X)at?(t’ X)

+/‘ O4((1(s. 1)s(s)) (¢, %)) ds,

7(t,x)

VG(t,x) = —(n(T(t,%), 1).&(T(t,%)))(t, x) © VT(t,%)

+/ V. (105, 1)) (£, %)) ds

7(t,x)

for all (t,x) € Q, noting that the terms involving 0,7 (t,x) and VT(t,x) have
a potential singularity along S.

Proof. The expressions for 9,G and VG follow from applying the chain rule
for integrals to (5.1), as does

LG = (ﬁ(t: t)*g(t))(t7 X) - (77(7(’57 X)? t)*g(F(tv X)))(t7 X) (8t +tu- V) F(tv X)

-+/wwLm@¢»a$xuwds

7

= g(t,x) — (n(T(t,%), 1).&(T(t,%)))(t, x) (3 + u- V) 7(t, %),

since L(n(s,t).g(s))(t,x) = 0 for all s. Now, T either equals 0 or 7(¢,x),
but either way, by virtue of Lemma 3.5, we see that its value is transported
along flow lines. Hence, also (0; +u- V) 7(t,x) = 0, and we conclude that
LG = g—though only weakly because 0;G and VG are discontinuous along
S. The regularity of G follows in a very classical way, employing the lemmas

in Appendix A. O
Define,
Yo = Yo(t,x) :=n(t,0;x) on U_, (5.2)

B_ = B_(t,x) := Vn(0,t;n(t,0;x)) = Vn(0,t;7,) on U_, .
B+ = B—l—(t?X) = vn(Tata U(tﬂ';x)) = vn(T7t77) on U'f‘ \ {0} X P+’ (54)
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Definition 5.4 (Lagrangian solution to (1.2)). Define Y by Y|y, = Y4,
where

Y_(t,x) == B_Yo(vo) + G-(t, %),
Y (t,x) = ByH(7,7) + G4 (1, %),

G_(t.x) = /0 (05 1) (s)) (1, ) ds, (5.5)
G (t.x) = / (n(s. £)+(s)) (¢, %) ds.

(%)

We say that Y is the Lagrangian solution to (1.2).
Lemma 5.5. Assuming data regularity N >0, Y € CN(Uy).

Proof. This follows directly from the definition of the pushforward, the reg-
ularity assumed on Yg and H, the regularity of n, 7, v, and G given by
Lemmas 3.3 and 3.5 and Proposition 5.3, and the lemmas in Appendix A. [

We will obtain uniqueness of solutions later in Proposition 5.9, but we will
find a need in the proof of Proposition 5.7 for a weaker kind of uniqueness
(that is, with stronger assumptions) that allows us to know that certain
Fulerian solutions are, in fact, Lagrangian solutions. That is the purpose of
Lemma 5.6.

Lemma 5.6. Assume that the data has reqularity N > 1, Y € CH*(UyL)
and Y € C*Q), Y =H on [0,T] x T4+, Y(0) = Y on Q for some H €
CNa([0,T) xTy), and Yo € CN(Q). If

XY +u-VY -Y -Vu=g on Uy (5.6)
then Y is the Lagrangian solution given by (5.5).

Proof. From Lemmas 4.1, 4.3, and 5.5 the Lagrangian solution given by
(5.5) satisfies (5.6), so we need only show uniqueness of solutions to (5.6)
with the same values of H and Y (0). Since (5.6) is linear, this is equivalent
to showing that given vanishing values of H, Y (0), and forcing, the only
solution is Y = 0.

We suppose, then, that

Y +u-VY-Y -Vu=0 inU,UU_,
Y =0 on [0,7] x 'y, (5.7)
Y(0)=0 on .
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Multiplying by Y and integrating over Uy U U_, we have

%”Y”%m) ==2(0- VY, Y)r2w, ) —2(u- VY, Y)2y_)
+2(Y - Vu,Y)12(q),
using that S(t) has measure zero. But,
—2(u-VY,Y) 2 1)) — 2(0- VY, Y) 2 _@)
=W VIYP) 2w, ) — (W VIYP) 2w 1

:—/ (u.n)yY\2+/ (u.n)yY\2—/ Un Y2 < 0.
S(t) S(t) r_

We used here that Y € C%(Q), so the two boundary integrals over S(t), the
shared portion of QU (t) and OU_(t), properly oriented cancel. Moreover, we
used that Y has sufficient regularity to integrate the term (u, V[Y|?) by parts
over Uy and U_ separately. Using (Y - Vu,Y)2q) < HVuHLoo(Q)HYH%Q(Q),
applying Gronwall’s lemma yields Y = 0 in @, establishing uniqueness. [

Regularity across S. The solution can be decomposed as in (5.5) because
(1.2) is a linear problem, the velocity field u and so the flow map 7 being
given. We see that formally (1.2) holds; however, this applies only distri-
butionally on UL separately until we can establish sufficient regularity of Y
across S, as we will see in the proof of Proposition 5.7. Before turning to its
proof, however, let us consider some of the difficulties in treating it.

For transport or transport-stretching equations, much of the analysis is
done in more-or-less Lagrangian form, following the solution along flow lines.
There, the natural operator that emerges is L; or L. The regularity of L;Y
is obtained quite easily in this way, but it does not allow the regularity of
0;Y and u- VY to be treated separately. Indeed, even without inflow, Y
discontinuous along, say, a curve is no obstacle to obtaining solutions in
which LYy = 0, so we should not expect to be able to separate them.

Nonetheless, classically, the regularity of the pushforward of 9;Y and so,
as we shall see, VY is fairly easily tied directly to the regularity of Y. The
difficulty we face, is that while Y_ is a classical pushforward off a domain
from time zero, Y is a pushforward off of a surface into a domain, and the
behavior of higher time derivatives of Y on the interface S is not as easily
connected to its behavior at time zero or to the behavior of Y. on 5.

Closely related to this is that for V > 1 and nonzero forcing, solutions
Y € CY(Q) do not require that both terms in the decomposition of Y
in (5.5) be in CN%(Q). Indeed, we can see from Proposition 5.3 that G
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will never have higher than C'%(Q) regularity unless we impose the strong
condition that 9/g(0) vanish on I'y for all 1 < j < N.

In the proof of Proposition 5.7 we reference Proposition 6.1, which we
prove in the next section, because it is of a different character than the rest
of the proof.

Proposition 5.7. Assume that the data has reqularity N as in Definition 1.1
for some N >0 and let Y be the Lagrangian solution to (1.2) as in Defini-
tion 5.4. Then' Y € CN%(Q) if and only if condy holds.

Proof. First observe that Y. € C™V%(UL) follows from Lemma 5.5 without
the need for any additional conditions. Also, Y € CV%(Q) gives condy, as
we can most readily see from the form of condy in (1.11).

We assume, then, that condy holds and will prove that Y € CNV:2(Q).

Assume first that N = 0. By Proposition 5.3, G € C*(Q), and we can see
from (5.5) that along the hypersurface S, where 7(t,x) = 0 and By = B_,
the two expressions for Y (¢,x) agree if and only if H(0) = Yo on I'y. It
follows from Lemma 3.4 that Y € C*(Q), completing the proof for N = 0.

Now assume that N = 1. As already observed, Y € C1%(Uy). By
Lemma 3.4, then, we see that 0, Y € C*(Q) ifand only if 0, Y _ = 9, Y 1 along
S and VY € C*(Q) if and only if VY_ = VY along S: both conditions
hold by Proposition 6.1 since we assumed that cond; holds. Hence, Y €
C1(Q), and we can write ;Y +u-VY =Y -Vu+g on all of Q. This
completes the proof for N = 1.

Now assume N = 2 data regularity. Then Y € C?(U.), as already
observed for general N, and by the N = 1 result we know that Y € C1(Q).

Next, let Z := 0,Y, so Z € C+*(U1) and Z € C%(Q). Then

OZ+u-VZ—-7Z -Va=h:=0g—90u-VY +Y -Vou, (5.8)

where h € C Le(UL) N CY(Q). Equality holds classically on U, so, in fact,
Z is the Lagrangian solution as in Definition 5.4 with forcing h, initial value
0 Y (0), and Z = 0,H on [0,T] x I'y. This follows from Lemma 5.6 or, with
much greater trouble, directly from applying 0; to the expression for Y in
(5.5).

We can see that conds for Y with forcing g and boundary value H is
cond; for Z with forcing h and boundary value 9;H, so Proposition 6.1 gives
that yZ_ = 0;Z4 on S and VZ_ = VZ, on S. Applying Lemma 3.4, this,
in turn, gives 9,Y = Z € C1(Q).

Now, we cannot immediately apply this same argument to W := 0,Y,
since condy for Y does not become cond; for W. But we can take 9; of



THE LINEARIZED 3D EULER EQUATIONS 25

(1.2)1, giving
OW+u-VW — W - Vu
=ji=0;,8-0u-VY +Y -Vjue CH(UL)NCQ).

Since we already know that ;W = 0,0;Y = 0;Z € C*(Q), we have u-VW €
C*(Q). But condy and the N = 2 data regularity give that VW is C°-
continuous along S(t). Letting @* = (0,7%*) x Q, where T* > 0 is given
by Lemma 3.4, the transversality of u € C*%(Q*) across S(t) gives that
VW is C%-continuous in the direction perpendicular to S(t). We conclude
that VW = V9,;Y € C%(Q*) and so V2Y € C*(Q*). Combined with the
regularity of Z, we have Y € C%%(Q*)

We now have the regularity to return to (5.9) and view it as the solution

(5.9)

to
OW+u- VW —-W . .-Vu=j inQ,
W=1J on [0,7] x Ty, (5.10)
W(0) =0;Yg on €2,

where J := 9;Y. Since we know that W € C1%(Q*), it follows from Propo-
sition 6.1 that cond; holds for W. But it then follows again from Proposi-
tion 6.1 that, in fact, W € C1*(Q). Combined with the regularity of Z, we
can conclude that Y € C%%(Q).

This argument inducts to any value of N > 3. O

In the proof of Proposition 5.7, we reduced the N > 2 case inductively to
the N =1 case, using the convenient form of condy in (1.11). Formally, we
could reduce all the way to the N = 0 case (removing the need for Section 6
altogether). In (5.8), however, Z would only lie in C*(Us) and h at best
would lie in the negative Hélder space C*~1(Q), which we do not have the
tools to handle.

It is not hard to see that condg is the Rankine-Hugoniot condition that
allows Y as given by Definition 5.4 to be a weak Eulerian solution to (1.2).
There is a somewhat delicate issue regarding regularity, however, as in the
classical case one typically considers C! solutions, while for N = 0, Y is
only C%. Therefore, we present a proof in Lemma 5.8, which we will need
to obtain Eulerian solutions in Proposition 5.9.

Lemma 5.8. Assume data reqularity N = 0 and let Y be the Lagrangian
solution to (1.2) as in Definition 5.4. If condy holds then Y is a weak
Eulerian solution to (1.2).
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Proof. Let (u;) be the sequence in C’ign (Q) approximating u € Ca*(Q)

given by Lemma 2.6. Also let (Y;) be a sequence in C1%(Q) with Y; 0 —
Yo in C%(Q2). Let Y, be the Lagrangian solution to (1.2) as in Definition 5.4
with u; in place of u and Y; o in place of Y (leaving H and g unchanged).
In what follows, ¢ subscripts on quantities, such as U; +, will refer to the
corresponding quantity for u, Y applied with u;, Y.

Neither condg nor cond; need hold for Y;, so we know only that Y; 4
are in C*(U4), but Lemmas 4.1, 4.3, and 5.5 do give, as in the proof of
Lemma 5.6, that

0Y;+u;-VY; —=Y;-Vu, =g on Ui,:l:'

Let ¢ € D(Q). Multiplying the above equation by ¢ and integrating by
parts gives

(Y3, 0i0)) + (Y3 - Vui, 0)) + (8, 9))

// (W n) (Yo —Yiy)-o=0,
Si(t)

where ((+,-)) is the pairing in D'(Q),D(Q) and where we have arbitrarily
chosen m on S;(t) to be outward from U; 4 (t).
Because G; € C%(Q) by Proposition 5.3, we have |G; + — G;_| — 0 on
Si(t). Also,
Bz’,—Yi,O(’Yz’,o) - Bi,+H(Tz’7’7i)

= Bi - (Yi0(vi0) = H(7i,7:)) + (Bi,- — Bi1)H(7i,7,)

= Bi,—(Yio(y;) — H(0,7v;)) on Si(t),
since on S;(t), i = 0, v; 9 = v, and B; _ = B; 1, without the need for condg
to hold. But Y;0 — Yo in C*(Q) and Yo = H on I';, and ~,(¢,x) € I';
for (t,x) € S, so we see that

Bi,_Yi,o(’yw) — B; +H(7;,7;) — 0 on S;(t).
Hence, Y; - —Y,; + — 0 on S;(t). We conclude from u; — u in Cr™(Q) that
in the limit,
(Y, 0:0)) + (Y - Vu, 9)) + (8, ¢)) = 0,
which shows that Y is a weak Eulerian solution to (1.2). O
Proposition 5.9. Assume that the data has reqularity N as in Definition 1.1

for some N > 0 and let Y be the Lagrangian solution to (1.2) as in Defi-
nition 5.4. Assume that condy holds. The estimate in (1.12) holds and Y
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1s a weak Eulerian solution as in Definition 1.2. Moreover, Y is the unique
classical solution in CN*(Q) to (1.2) when N > 1.

Proof. Since condy holds, we know from Proposition 5.7 that Y is a La-
grangian solution to (1.2). The bound in (1.12) follows from the Lagrangian
form of Y in (5.5), applying Lemma 3.4 and Proposition 5.3. That Y is
a weak Eulerian solution for N = 0 follows from Lemma 5.8. For N > 1,
all the terms in (1.2) are defined classically, so Y is a classical and so weak
solution to (1.2).

To prove uniqueness of Eulerian solutions for N > 1, suppose that Y,
and Yo are two solutions to (1.2). Letting Y =Y — Yo, we see that

AY +u-VY —-Y  -Vu=0 in Q,
Y =0 on [0,7] x I'y,
Y(0)=0 on .

Since N > 1, we have enough regularity to multiply by Y, and integrate
over () using that Y = 0 on the inflow boundary, to obtain

1d 1
S LIV < IVl el Y2 — (0 VY, Y) < Y[ — 2 (. VY P)
1 1
— Y2, - 1 / vy - L / U Y2 < CY |2
2 Jr, 2 Jr_

(5.11)

since |Y|? =0on 'y and U™ > 0 on I'_. Applying Grénwall’s lemma gives
Y =0 so Yl = Y2. O

Remark 5.10. We have obtained the results of this section under Assump-
tion 5.1 or, equivalently, we have obtained these results up to time T*. To
extend beyond T, we reset time so that T* becomes time zero. Because
compatibility conditions hold for solutions at all positive times, we know that
condy holds at the new time zero, and extend the result for another T* time
interval, repeating this process as needed. This allows us to drop Assump-
tion 5.1.

6. REGULARITY CONDITION FOR N =1

In this section we prove Proposition 6.1, which is the key to obtaining Y €

CN(Q).

Proposition 6.1. Assume the data has N = 1 regularity, though we only
assume that g € CH*(UL) N C*(Q), and assume that condg holds. Let Y
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be the Lagrangian solution as in Definition 5.4. Then we have DY _ =
DY on S if and only if cond; holds. (Recall that D is defined in (1.17).)

The direct calculation showing that DY = DY_ on S if cond; holds
is quite lengthy. Instead, we use the indirect method below. But first, we
develop some necessary tools.

We know from the proof of Proposition 5.7 that regularity of Y on @ de-
rives from its regularity across the hypersurface S. To assess such regularity,
we would like to be able to treat Y uniformly on the same domain, but
their domains overlap only on S. Therefore, we extend Y _ to all of @) by
extending Yo to CL%(R3) and g to C%([0,7] x R3). Then because, as in
Section 3, we have extended u and so 7, the expression for Y_ in (5.5) is
defined on all of Q and lies in C1%(Q) as long as u € Cga(Q) Moreover, it
follows that 9, Y_+u-VY_—-Y_-Vu=gon Q.

Because S is at least a C*“ hypersurface in Q by Lemma 3.4, one-sided
derivatives of Y in time and space up to order N = 1 exist on Ut. Hence,
Y_ cCH(U_) with Yy € CL¥(U,\ {0} xI'y). We remove {0} x 'y from
U, since there are no spatial derivatives of Y, normal to the boundary at
time zero. The time derivatives, however, are defined and continuous on all
of U+.

In any case, one-sided derivatives of Y exist on S, so we can freely
take derivatives of both Y_ and Y, on U, \ {0} x I';. Restricted to S,
any calculation for Y_ that depends only upon its C%(U_) regularity is
independent of the extension when restricted to .S. Hence, the calculations
on S that follow do not depend upon the manner in which we extend Y
and g. These extensions also allow us to make sense of vy, B_, and B4 of
(5.2) through (5.4) on Uy \ {0} x I'y, along with the matrix-valued function,

M = M(t,x):= B-' = By on U \ {0} x I';. (6.1)
Since
I'=Vx = Vi(n(ty, t2;n(t2, t15x))) = Vn(ts, t2;n(te, t1;x)) Vn(te, t1; x),
we have
Vit to; ta, t1;%)) = (Vn(te, t1;x)) 7"
Hence,

Bj_l = Vn(t,7;x), B~'=Vn(t,0;x). (6.2)
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In what follows, we will apply the chain rule quite liberally, and will avoid
much redundancy by largely employing the time-space derivative operator
D of (1.17).

Since 7 =0 and v = 7y, on S, we can write (3.7) as

D~ = D~y +ug(yg) ® DT on S. (6.3)
On U, \ {0} x 'y, we can see from the chain rule that
OM = 9,(Vn(t,0;x)) — 0y (Vn(t, 75 x))
= 0, Vn(t,0;x) — 0, Vn(t, 7;x) — O, Vn(t, 7;X) 0,7,
VM = Vx(Vn(t,0;x)) — Vi (Vn(t, 7:x))
= VVn(t,0;x) — 0, Vn(t,7;x) @ VT — VVn(t, 7;%).
But, from Lemma 3.6, on S, where 7 = 0, 9, Vn(t, 7;x) = Vu(0,n(t,0;x))Vn(t,0;x) =|j
Vug(yy)B~!, so we have,
OM = -0,V uy(vo)BZ', VM = —Vuy(v,)B-' ® Vr,
DM = —Vuy(v,)B~' ® D on S.
Letting Zy := Y1 — G, we have, from (5.5),
BZ'Z_(t,x) = Yo(v0), B3'Z(t,x) = H(r,7). (6.5)
Using the expressions for ;G and VG in Proposition 5.3,
UG — G )(t,x) = (1(0,1).(0)) (£, )07 (¢, %)
= B_g(0,7¢)0:7(t,x) on S,
V(G- — G1)(t,%) = (1(0,£).2(0))(t, x) © V7
= B_g(0,v¢) ® VT on S,

(6.4)

or,
D(G_ — G4)(t,x) = B_g(0,v9) ® DT on S. (6.6)

Observe that by virtue of Proposition 5.3, g € C1(U4)NC*(Q) was enough
regularity to obtain (6.6).

Proof of Proposition 6.1. Because B~! is invertible, DY _ = DY, on S
if and only if B"'D(Y, —Y_) = 0. Then, using (6.5) and (6.6),

B™'D(Y,-Y_)=B"'D(Z, -Z_)+B~'D(G, -G_)
= BZ'D(Zy —Z_) — (BZ'B_)g(0,7,) ® Dt
= BZ'D(Zy — Z-) — g(0,70) © D7
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on S. Also on S,
B 'D(Z, -7 )=DB Y2, -Z_))— (DB~ Y (Z, - Z.)
= D(B:I(Z-I- - Z—))7
since Zy —Z_ = H(7,v) — Yo(v9) =0 on S by condy. So,

D(B;'Zy — BZ'Z_) + D((BZ' - B;Y)Zy)
DIH(7,7) — Yo(v)] + D(MZy) on S.

B™'D(Z, - Z_)

(6.7)

Then,
DIH(7,7) — Yo(v)] = 0, H(7,7) ® D7 + VrH(7,7) Dy — VY0 (70) Do
on S. But, using (6.3),
VrH(7,v)Dv — VYo(v9)Dvo
= [VrH(7,7) = VY0 (79)| Dy + VY0 (v0)[Dy — Dl
= [VrH(7,7) = VY0(70)]Dv + VYo (70)(a0(79) ® D7) on .
Now, v = ~(t,x) always lies on ', so
[VrH(7,7v) — VYo (v0)]Dv =0,
where we used condg along with N = 1 regularity. Hence, on S,
DH(7,v) = Yo(v)] = [0, H(7,7) + VYo(v9)uo(vo)] ® D7. (6.8)
And, using (6.4), the vanishing of M on S, and condy once more,
D(MZ.)= MDZ, + DMZ, = —[Vugy(v,)B-' ® D1|Z
= —Vug (7o) BZ'Z- ® DT = —Vuy(v0) Yo(7) ® D7 on 5.
Combined, these calculations give
BZ'D(Y4 = Y_) = [0y H(7,7) + VYo (v)uo(0)
— Vuo(v9)Yo(vo) — 8(0,70)] ® DT

on S. Recalling that B_ is always invertible, if cond; holds then the right-
hand side vanishes so D(Y4+ —Y_) = 0 on S. Conversely, if the left-hand
side vanishes then since 0y > 0 up to at least time T, we know that Dt
does not vanish up to T, so cond; must hold. O
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7. VORTICITY

Proposition 7.1. Assume that for some N > 0 the data has reqularity N as
in Definition 1.1, condy holds, Yo and g(t) for allt € [0, T] are in the range
of the curl, and (1.13) and (1.14) hold. Then the solution Y to (1.2) given
by Proposition 5.9 (unique classical for N > 1, Lagrangian for all N > 0) is
in the range of the curl for the lifetime of the solution.

Remark 7.2. Proposition 7.1 along with Proposition 5.9 (and Remark 5.10)
give a complete proof of Theorem 1.3. We note that if I'g =T, the classical
setting of itmpermeable boundary conditions, no vorticity is transported off of
the boundary, so U_ is all of Q and many of the flow map constructs, such
as S, T, and vy, are unnecessary.

In this section, we make use of the divp operator, so let us introduce the
few facts we will need about it, referring the interested reader to Appendix
B of [11] for more details (including its explicit expression in coordinates on
the boundary). First, we define Vr, the gradient in the tangent space to
I', by requiring that for any f € C(T') and any continuously differentiable
curve x(s) on I' parameterized by arc length,

Vi f - %/(0) = lim f(x(s)) — f(x(0))

s—0 S

We then define divp by duality, requiring that for any f € CYT), v €

clrye,
/I_‘V'fo:—/rdiVFVf. (71)

See, for instance, Proposition 2.2 of [19].
We also need the following two identities (again, see Appendix B of [11]):
For all f € CY(T),

divp(fv) = fdivpv+v-Vrf (7.2)
and for any C" vector field v defined in an epsilon neighborhood N of T,
divv=divrvlr+V(v-n) -n+kv-n, (7.3)

where Kk = K1 + Ko is the mean curvature and mn is extended orthogonally

into \V.

Proof of Proposition 7.1. From Theorem 2.3, we know that Y (¢) will be
in the range of the curl if and only if it is divergence-free and has vanishing
external flux through each boundary component, as defined in (2.1).
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That div'Y_ is transported on U_ is essentially classical. It comes from
taking the divergence of (1.2), which yields, after a few calculations, that
(since divg = div curl f = 0),

OpdivY +u-VdivY = 0. (7.4)

This holds in weak form when N = 0, but still gives divY =0 on U_.

To show that divY = 0 on Uy, we need only show that divY = 0 on
'y, because (7.4) holds on all of @) and all flow lines on U originate on
[0,7] x T';. Complicating things, however, is that values of Y are generated
on I'y by H.

Let us start by assuming that N > 1. Then because

divlY @ u —u® Y]" = 9;[Yu/ — u'Y7]
=Y'divu+ [u- VY] —u'divY — [Y - Vu]’,
(1.2); gives
Y +diviY ®u—u® Y]+ (divY)u=g. (7.5)
Restricting (7.5) to [0,T] x 'y and taking the inner product with n, we have,
UtdivY =g - n—0,Y n—divilY ®u—-u®Y]|-non[0,T] xI';. (7.6)

Using Lemma 7.4, below, the condition for div’Y = 0 on [0, T]x "y and hence
on all of @ can be written (noting that U™ never vanishes on [0,7] x I'}),

Oy H™ + divp[H™u"T —U™H"]~g-n=0o0n [0,7] x I'y, (7.7)

which is (1.14). We conclude that divY = 0 on U, and hence on Q. (Ob-
serve that div'Yy = 0 on  was important to conclude that div'Y(¢) = 0 on
S(t).)

It follows from (7.7) that the external flux through any component I'y of
I'; vanishes, since divp[H™u7 — U™HT] integrates to zero on I'y, as does
g -n by Theorem 2.3. Then, because 0,Y"™ = 0,H™ € C([0,T] x I'y), even
for N = 0, we have

i@?(y(t)) = i/ [g -n — divp[H™u” — U’”HT]] =0.
dt dt Jr,

Hence, ®}(Y) = 0, since Y is in the range of the curl.
For N > 1, we have sufficient regularity to obtain the vanishing of the
external fluxes through any boundary component I'y. Returning to (7.5),
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using that div’Y = 0 and Lemma 7.4, we have, for any boundary component
FZv

OY" +divr[Y"®@u”T —U"®YT]—-g-n=00n[0,T] x ['y.

Now we have sufficient regularity to make the same calculation we made on
components of Iy to obtain @} (Y) = 0.

Now suppose that N = (0. We will make an approximation argument like
that in the proof of Lemma 5.8, but without approximating Y.

Let (u;) be the sequence in Cg?}n (Q) with u; — u in C;’O‘(Q) given by
Lemma 2.6. Let Y; be the Lagrangian solution to (1.2) as in Definition 5.4
with u; in place of u, and let U; + be the Ui sets corresponding to uj.
Because we did not change Y, condg is satisfied, though cond; need not
be, so we only have that Y; € C*(U; ;) and, from Proposition 5.7 applied
for N =0, that Y; € C%(Q). We have sufficient regularity of Y; on U; .,
however, to conclude, after applying Lemma 7.4 and using that Y; = H on
[O,T] X F+, that

O H™ + divp[H™u] — UPHT ]+ (divY,) U = g - n,
holds classically for all t > 0. It follows that
(divY)U" =g -n—0,H" — divp[H™u] — U"HT]
=g-n—0H" —divp[H™u” — U™H"| + divp[(U — U™)HT|
+ divp[H™ (0T —u])]
= divp[(U* = U™HT] + divp[H™* (0™ —u] )]
= (U - U™)divc HT + V(U -U™)-HT
+ H"divp(u™ —u] )+ VrH™ - (u” —u]),

1

(7.8)

where we used the assumption that (1.14) holds. But u; — u in Ca*(Q)
so, in particular, u; — u in C%([0,T]; C*(I'y)). Hence, taking advantage
of (1.13), divY; — 0 in C*(I'y), and arguing as above using transport,
”diVYiHC&(Ui,+) — 0.

Let ¢ € D(Uy). The convergence u; — u in Co’®(Q) gives that supp ¢ C
Ui + for all sufficiently large i. We can see, then, from the form of Y4 and
Y; + coming from (5.5), that Y; — Y in C%(supp¢). Then,

(div(Y; = Y),0) = —(Y; = Y, V) = 0.
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But also (div Y5, ¢) — 0 since [|div Y;[[ga(y, ) — 0, so it follows that as a
distribution, divY =0 on Uy.

The vanishing of the external fluxes on components of I'; holds directly
for N = 0 as noted above. Finally, the form of Y4+ and Y; + coming from
(5.5) also shows that Y; — Y in C%(V) for any V compactly supported in
U_U([0,T] x (' UTy)), from which the vanishing of all external fluxes of
Y follows, so, in fact, Y (¢) remains in the range of the curl. O

Remark 7.3. In the proof above we used that H € C1([0,T]xT'y) and g €
C*(Q) for both N =0 and N =1, so that we could make the approximation
argument by only approximating u with a higher-reqularity sequence. If for
N = 0 we assumed, as would seem natural, only that H € C*([0,T] x
I'y), we would also need to approzimate H by some H;. But because of the
factor VrH™ in (7.8), it would be difficult, if not impossible, to successfully
complete the approximation argument to conclude that divY =0 when N =
0.

We used Lemma 7.4 in the proof of Proposition 7.1.

Lemma 7.4. Assume that N > 1. We have
divlY @u—u® Y] -n =divp[Y™u” - U"Y7] (7.9)
with
Y™u” - U"YT = H"u” - U™H" onT,.
On any boundary component I'y,
/F div]Y @ u—u®Y]-n = /F dive[y™uT — U"YT] =0, (7.10)
¢ ¢

Proof. Let M :=Y ®u—u® Y, an anti-symmetric matrix-valued function.
Then, working in Cartesian coordinates,

div M - m = 0, Mjn' = 9(Mjn") — Mioxn'
= div(M - n) — Mjopn' = div(M - n).
Here, M, é@kni = 0 because M is antisymmetric while Vn is symmetric (since,

as in the proof of Lemma 3.4, we can write locally, I' = ¢~1(0) for some
@ € CH*(R3), which we can choose so that V(’DLPEl(O) =mnonI'). By (7.3),

div(M -n) =divp(M -n)lr+ V(M -n)-n) - n+xM-n)-n
= diVF(M . n)’r,
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since (M -n)-n = Mljnln] = —M;njni = —Mijninj, soV(M-n)-n) n=
k(M- -n) -n=0.

Finally, M -n = Y™u— U™Y, and we obtain (7.9).

Integrating by parts along the boundary using (7.1) gives (7.10), complet-
ing the proof. O

8. VELOCITY

In this section, we prove Theorem 1.4. We will show that the operator
V. of Lemma 8.1 recovers the harmonic component of the velocity field
corresponding to a solution to (1.2).

For a vorticity field p € C%(Q), define the matrix-valued function,

Qp) = VE([p] - (VK[u])T,
noting that the nonzero components of Q(u) are those of £pu.

Lemma 8.1. Assume the data has reqularity N > 0 and let K be the Biot-

Savart operator of Theorem 2.3. For a velocity field u and vorticity field p,
define the vector field,

(Velw, w)(t) = Prrup + /O Py f(s) ds — /O Pur, Py (u(s) - Q(p)(s)) ds.

Then V.: CYTH(Q) x CN(Q) — CNFTLe(Q) n C([0, T); H,).

Proof. From the regularity of u and u, u(s) - Q(u)(s) € CV2(Q). By Lem-
mas 2.1 and 2.5, it follows that Py, P (u(s) - Q(u)(s)) € CxTH*(Q). The
integrals in time along with the assumed regularity of ug and f then give
that V.(u, ) € CY Q). O

Proof of Theorem 1.4. Letting w =Y, we write (1.2) as
Ow+diviw®u) —w-Vu=g inQ,
w=H on [0,T] x 'y, (8.1)
w(0) = wo on €.

We know from

Now, (8.1); holds at least in the sense of elements of D'(Q).
2.2), we know that

Theorem 1.3 that w is in the range of the curl, so from (
w = curl v, where

v=Kynw]+v.=V+v.+V, ¥(t):=K[w(t)] € Hy,

where we defer the free choice of v.(t) € H. until later.
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A direct calculation gives
div(w ®u) — w - Vu = curl(u- Vv —u- (Vv)7).
Thus,
curl (Opv +u- Vv —u- (Vv)T —f) =0,
equality holding in D'(Q). We conclude, since w = curl v = curl v, that
v+u-Qw) —f=v+u-Vv—u- (V) —f=-Vr+z (82

where z(t) € H. and V7 (t) € L?(€2). Since V is a gradient, PyV = 0, so we
see that Py, Pgv = V. Letting f = Py t, f. = Pg f, we first apply Py to
both sides of (8.2), giving

h(V+ve)+ Py (u-Quw)) —f=2z (8.3)
then apply Pp,, Pu, to give

OV + PHOPH (u . Q(w)) —f= 0,

Ove+ Py, Py (u-Qw)) —f. = z.
We now choose v.(t) = V.(u,w)(t), from which z = 0 follows, and (8.2)
becomes (1.15).

Now suppose that w = curlu. Then also curlu = curlv, so v = u+w for
some w(t) € H.N Cg&’l’a(Q), noting that ngrl’a(Q) of (1.6) is defined as
é(f—VJrl’a(Q), but with u-n = 0 on 012, and where we appealed to Lemma 2.4.
Also, u- Q(w) = u-Vu —u- (Vu)?, since the off-diagonal components of
the antisymmetric Vw — (Vw)? come from the components of curlw = 0.
Hence, (1.15) becomes

(8.4)

du+u-Vu—u- (Vo) + Vr =du+u-Vu+ Vp=f+ 0w,

where p = 7 — (1/2)|u|?. If, further, v = u then d;w = 0, and we recover
(1.1) withu-n=U"on [0,7] x I.

From Lemma 8.1, v. € CN*1(Q) N C([0,T]; H.). From Lemma 2.4,
v = Kpnlw] € CYT%(Q). And from (8.4); and Lemma 2.5, 8,;v € CN(Q),
which gives the additional time continuity to conclude that v € oy +1’a(Q).
Returning to (8.2) (where now z = 0), we conclude that V7 € CV:2(Q).

To prove uniqueness, suppose that d;v; +u-Vv; —u- (ij)T +Vrm;=f
for j = 1,2. Letting v = v| — va, we have d;v +u- (Vv — (Vv)T) + V7 =0,
where ™ = 71 — 7. But also, curlv = w —w = 0 s0 Vv — (Vv)T =0, and
we see that O,v = —Vm. Then v-n = 0 so v € H, meaning that it must
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be that V7 = 0 and hence d;v = 0. Finally, since v(0) = up — ug = 0, we
conclude that v =0 on @, giving uniqueness. O
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APPENDIX A. HOLDER SPACE LEMMAS

We collect here a number of estimates in Holder spaces.
For any V' C R% d > 1, define the classical Holder space, C%(V), with
the norm

flloew = 1 fllwqy + sup LOD =TGR
V1#£Yo€V V1 — ¥al

Lemma A.1. Let f,g € C*(U). Then

[fgllce < I fllcellgllce,

1£9llea < NS lzoellgllen + Mgllzoe £l e

[fgllce < Nfllzellglizoe + [[fllzellgla + lgllzell fllea
< fllzeellgllee + llgllzee[l.fllce-

Proof. These are all classical. O
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Lemma A.2. Let U,V be open subsets of Fuclidean spaces, o € (0,1], and
k=1 an integer. If f € CH*(U) and g € C*12(V) with g(V) C U then

Hfog”(ja(v) < HfHC’&(U)Hg”%ip(V)7

1  glloewy < Iy + Il 19130 < 1 llon@) [L+ I9lEipm)]
k+1
1£ 0 gllemaq) < CEfleraw [L+lglcrngy]
(A1)

where Lip is the homogeneous Lipschitz semi-norm and C® is the homoge-
neous Holder norm.

Proof. These bounds are all classical. O

APPENDIX B. THE CONTINUITY OF THE BIOT-SAVART LAW

The operator K of Theorem 2.3 allows us to recover a divergence-free vector
field in HonN H'(Q)? from its curl, w. We need, however, to obtain estimates
on K|w] in terms of w in various norms. To do that, we will use results
from Kato, Mitrea, Ponce, and Taylor’s [13]. For this, we need to explore
the Hodge decomposition slightly further than we did in Section 2.

Let O; be the component of R3\ © whose boundary is Lj,j=1,...,b+
1. Let ¥1,...,3 be pairwise disjoint CN-®-regular surfaces (“admissible
cuts”) which, when removed from 2 render it simply connected. Let v lie

in the space H of (1.8),s0 v-n € H_%(Z). The internal flux ®; of v across
>, is defined to be the value of

D, (v) ::/ v-n, (B.1)

Y
where the direction of the unit normal vector n to ¥; is fixed by an arbitrarily
chosen orientation to ¥;. Because v is divergence-free and tangential to the
boundary, it is easy to see that the internal fluxes do not depend upon
the specific choices of the ¥;. It is classical (going back in some form to
Helmbholtz) that

Hy = {v € H: all internal fluxes are zero}.
Fix, arbitrarily, points y; € O; for each j =1,...,b0+ 1 and define
9i(x) == VG(- - y5),

where G(z) := —1/(4r|z|) is the fundamental solution of the Laplacian.
Note, then, that div g; and curl g; both vanish away from y;.
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Theorem B.1. Assume that T' is C*t1% regular, k > 0, and let w €
Ch(Q) (or w € H*P(Q), p € (1,00)). There exists an antisymmetric
matriz-valued function M € C*TH2(Q) (or M € H*1'2(Q)) such that

w=divM + Z)\jgj,
J

where div M is the row-by-row divergence of the matriz M (observe that
divdiv M = 0). We have the estimates,

||M\|ck+1»a(9) < CH“JHC’%O‘(Q)’ HMHH’WLP(Q) < CHWHHW(Q),

and 31\ < CllullL2(q). Moreover, if w is in the range of the curl then
Aj =0 forall j.

Proof. All these observations follow from [13], the explicit bound on M hold-
ing by the continuity of the solution operator G defined in the proof of
Corollary 3.2 of [13] and the comments in Section 5 of [13]. If w is in the
range of the curl then the external fluxes vanish, which gives each A\; = 0 as
we can see in (2.2) of [13] (and see the comment immediately following the
proof of Proposition 3.1 of [13]). O

Corollary B.2. Assume that T' is C*Th% reqular, k > 0, and let w €
CH(Q) (or w € H*P(Q), p € (1,00)) be in the range of the curl. Then
there exists a unique u € HyNC*T12(Q) (oru € Hyn H*1P(Q)) for which
curlu = w, and we have
HuH(JkHva(Q) < Ckuck,a(Q), HuHHkHvP(Q) < CHWHHW(Q)-

Proof. Let M be as in Theorem B.1 and observe that div M = curlv for
v = (M3, M}, M?). Solve

Ap =divv in Q,

Vp-n=v-n onl,
and let u = v — Vp. Then curlu = w, diva =0, and u-n = 0 on T.
Moreover, divv € C**(Q) and v - n € CFT12(T), so elliptic estimates (as
in item 3 of Lemma 2 in [14]) give p € C**29(Q). Letting u = Py, u, and
noting that Py, is continuous in C*+1:%(Q) by Lemma 2.1, we have

[uflgria) < Cllvliera@q) + ClIVPlleriraq) < Cllvligrtiaq)
< Cflwl| ke

by Theorem B.1. Similar estimates hold for Sobolev spaces. g
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