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We report the theoretical discovery and characterization of higher-order Floquet topological phases dynam-
ically generated in a periodically driven system with mirror symmetries. We demonstrate numerically and
analytically that these phases support lower-dimensional Floquet bound states, such as corner Floquet bound
states at the intersection of edges of a two-dimensional system, protected by the nonequilibrium higher-order
topology induced by the periodic drive. We characterize higher-order Floquet topologies of the bulk Floquet
Hamiltonian using mirror-graded Floquet topological invariants. This allows for the characterization of a new
class of higher-order “anomalous” Floquet topological phase, where the corners of the open system host Floquet
bound states with the same as well as with double the period of the drive. Moreover, we show that bulk
vortex structures can be dynamically generated by a drive that is spatially inhomogeneous. We show these
bulk vortices can host multiple Floquet bound states. This “stirring drive protocol” leverages a connection
between higher-order topologies and previously studied fractionally charged, bulk topological defects. Our
work establishes Floquet engineering of higher-order topological phases and bulk defects beyond equilibrium
classification, and it offers a versatile tool for dynamical generation and control of topologically protected

Floquet corner and bulk bound states.
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I. INTRODUCTION

Topological phases of matter are characterized by an inti-
mate relationship between the patterns of motion in the bulk
and those at the boundaries of the system. While there is
no general theory of this bulk-boundary correspondence, it is
known to hold in certain classes of topological phases, e.g.,
those of noninteracting fermions protected by internal and
crystalline symmetries [1-5]. The interface between two such
phases with the same symmetries and different topological in-
variants binds gapless modes. For example, a one-dimensional
interface between the two-dimensional quantum spin Hall
phase and a trivial insulator supports an odd number of gapless
helical edge modes [6-8].

In recent years, topological classification of phases of
matter has been extended to systems that are driven peri-
odically out of equilibrium [9-11]. In these systems, bulk-
boundary correspondence acquires a new, temporal charac-
ter: For a drive frequency €2, the localized boundary modes
may now coexist at the same interface at different values
of the quasienergy, €™ = 0 (Floquet zone center) and €~ =
/2 (Floquet zone edge) [12,13]. At high frequencies, the
dynamics self-averages to equilibrium and the quasienergies
asymptotically approach the energies of the average Hamil-
tonian. Thus, the boundary modes at the quasienergy zone
edge disappear and the Floquet topology coincides with the
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equilibrium topology of the average Hamiltonian. As the fre-
quency is lowered, topological transitions at the Floquet zone
edge and center are induced, and Floquet topology acquires a
richer structure than any equilibrium topology [14-21]. Apart
from their richer topological structure, Floquet topological
phases promise practical advantages over their equilibrium
counterparts, such as more control. Indeed, the topological
phase of the system can be tuned, usually with great precision,
by the drive protocol (drive amplitude, frequency, and shape),
thus allowing phase transitions in situ.

More recently, the notion of bulk-boundary correspon-
dence has been generalized to higher-order topological phases
in equilibrium, whose surfaces at one lower dimension remain
gapped, yet support gapless modes localized at their lower-
dimensional boundaries, such as hinges and corners [22-26].
For example, a two-dimensional electric quadrupole topolog-
ical insulator binds corner states with fractional charge e/2.
Such higher-order topological phases have been predicted to
exist in engineered lattices of cold atoms [23] and in natural
elemental bismuth [27], and they have been observed in a
mechanical system of coupled microwave resonators [28,29],
optical waveguides [30], topolectrical circuits [31], mechan-
ical metamaterials [29], and elastic acoustic structures [32].
In this work, we show that higher-order Floquet topological
phases can be realized and controlled in a periodically driven
system, supporting lower-dimensional Floquet bound states at
the Floquet zone center and/or edge.

Specifically, we study a driven model with mirror sym-
metries that realizes Floquet topological quadrupole phases
and supports Floquet corner states. We show that with open
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boundary conditions, this system supports Floquet bound
states at the corners. With periodic boundary conditions, we
characterize these phases using mirror-graded Floquet topo-
logical invariants. In particular, we show that these invariants
correctly predict the higher-order anomalous Floquet topo-
logical phase that supports Floquet corner states at both the
Floquet zone center and the edge.

Furthermore, we study drive protocols that are spatially
inhomogeneous. We design specific protocols that can be used
to “stir” topological bulk defects, namely vortices, that host
lower-dimensional Floquet bound states in the bulk. Thus, we
expand the notion of higher-order topology to systems with
spatiotemporal nonuniformities.

The paper is organized as follows. In Sec. II, we review the
model, its symmetries, and the characterization of its equi-
librium higher-order topology. Here, we also introduce our
notation of Floquet theory and the general scheme of defining
a Floquet topological invariant for a drive protocol with time-
reflection symmetry. In Sec. III, we use this scheme to study
the driven model and characterize, analytically and numer-
ically, the higher-order Floquet topology as a function of
frequency. In Sec. IV, we introduce spatially inhomogeneous
drive protocols that stabilize bulk vortex structure supporting
Floquet bound states localized at their cores. We conclude in
Sec. V with a discussion and outlook for future work. We
present some details of our calculation and arguments in three
Appendices.

II. MODEL AND FLOQUET THEORY

In this section, we introduce the model that exhibits higher-
order topological phases with an emphasis on the algebra of
its symmetries. For completeness, we also briefly review the
method of characterizing its higher-order topology in equi-
librium in the presence of certain symmetries as well as the
Floquet theory of periodic dynamics. This will set the stage
for describing higher-order Floquet topologies in Sec. III.

A. Model

We demonstrate our findings in a driven r-flux dimerized
square lattice as a minimal model of a two-dimensional
quadrupole Floquet topological insulator. The Hamiltonian
is [33]

H = Z wrsei""scics, (1)
(rs)

where ¢, annihilates a spinless fermion at site r = (x, y),
wys = Wy, are hopping amplitudes between nearest neighbors
(rs), and ¢ are Peierls phases implementing the magnetic
flux penetrating the lattice. In the Landau gauge, @rrie, =
myX - e,, where we have used natural units i=c =e = 1.
The hopping amplitude in the direction e, of a nearest neigh-
bor is modulated as

Wrr+e, = wu[l —Re (U:Mfr)]7 (2)

where 7y, = €' “&¢ue ¢ are directional complex signs [33].
Here, f; is a complex function that specifies the hopping
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FIG. 1. (a) The m-flux dimerized square lattice with spatially
modulated hopping amplitudes. The elements within a unit cell are
labeled 1 through 4, and each plaquette carries a w flux, which may
be represented in the Landau gauge by an alternating pattern of & for
hopping amplitudes along the rows. (b) The Brillouin zone showing
the principal (k; and k,) and the diagonal (k| and k}) mitror symmetry
directions.

modulation locally. For a uniform f, = f = |f|e'X, we have
Wrrex = will F (=1)*|f]sin x], (3)

Wrrsg = w21 F (=1)| f]cos x]1, “

i.e., a uniform hopping modulation by Re f (Im f) in the x
(y) direction. See Fig. 1 for a depiction of the model and the
mirror symmetry axes.
In this case, the unit cell has four basis points; thus,
for a unit cell at position R with the site r at its corner,
Fo_ot - -
YR = (€ Crigo Crpg Criz +5) deﬁne§ a unit-cell spinor. For
a system with L sites and periodic boundary conditions,
we can write the Hamiltonian in the Bloch basis Wli =
%e’(”/“)yz ZR e"k‘Rw;; with lattice momentum k = (kq, k»),

as H = Y, ¥ H(K)y,, with the Bloch Hamiltonian
H(k) = A1D, (k) + A2D; (k). &)
Here, A; = yoy;, Dj = |d;]e®Ci for j = 1,2, with
|djle® = w;[1 + fj + (1 — fj)e™]
= 2w,/ (cos% — ifjsin %), (6)

where fi=Ref, fo=Imf, C, =—iy;, C; = yrys5, and
Yo, @ €{0,1,2,3}, are Dirac matrices satisfying the
Clifford algebra {y,, yp} =2gsp with the metric g=
diag(1, —1, —1, —1), and y5s = —iypy1y2¥3- We use the Weyl
basis yp = 01 ® 1, y = io, ® 0, and y5 = 03 ® 1 in terms of
Pauli matrices o.

We may also write the Hamiltonian as H =), ['o ey,
where the anticommuting matrices I'g = A, 'y = iA|Cy,
'y = Ay, I'; = iA,Cs, and the 4-vector

= (|di| cos ¢, |di| sin ¢y, |d2| cos ¢, |da| singy).  (7)

There are four bands with doubly degenerate energies £ (k),
where E (k) = |<Z(K)|.

085138-2



HIGHER-ORDER FLOQUET TOPOLOGICAL PHASES WITH ...

PHYSICAL REVIEW B 100, 085138 (2019)

B. Symmetries

The above model is a two-dimensional generalization of
the one-dimensional Su-Schrieffer-Heeger (SSH) model [34]
equipped with the proper Clifford algebra [35]. Here, we focus
on the algebra of the symmetries that determine its spectral
and topological properties regardless of the choice of unit-cell
basis or gauge. The Hamiltonians

Hj(kj) = A;D;(k;) ®)

represent a SSH model in the k; direction. In each direction,
the Hermitian unitary operator C; = C; = Cj_' represents a
chiral symmetry:

{AJ,C]}ZO:>CJHJ(]€])CJ=—Hj(kj) )
The commutation algebra

[C1, ] =[C1,A] =[G, A1l = {A, A2} =0 (10)

ensures that these two SSH Hamiltonians anticommute with
each other, {H;, H} = 0. Consequently, the operator C =
C1Cy = )3, is the chiral symmetry of the full Hamiltonian
H=H +H, {C,H}=0.

Due to the enlarged dimension of the unit cell, each di-
rection now has a continuum of discrete symmetries. For ex-
ample, mirror symmetries M;H;(k; )Mj_l = H(—k;) are given
by M; = A;U;, where U; is a unitary that commutes with
H;. This is the U(2) group generated by {1, C;, A;Cy, iA_;C},
where j # j is the complement of j. Imposing the condition
[M;, H;] = 0 then chooses M; = A;C; as the mirror symme-
try of the full Hamiltonian. Thus, M| = iy; and M, = y3ys.
We have

My, My} ={M;,Cj} =[M;,C;1=[M;,A;]=0. (1)

Since M| and M, anticommute, I = —iM M, = ys is a Her-
mitian unitary representing the inversion symmetry.

We note the action of two diagonal mirror symmetries, M :
(k1, k2) = (—ko, —ky) and M} : (ki, k2) = (kz, ki). Supplied
with proper Hermitian unitaries,

M{ — ei(n/4)A3 ei(”/4)1M1A2, (12)
Mé _ ei(rr/4)Asei(7T/4)1C1’ (13)
where A3 = —iAA;, these operations connect different Bloch

Hamiltonians by mapping the hopping modulation vector f =
(fi, o) = (f2, fi) = Myf and the average hopping vector
w = (wy, wp) > (w2, wy) = Myw,

MH & w, M, = HM'k; Myw, MyF).

! (14)

Note that
M, Cl = {M},M}} =0. (15)

For w; = w; and f; = f5, the model has diagonal symmetries
M’; as well as a fourfold rotational symmetry generated by

Ry = MoM;.
This model also has antiunitary particle-hole symmetry,
PH(k)P~! = —H*(—k) with P = P~! = y,5K, and time-

reversal symmetry, TH(K)T ' = H*(—k) with T =T~ =
iCP = y»K, where K is the complex conjugation operator.
Therefore, the model belongs to the BDI Altland-Zirnbauer

class [36]. These symmetries satisfy

{P,M;} =[T,M;] =0,
{P,T}=[P,C]=I[T,C]=0.

(16)
a7

C. Higher-order topological phases

In equilibrium, when all parameters are time-independent,
and for uniform modulation f = |f|e’X, the model exhibits
four phases: A trivial insulating phase for 0 < x < 7 /2, an
x- or y-edge-polarized insulating phase for 0 < x F 7 /2 <
/2, and a second-order topological insulating phase for
—m < x < —m/2. One can tune between the trivial and
second-order topological phases by closing the bulk gap at
m = 0. However, one may also keep the bulk gap open,
m # 0, and cross between the trivial and edge-polarized, or
edge-polarized and topological quadrupole phases. With open
boundary conditions, the gap closes in the edge spectrum, and
the second-order topological phase shows corner bound states.

With periodic boundary conditions, these phases have been
characterized [22,23] in terms of nested Wilson loops of
Wannier bands. A simpler characterization of these phases
becomes possible when the model admits diagonal mirror
symmetries M}, i.e., when fj = f> and w; = w;. In this case,
a bulk mirror-graded topological invariant [5,37,38] can be
defined as

Vie —Vi_
J+ J
vj —_— —7

5 (18)

m,

nian projected on the mirror eigenspace of M ; with eigenval-
ues %1, along the symmetric lines of M ; in the Brillouin zone,
k., = (k,—k) and k/,, = (k, k). For an open system, the
invariant line under diagonal mirror symmetry keeps two cor-
ners intact. Thus, the bulk-boundary correspondence relates
the mirror-graded bulk invariant to topologically protected
bound states at these corners.

Since the diagonal mirror symmetries commute with the
chiral symmetry, H(k;,;), M}, and C can all be block-
diagonalized simultaneously. In each block, C;+ are chiral
symmetries of Hj(k), j), for which one may define, in the
usual way, the winding number W of a chirally symmetric
Hamiltonian. In the chiral basis, such a Hamiltonian H(¢)
parametrized by a compact variable ¢ is off-diagonal,

where v are the winding numbers of H; (k; ;), the Hamilto-

(0 ht _ L dlIndeth(¢)
H = (h O) = W[H] = i % —Bg“ dc. (19)
Therefore,
Vix = W[Hji(k,’nj)]. (20)

We note that the presence of two anticommuting diagonal
mirror symmetries dictates v;; = —v;_, thusv; = v;,.

Indeed, in Ref. [38] it was shown that this mirror-graded
invariant captures the higher-order topology of the topological
quadrupole phase. In Sec. III, we shall use this character-
ization to demonstrate the higher-order Floquet topological
phases.
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D. Floquet theory of the periodically driven model

Here, we review Floquet theory and fix our notation to de-
scribe the periodic dynamics of the system. The driven model
has a periodic Hamiltonian H(¢), with period T = 27 /<2, via
a time-periodic hopping modulation f;.(¢). The dynamics is
given by the time-ordered evolution operator

U@, t)=Texp |:—i/ H(s)ds]. 21

We shall use Floquet theory to separate the motion within
a drive cycle and the stroboscopic evolution of successive
cycles.

According to the Floquet theorem [39], the solutions of
the Schrédinger equation take the form e~ |u,(¢)), where
quasienergies €, € (—£2/2, /2] are conserved and the peri-
odic Floquet modes |u,(?)) = |uy(t + 7)) are eigenstates of
the Floquet evolution operator, Ug (1) |uq (t)) = e™7™ |ug (1)) .
Here,

Upr(t)=U(t +1,t) =: e WO (22)
defines the Floquet Hamiltonian Hp (1) = Hr(t + 7).

E. Floquet topological invariants

Consider an instantaneous Hamiltonian, which has a uni-
tary temporal mirror symmetry,

MH(t, + M = H(t,, — 1), (23)

around reflection-symmetric times f,, = 0 and t/2. Under
this symmetry, the Floquet operator is mapped to UFJr (tw) =
M, Ur (tm)M,’l, where Ur is obtained from H = —H. In
the presence of a chiral symmetry, H = C"'HC and U; =
CU, ;C . Thus, the Floquet Hamiltonian at reflection-symmetric
times is chirally symmetric,

CHp(t,)C7 ' = —Hp (1) (24)

with C; = M,C if [C, M,;] = 0, and C; = iM,C if {C, M,} = 0.
Moreover, any symmetry S of the instantaneous Hamiltonian,
[S, H(t)] = 0, is also a symmetry of the Floquet Hamiltonian,
[S, Hr(¢)] = 0, at any initial time. In the following, we will
assume that the temporal and spatial mirror symmetries com-
mute, [M;, M;] = 0. Then, C; will have the same commutation
algebra as C with the spatial mirror symmetries.

Consistent with these symmetries, the Floquet Hamiltoni-
ans H(t,) have their own stable topological indices, vg ().
Accordingly, two topological invariants are defined [40],

vr(0) +nvp(z/2)

) )
associated with quasienergies €7 = 0, 2/2, where the sign
n = e ™" = %1. For example, a chirally symmetric Floquet
Hamiltonian has a topological invariant defined as its winding
number vg(t,) = W[HF(t,)]. Indeed, any other topological
invariant of a system with chiral and time-mirror reflection
symmetry, such as the invariants defined through nested Wil-
son loops or mirror-graded eigenspaces, can be converted in
this fashion to Floquet topological invariants characterizing
the topology of the periodic dynamics.

no_
Vp =

(25)

We will now use this method to study the higher-order
Floquet topologies induced in our driven model.

III. HIGHER-ORDER FLOQUET
TOPOLOGICAL INSULATOR

For simplicity of our presentation, we will focus on two-
step drive protocols, in which the hopping modulation f
periodically switches between two values f;, with a duration
71, and f;, with a duration 1, = v — ;. This is simple enough
to allow analytical and exact numerical calculations, yet rich
enough to demonstrate the physics of interest. This two-step
protocol is time-mirror symmetric with M, = 1 and reflection-
symmetric times in the middle of each step, which we set at 0
and 7 /2, respectively. The Floquet evolution operators at these
times are

Ur(0) =UUU,, Up(t/2)=UUU,,  (26)
where U;, = e~"%/2Hs | with H, = H(w,,, f,,), for drive step
4 =1, 2. The two Floquet evolution operators are related by
the half-cycle micromotion operator & = U, U;, as Ur(0) =
OTUp(1/2)d.

A. Floquet corner states

We first present the numerical evidence for higher-order
topological phases in open boundary conditions. In Fig. 2,
we show the Floquet spectrum of the driven model as the
frequency of the drive is lowered. The hopping modulations
f; and f;,, are both chosen to be in the trivial phase of the
static model. At sufficiently high frequencies, the periodic dy-
namics is described by a time-independent Floquet Hamilto-
nian Hr = H, where H = H") = [ H(t)d1 /7 is the average
Hamiltonian over a cycle. Thus, the Floquet topology is the
same as the equilibrium topology of this average Hamiltonian,
which is trivial in our case.

As the frequency is lowered, the coupling between Floquet
modes in different Floquet zones increases and the Floquet
topology can change when the quasienergy gap at the
Floquet zone edge (¢~ = /2) and/or the center (¢* = 0)
closes, either in the bulk or at the edges. With our choice of
drive parameters, the changes of topology are accompanied by
quasienergy gap closings in the bulk as seen in Fig. 2(a). These
nontrivial topologies host Floquet bound states at the corners
of the system, see Fig. 2(b), which signal the higher-order
nature of the Floquet topological phase.

At reflection-symmetric times, the Floquet Hamiltonian
has all the same symmetries as the instantaneous Hamiltonian.
Thus, when H,, have diagonal mirror symmetries, so do the
Floquet Hamiltonians Hp(#,,). Thus, the topological phase
transitions can only occur along paths in parameter space
(w, f), which respect these symmetries. With diagonal mirror
symmetries, these transitions can only happen when the bulk
gap closes.

B. Floquet Hamiltonians of two-step drive

The algebraic form of the Floquet Hamiltonians is dictated
by the symmetries to be

Hp(ty) = AiDp1(K) + Ay Dpa(K). 27
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FIG. 2. Floquet spectrum of the driven model. (a) The quasiener-
gies of a system with open boundary conditions vs drive frequency,
Q. The system has 50 x 50 sites, and drive parameters, w,, =
wy, = wy, and f;, = |f,,|e™/* for time steps s = 1,2, with w,, =
2.25, |fi,| = /2/1.8, w,, = 1.005, |f,| =+/2/201, and duration
7, = 1, = 7 /L2, are chosen to be in the trivial phase of the instan-
taneous Hamiltonian and respect diagonal mirror symmetries. The
frequency is shown in units of inter-unit-cell hopping A = w,(1 —
f5), taken to be the same for both drive steps. Floquet bound states
are seen in different ranges of frequency at et = 0 and €~ = /2.
The probability density of the four degenerate Floquet bound states at
€' (b) and €~ (c) are shown. The drive frequency here is /1 = 4.1,
marked with a dashed line in (a).

The main difference with H(¢) here is that the operators
Dr; = |drj|e"i% now depend on both components of the
lattice momentum k. While the algebraic structure of the
Floquet Hamiltonian Hp(t,) is the same as the instanta-
neous Hamiltonian, its dependence on lattice momentum k
and parameters w and f can be quite different and com-
plicated. In this way, the periodic drive generates a whole
family of different Hamiltonians consistent with the algebra of
symmetries.

To see this explicitly, we calculate the Floquet Hamilto-
nians for the two-step drive. For two Hamiltonians, H;, and
H,,, of the two-step drive, we have {H;, H,} =24, - &,,.
Using these commutation relations, one may find closed-
form expressions of the Floquet Hamiltonians. We present the
details in Appendix A and summarize the results here. The
quasienergy bands *¢, with € > 0, are found from

cos(te) = cos (11 E;, ) cos (0E,, )

— ({AZ,] . &,2) sin (rlE,,) sin (tzE,z). (28)

The 4-vector for the Floquet Hamiltonian is found to be

€

A (ty) = [c1(tn) s, + c2(tn) ], (29)

sin(te€)

where the unit vector = «/E, and
c1(0) = sin(E;, 1) cos(Ey, 12)
— (s, - )1 — cos(E, t1)]sin(E, 1),  (30)
2(0) = sin (nE,,). 31)

To obtain the expressions for 7, = 7/2, one swaps 1 < 2
everywhere in Egs. (30) and (31).

C. High-frequency approximation

In the high-frequency limit, we can also use the Baker-
Campbell-Hausdorff formula,

Kot = XY HKY I (O I X I

to find
— . T1T r—
Hy 1) = H 4+ % 2 [H. [Hy Ho ]|+ 0@, ()

where H = (t1H,, + 12H,,)/t is the average Hamiltonian,
and ¢/ = +1 for the two reflection-symmetric times. For
example, taking w, = w, = w to be time-independent, we
find |dF|eri given by Eq. (6) with w and f; replaced with

wr and fr;, where

2
Wr i, W TIT2 -
V:I—em TijAfj(l_COSkj) (33)
j=12
and
2
wr — i, W T2
?fFj:fj—eQ’ T Af; Z(1+coskj)
j=12
+ (=1 for(1 = cos k) |. (34)

Here, the average f = (1 [y + ©afi,)/ 7, the difference Af =
Joo — Ju» and f21 = Im (f] f, ). Details of this calculation are
also presented in Appendix A.

D. Mirror-graded Floquet topological invariants

Choosing the instantaneous Hamiltonian to have diagonal
mirror symmetries, i.e., w; = wy and f; = f, for both steps
of the drive, we obtain Floquet Hamiltonians at reflection-
symmetric times, which also have the diagonal mirror sym-
metries. Thus, we can define stable mirror-graded topological
invariants for these Floquet Hamiltonians. Following the def-
inition of Eq. (25), we can thus compute the mirror-graded
Floquet topological invariants of the periodic drive.

In Fig. 3, we plot the mirror-graded Floquet topological
invariants of the model with periodic boundary conditions
and the same parameters as in Fig. 2. In Figs. 3(a) and 3(b),
the Floquet invariants are shown as a function of frequency.
(The numerical calculation and the one using the analytical
expression of Floquet Hamiltonians agree precisely.) They
correctly show topological phase transitions when the bulk
gap closes. They also correctly predict the presence of Floquet
corner states in both quasienergy gaps around €™ = 0 and

€~ = Q/2 for the system with open boundary conditions.
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FIG. 3. Floquet topological invariants for the driven model with
diagonal mirror symmetries and periodic boundary conditions. The
drive parameters are the same as in Fig. 2. The mirror-graded Floquet
topological invariants vﬁ = %[vp (0) £ vp(z/2)] for et =0 (a) and
€~ = Q/2 (b) vs drive frequency. The insets show a magnification in
a lower-frequency range. (c),(d) The variation of the mirror-graded
topological invariant of the Floquet Hamiltonian, vy (¢), as a function
of the initial time in the cycle, ¢ (see text for definitions). The stable
mirror-graded invariants, vg(t,,), at reflection-symmetric times z,, =0
and t/2 are marked with triangles.

To visualize how mirror-graded Floquet topological invari-
ants arise in the periodic dynamics, we show in Figs. 3(c)
and 3(d) for two representative cases the evolution of the
winding number v(¢) of Hr(t) as the initial time is varied
through a cycle. This winding number is calculated as v(¢) =
1[4 (t) — v_ ()], with

1 d
t)= — @ — Indet[hy(k, t)]dk
V(1) Zm.?gakne[i(,)] ,

where hi(t) are the off-diagonal elements of Hr(r) along
k!, = (k, k) projected on the eigenspaces of M)} with eigen-
values +1. Note that these projections are chirally symmetric
at reflection-symmetric times #,, only. Thus, v(¢) is a stable
topological invariant only at ¢ = ¢,,. This is why it changes as
t is varied through the cycle. However, by plotting v(¢) for all
times in the cycle, we can track its changes more easily and
obtain the mirror-graded Floquet topological invariants with
confidence. In particular, in certain ranges of frequency, we
find vF = £1. This corresponds to two Floquet corner states
at each corner for the open system as shown in Fig. 2(b).
We call this, in accord with previous literature, a higher-order
anomalous Floquet topological phase.

As the frequency is lowered further, we find a whole col-
lection of integer winding numbers; see the insets of Figs. 3(a)
and 3(b). These mirror-graded Floquet topological invariants
show fluctuations similar to those found previously for one-
dimensional chirally symmetric driven models [21].

E. Z invariants with diagonal symmetry breaking

Remarkably, we also find winding numbers |v;‘f| > 1. For
instance, for drive parameters in Fig. 3 in the range of fre-
quencies around /1 = 1.52 (X is the inter-unit-cell hopping

(b) ;
w3l ° Apuk °°
‘o » Apdge °o°°
x 2
N
0 %0000 = ’
0.01 0.02 0.03 0.04
K

FIG. 4. (a) Quasienergy spectrum defined on a strip geometry
as a function of momentum k; parallel to the strip edge for the
diagonally symmetric model. The drive parameters are the same as
in Fig. 2 for /X = 1.52. The edge and bulk gaps are indicated by
the arrows. (b) Edge and bulk gap vs diagonal symmetry breaking
strength for £, = | f,,|(1 + «, /2.

amplitude), we have vi =2. In this range, the bulk
quasienergy spectrum is gapped around €™ = 0. Correspond-
ingly, for a system with 120 x 120 sites with fully open
boundary conditions, we find two degenerate Floquet bound
states localized at each corner.

Since mirror-graded invariants are well-defined only when
the system has fourfold rotational symmetry in addition to
the principal mirror symmetries, it is natural to ask whether
these multiple corner states survive in the absence of diagonal
mirror symmetry. To answer this question, we first note that
for the system with diagonal mirror symmetries, the bound
states on diagonally opposed corners in the direction of k, y
are eigenstates of M}. Furthermore, at each such corner,
7'j, the corner states have the same eigenvalue 772+, of M.
These corner states are mapped by Mj/-. to those at Lj, the

diagonally opposite corner along k;, 5 since {M’;, M ji, }=0,
the corresponding eigenvalues 77z, = —7z~,. (The details
of the arguments proving these statements are presented in
Appendix B.) Now, diagonal mirror symmetry breaking intro-
duces tunneling between corner states with opposite eigenval-
ues of M ; Therefore, it can only split corner states at different
corners. We conclude that the corner states can hybridize and
delocalize only if a bulk or edge gap is closed by diagonal
symmetry breaking.

Consider adding diagonal symmetry-breaking terms to the
Hamiltonian while preserving the principal-axes mirror sym-
metries, parametrized by the dimensionless symmetry break-
ing strength « > 0. Both the time-dependent Hamiltonian and
the Floquet Hamiltonian are analytic in « as long as the gaps at
€* remain finite. Since corner states at x = 0 reside in a finite
gap, we expect there to be a finite range of x > 0 where the
gap remains open and, therefore, the number of corner states
remains the same as that at k = 0, where it is given by a bulk
mirror-graded invariant.

We can also test our expectation by exact numerical diag-
onalization of the Floquet Hamiltonian in a strip geometry,
which gives access to both bulk and edge gaps. In Fig. 4
we show our results for the set of parameters giving a bulk
invariant v = 2. As shown, the edge gap remains open (and
indeed increases), while the bulk gap closes at a critical value
of «. Thus, the topological phase below this critical value is
adiabatically connected to k = 0 and is described by the bulk
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mirror-graded invariants for the model with diagonal mirror
symmetry.

In Appendix C, we also provide an example of a static
doubled model without diagonal mirror symmetries that sup-
ports more than one zero-energy bound state at each corner.
This proves conclusively the inadequacy of a Z, invariant to
characterize the higher-order topological phases in our model
irrespective of the diagonal mirror symmetries.

IV. FLOQUET TOPOLOGICAL BULK DEFECTS

A. Vortices in the static model

In previous studies [33,41], the equilibrium 7 -flux dimer-
ized square-lattice model was shown to host topologically
protected bulk bound states with support at the core of vortex
defects in the hopping modulation f.. Given a pattern of
hopping modulations, we may define a defect order param-
eter [33],

1
m(r) = — Z w_nr,uwrrJre#a (35)

wo M

where wyrye, and ny, are the same as in Eq. (2). The low-
energy theory of excitations at half-filling is given by a Dirac
Hamiltonian on the background of this defect order parame-
ter [42,43],

H= > (pjA;+mB)),
j=12

(36)

where B; = iA;C;, we have identified m = m + im, again,
and p; = —i9d; is the momentum operator of the excitations.

Due to this Dirac form, vortex configurations of m(r)
bind localized excitations. A vortex configuration is realized
for f, = |f(r)|e™¥", where n € Z is the quantized vorticity.
It supports n midgap bound states at zero energy, which
are protected by the chiral symmetry C and whose number
is a topological invariant related to the index of the Dirac
Hamiltonian [44,45]. The presence of bound states endows a
vortex with fractional quantum numbers.

There is indeed a close relationship between these bulk
vortices and corner states of the static model. In the bulk,
m(r) = f;. However, for an open system, hopping amplitudes
in the outward directions are set to zero. So, even when f;
is uniform in the bulk, the defect order parameter may be
nontrivial at the edges and corners. Figure 5 shows plots of
m(r) for the case of uniform f, = f with open boundary con-
ditions. Indeed, all phases of the system and, in particular, the
corner states of the higher-order topological phase correspond
directly to the domain-wall and vortex defects of m(r).

A vortex defect in m(r) need not have full rotational sym-
metry to support bound states at its core [33]. For example,
a Z4 vortex defect formed at the intersection of four domains
with f = |f|e', x = qm /2 + xo, where 0 < xo < /2 and
the domain index g € Zj4, say, in the clockwise direction, also
hosts bound states at the core.

We now show that a whole family of bulk vortex defects
supporting Floquet topological bound states can be realized
dynamically in the driven model.

—
o
Na)
—
o
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FIG. 5. Defect order parameter m(r) defined in Eq. (35) in the
four phases of the static model with open boundary conditions. The
trivial phase (a) shows a smooth pattern, while the edge-polarized
phases (b),(d) show domain walls along the polarized edge. The
higher-order topological phase (c), on the other hand, shows domain
walls along the edges and vortex defects at all four corners. The
domain walls and vortices are colored blue and red for clarity.

B. Stirring drive protocols and bulk Floquet topological defects

The Z4 vortex can be generated dynamically by a two-step
“stirring” drive protocol that switches between two domain-
wall configurations, one with a vertical domain wall with f =
4| f| on each side, and the other with a horizontal domain wall
with f = %|f|e** on each side. This is shown in Fig. 6(a) for
xo = 7 /4. (For this example, we chose a system with an odd
number of sites in each direction to isolate a single domain
wall at the center of the system at each step of the driving
protocol.) At high frequency, the Floquet Hamiltonian Hp =
H to the lowest order, where H is the average Hamiltonian.
Keeping w; = w, = w fixed in time, we can see easily that
the average Hamiltonian will have four domains intersecting
at a vortex defect. Thus, at sufficiently high frequency, we
expect to see a Floquet topological bound state localized at
the intersection of the two domain walls.

As frequency is lowered, this picture is modified as the
topology of quasienergy bands is modified by quasienergy gap
closings. In Fig. 6(b), we plot the quasienergy of the driven
model with the two-step stirring protocol as a function of drive
frequency. As expected, at high frequency there is a Floquet
bound state at e = 0, whose wave function is localized at
the intersection of the two domain walls; see Fig. 6(c). At
a lower frequency, a quasienergy gap closing is observed at
the Floquet zone edge, below which a set of six degenerate
Floquet bound states appear at e~ = /2. In Fig. 6(d) we
plot the wave functions of these Floquet bound states. Tio are
localized at the intersection of the domain walls. The other
four are localized at the intersection of domain walls and
edges.
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FIG. 6. Stirring protocols and Floquet topological defects. A two-step drive (a) switches between two domain-wall configurations with
the defect order parameter as shown. The quasienergy spectrum vs drive frequency for an open system (b) shows a bound state at e = 0 at
arbitrarily high frequencies and, following a bulk gap closing at a lower frequency, a set of six degenerate bound states at e~ = /2. The
system size here is 63 x 63 sites and the hopping parameters are w; = w, = w and | f|/w = 0.8. The probability density of the bound states
is shown in (c),(d). The high-frequency bound state at et = 0 (c) and two of the lower-frequency ones at €~ = /2 [(d), first two panels] are
localized at the intersection of the two domain walls. The other four lower-frequency bound states at e~ = /2 [(d), last panel, shown together
with different colors] are localized at the intersection of the domain walls and the edges of the system.

The above structure can be understood as the dynamical
generation of two higher-order anomalous Floquet domains
and two trivial ones joined along the oscillating domain walls.
With our choice of an odd number of sites in each direction,
bound states associated with nontrivial domains appear at
the center instead of the corners of the system. Indeed, this
configuration is similar to that of a static model with a defect
order parameter obtained by the superposition of two Z4
vortices. This would make a vortex with double vorticity that
binds two states at its core [33]. However, in the driven case,
the low-frequency driving evidently produces a single vortex
structure for €™ = 0 with a single Floquet bound state, and a
double-vortex structure for e~ = /2 with two Floquet bound
states. These bulk Floquet bound states coexist as steady
states of the same model at different quasienergies. This is
a novel feature of the stirred Floquet bulk vortices that has no
counterpart in the equilibrium model.

V. DISCUSSION AND OUTLOOK

We note that the scheme of dynamically generating bulk
vortex defects is not limited to Z4 vortices. For example,
a rotationally symmetric vortex defect can be realized in
the high-frequency regime by a continuously stirred domain
wall at an angle 6 = Q¢ with the hopping modulation f(z) =
+|f|e” on each side. Similarly, a multistep drive stirring a
domain wall through N steps, each rotating the domain wall
by an angle /N, would create a vortex structure with 2N
domain walls. Moreover, the connection between corner and
hinge states and bulk defects can also be generalized to any
model with a vectorial mass generating the bulk gap. This
covers, for example, systems with reflection and/or discrete
rotational symmetries [32,43]. As the frequency is lowered in
these protocols, we would expect a series of transitions with

multiple bulk Floquet bound states appearing at the Floquet
zone edge and center.

The method of creating vortex defects can be easily gen-
eralized to higher dimensions. In a three-dimensional model
with higher-order topological phases, it would offer a prac-
tical way of creating monopoles with fractional quantum
numbers using a series of pulses at high frequency. Again,
at lower frequencies we expect to find an interesting set of
intrinsically nonequilibrium bulk Floquet bound states. By
combining these pulses, we envision designing additional dy-
namics for bulk defects in general and, in particular, adiabatic
manipulations that can be useful for quantum information
processing.

A problem that is opened by our work for future study
is to find a unified classification of higher-order topological
phases in and out of equilibrium. The original work focused
on nested Wilson loops of Wannier bands, whose structures
have been found to be adiabatically connected to the sur-
face Hamiltonians and their higher-order boundaries [46].
However, since the interpretation of Wilson loops and their
Berry phases in terms of bulk and edge polarization leaves
us with only a Z, invariant, this approach may not yield the
general classification. A more recent study found parallels
between the topological structure of Wilson loops and those of
Floquet operators, including the presence of anomalous bound
states in the Wannier bands [47]. However, this relationship
is not generally well-understood. A significant step toward
the general classification scheme was taken in Refs. [48,49]
by utilizing the classification of topological crystalline phases
with second-order spatial symmetries [50]. Nevertheless, this
classification has been achieved for models with only a single
spatial symmetry. Thus, the model we study in this paper, with
two anticommuting mirror symmetries, is not covered by this
classification.
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Another interesting problem is to find an index for the
bulk Floquet topological defects that generalizes that of the
static defect order parameter (35) [44,45,51]. At sufficiently
high drive frequency, the Floquet Hamiltonian is given by
the average Hamiltonian, and, therefore, it has a low-energy
structure similar to that in Eq. (36). However, as the frequency
is lowered, the Floquet Hamiltonian develops longer-range
hopping terms, which can affect both the low-energy structure
and the defect order parameter.

In this work, we have presented a periodically driven -
flux dimerized square-lattice model that realizes the dynami-
cal generation of robust corner states as Floquet bound states.
In the presence of fourfold symmetry, these corner states
can be classified with two bulk Floquet topological invariants
obtained from the winding number of Floquet Hamiltonians
graded with a mirror symmetry, along the diagonal lines of
the Brillouin zone. Since winding numbers are integers, we
conjecture this classification to be given by Z x Z, even when
the fourfold symmetry is broken, as long as the original mirror
symmetries about the unit-cell axes are preserved. We find
evidence for this classification at lower frequencies as well as
when we consider stirring protocols that dynamically generate
vortex defects in the hopping modulations with multiple Flo-
quet bound states in the bulk. Thus, our work paves the way
to using simple drive protocols that leverage spatiotemporal
inhomogeneities to generate higher-order Floquet topologies.

Note added. Recently, we became aware of two concur-
rent papers [52,53] discussing high-order Floquet topological
phases. We note that our stirring drive protocols to generate
higher-order bulk Floquet topological bound states are not
discussed in those papers. The stacking construction [53] is
different from our model. In particular, it does not admit a
low-energy Dirac Hamiltonian at high drive frequency, and it
only supports weak higher-order topological phases [22,23].
Also, after our work was completed, Ref. [54] presented a
classification of higher-order Floquet topological phases with
time-glide symmetry.
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APPENDIX A: FLOQUET HAMILTONIANS

In this Appendix, we provide some of the details for deriv-
ing the Floquet Hamiltonian at reflection-symmetric times.

First, for a Hamiltonian of the form (5), with the 4-vector
« = (|dy| cos ¢1, |d;| sin ¢y, |dz| cos ¢, |dz| sin @), we have
H? = ||?. Thus,

tE
e ™ = cos(tE) — i sm(E ) H,

(AD)

where E = ||. In fact, for any two such Hamiltonians, H
and H', we have {H, H'} = 2 - <. Using these commutation
relations, it is easy to calculate the Floquet evolution operator,

Ur(0) = co + —LH, + 2H, (A2)
F = Co Etl 13 Etz tys
with

Cco = COS ('l:lE,]) cos (rzE,Z)
—(dy, - &) sin (1 E,)) sin (nEy,), (A3)

1 = sin (1 Ey, ) cos (n2Ey,)
—({AZ,, . QZ,Z) [1 — Ccos (r] E,l)] sin (rzE,z), (A4)
o = sin (‘L’zEtz). (AS)

The unit 4-vector « = /|| = &/E. Then, we read-
ily obtain Egs. (28) and (29) by writing Up(0) =
e~ ™HrO) = cos(te) — isin(te)Hp(0)/e. The Floquet Hamil-
tonian Hr (7 /2) is obtained by swapping 1 < 2.

Using the commutation relations of matrices A; and C;
and their products to calculate the high-frequency Floquet
Hamiltonian in Eq. (32), we find

Ao = D+ 6 [(0’“ Ao — {1 < )], (A6)
where o € {0, 1, 2, 3} index the components, & denotes the
cycle average, and <“ indicates a projection on the three-
dimensional space normal to the direction «.

Now, we observe that for a given k the Hamiltonian can
be cast in a new basis by the gauge transformation H (k) —

G'(k)H (K)G(k) with

G(k) = e 2im12i/C; (A7)
so that in the new basis |d;le? =2w;[cos(k;/2)+
ifjsin(k;/2)]. Then, for w; = wy = w, we have

k k k
ad = (cos fisin —, cos 32, fasin —2>. (A8)

2
Replacing ¢, <,,, and din Eq. (A6) in this form, we obtain
Egs. (33) and (34) in the main text.

APPENDIX B: DIAGONAL MIRROR SYMMETRY
AT THE CORNERS

In this Appendix, we will provide rigorous arguments
for our statements in Sec. III E regarding the nature of cor-
ner states in a system with diagonal symmetry. First, we
consider an edge normal to k; ;, the invariant direction of
the diagonal mirror symmetry M’;, as shown in Fig. 7. The
momentum k} along the edge is conserved, so the Hamil-

tonian can be written as H (x}, k;-.), where x} is the spatial

coordinate normal to the edge. Under diagonal mirror sym-
metries, M/H(x k/)M/ H(x —k/) andM/H(x k/)M/

H(— x] k’) The edge modes are c13351ﬁed by the mirror-
graded topologlcal invariant v;: There are |v;| pairs of gapless
edge modes l/f,fige(k’) =1,2,...,|vj|. Each pair is an

eigenstate of M} : I/IEdé’e(k/) > :I:l//,fige(k;-.) and is mapped
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FIG. 7. (a) Buckling a diagonally symmetric edge normal to the
invariant direction k/, ; of the diagonal mirror symmetry M; to create
two diagonally opposite corners mapped to each other by M. (b) The
diagonally symmetric edge has gapless edge modes; the buckled
edge has a gapped spectrum away from the corners parametrized by
the parameter &, which changes sign at a corner.

onto itself under M’ : wedge(k/) — wedge( k;-.). These edge
modes are degenerate at k; = 0, the invariant momentum
under M, %, and the degeneracy is protected by the symmetry
of the Hamlltonlan under M Projected onto the pair of edge
modes in the symmetric dlrectlon we may write M/ =1,

M = ., and the edge Hamiltonian as H, edze _ k’

matnces T.

Now, consider a small buckling of this edge to form a
pair of wide-angle corners as illustrated in Fig. 7(a). In this
process, segments of the edge tilt away from the symmetric
direction in opposite ways, resulting in hybridization of the
gapless edge modes. This hybridization can be modeled by
a small mass term 8; 7, in the edge Hamiltonian, whose sign
depends on the direction of the tilt. Along the symmetric
direction, 8;- = 0. The choice of 7, for the mass term is
dictated by the fact that under both M " and M ;-., the direction

of the tilt is reversed and 8’7, > —d'7,.

Therefore, the buckling with two corners is modeled in the
edge Hamiltonian as H; edze — _jd,, T, + 85(y))Ty, with y; the
spatial coordinate along the edge, such that 8'(y") switches
sign twice at the corners. This results in a pair of topological
kink and antikink in the mass §’; at the corners. Thus, while
the edge spectrum is gapped out away from the corners, a pair
of zero-energy bound states are localized at the corners with
opposite eigenvalues of M = .. This proves our statements
in Sec. III E that (i) at a given corner '}, all corner states have
the same eigenvalue 772+, of M ;., and that (ii) for the diagonally
Opposite corner L ;= M}"'j, we have 72, = —m2n,.

it w1th Pauli

0.0 0.5 1.0 1.5
|A1 \ /w
<b> 1 ----------------------------
m -
I T
0 20 0 .
index

FIG. 8. The spectrum of the doubled pi-flux dimerized square
lattice, Eq. (C1), for a system with 50 x 50 sites and open boundary
conditions. A total of 64 eigenvalues around zero are shown. The
parameters chosen here are f; = —0.4, f, = —0.6 in each layer,
A, = 0, and the phase of A, is chosen at random. Diagonal mirror
symmetries are broken everywhere. (a) The bulk and edge gaps
remain open over a wide range of |A;| > 0 with no mixing between
the zero-energy states (red circles). (b) In this range, there are two
zero-energy bound states per corner (a total of eight), as shown for
[A]/w = 0.08.

APPENDIX C: INADEQUACY OF THE Z, INVARIANT
IN THE STATIC MODEL

In this Appendix, we show that the invariant characterizing
the higher-order topological phase of the static w-flux dimer-
ized square lattice is not restricted to Z,. To show this, we
show that a doubled model respecting the same algebra of
mirror and chiral symmetries can host more than one corner
state. When the doubled model also has diagonal mirror
symmetries, the number of these corner states is given by the
mirror-graded invariant defined in Eq. (18).

The doubled model is defined as

Hyk)=HK)Q 1+ A ® (A1,0, + A10y)

+ A ® (A20, + Asyoy), (C1)

where H(k) is the Hamiltonian in each layer, Eq. (5).
This can be thought of as two layers of the original
model, coupled by two complex tunneling amplitudes A =
A, +iA1p and Ay = Ay, + iAy, connecting the layers in
each direction. These tunneling terms are the most gen-
eral forms that preserve mirror symmetries M; ® 1, M, ® 1,
and chiral symmetry under C ® 1. Diagonal mirror sym-
metry is obtained when each layer is diagonally symmetric
and A1 = Az.

In Fig. 8, we show the spectrum of this model on a lattice
with open boundary conditions. The lattice has 50 x 50 sites,
and we have taken the hopping amplitudes in each layer such
that they break the diagonal mirror symmetries. Moreover,
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the diagonal mirror symmetry is also broken in the interlayer
tunneling amplitudes as A, = 0 throughout. A total of 64
low-lying levels are shown: Over a wide range of |A |, before
the bulk gap closes, there are two zero-energy bound states

per corner (a total of eight corner states), proving conclusively
that the classification in this model is not Z, even when
diagonal mirror symmetries are broken. This is consistent with
a Z classification instead.
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