
Does the Voice Reveal More Emotion
than the Face? a Study with Animated Agents

Joshua E. Heller, Nicoletta Adamo(B) , Nandhini Giri , and Derek Larson

Purdue University, West Lafayette, IN 47907, USA
{amehrez,nadamovi,girin,dglarson}@purdue.edu

Abstract. In general, people tend to identify the emotions of others from their
facial expressions, however recent findings suggest that we may be more accurate
when we hear someone’s voice than when we look only at their facial expres-
sion. The study reported in the paper examined whether these findings hold true
for animated agents. A total of 37 subjects participated in the study: 19 males, 14
females, and 4 of non-specified gender. Subjects were asked to view 18 video stim-
uli; 9 clips featured a male agent and 9 clips a female agent. Each agent showed 3
different facial expressions (happy, angry, neutral), each one paired with 3 differ-
ent voice lines spoken in three different tones (happy, angry, neutral). Hence, in
some clips the agent’s tone of voice and facial expression were congruent, while
in some videos they were not. Subjects answered questions regarding the emotion
they believed the agent was feeling and rated the emotion intensity, typicality, and
sincerity. Findings showed that emotion recognition rate and ratings of emotion
intensity, typicality and sincerity were highest when the agent’s face and voice
were congruent. However, when the channels were incongruent, subjects identi-
fied the emotion more accurately from the agent’s facial expression than the tone
of voice.
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1 Introduction

Research has shown that animated pedagogical agents (APA) can effectively pro- mote
learning (Schroeder et al. 2013; Adamo et al. 2021). However, many questions remain
unanswered, particularly concerning their emotional design. With a growing under-
standing of the complex interplay between emotions and cognition, there is a need to
develop life-like agents that provide both effective expert guidance and convincing emo-
tional interactions with the learner (Kim and Baylor 2007). One goal of our research is
to develop APAs that can convey clearly perceivable emotions through speech, facial
expressions, and body gestures. The study conducted for this paper was a step in this
direction, as it focused on how emotions are expressed through voice and face.

Human emotions can be expressed using several modalities: vocal and facial expres-
sions, arm and hand gestures, trunk rotation, head rotation, and leg movements. The face
is cited as being themost used resource in identification of emotions (Noroozi et al. 2018).
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However, research by Kraus (2017), suggests that people may be more accurate when
hearing another’s voice than when solely considering their facial expression. The study
reported in the paper examined whether Kraus’ findings hold true for animated agents.
More specifically, it investigated whether animated agents’ facial expressions are a more
effective channel for conveying emotions that the tone of voice. The study examined per-
ception of animated agents’ emotions in the context of multi-sense communication, e.g.,
voice + facial expression.

2 Related Work

In animated agents, emotions can be expressed through facial expressions, body move-
ments, and speech. Facial expressions and speech are the modalities that have been
studied the most in HCI, computer science and psychology.

The face is cited as being the most used resource in identification of emotional states
(Noroozi et al. 2018). The ability of the face to convey emotions and the facial deforma-
tions associated with different emotions have been documented in Ekman and Friesen’s
Facial Action Coding System (FACS) (Ekman and Friesen 1978). The FACS allows
animators to draw upon methods outside their own practice to create facial expressions
that communicate emotions effectively to the audience (Buchanan 2009). For example,
the use of the FACS in the creation of the character Gollum in Lord of the Rings – The
Two Towers (2002), resulted in a character which was widely regarded by critics as
emotionally believable (Kerlow 2014).

Several approaches for representing facial expressions in animated agents exist.
Some computational frameworks are based on discrete representation of emotion; others
on dimensional models; and others on appraisal theories (Pelachaud 2009). Approaches
that are based on the expression of standard emotions (Ekman and Friesen 1975; Ekman
2003) compute new expressions as amathematical combination of the parameters of pre-
defined facial expressions (Becker andWachsmuth 2006; Pandzic and Forcheimer 2002).
Approaches based on dimensional models use a 2 dimensional--valence and arousal
(Garcia-Rojas et al. 2006) or 3 dimensional--valence, arousal, and power (Albrecht
et al., 2005) representation of facial emotions. A new expression is created by mixing
the facial parameters of the expressions of the closest standard facial emotions in the
representation space. A few approaches use fuzzy logic to compute the combination
of expressions of the six standard emotions (Duy Bui et al. 2004), or the combination
of facial regions of several emotions (Pelachaud, 2009). Some approaches are based on
Scherer’s appraisal theory (Scherer, 2001) andmodel a facial expression as a sequence of
the facial articulations that are displayed consecutively as a result of cognitive estimates
(Paleari & Lisetti, 2006).

Body movements are particularly important for expressing emotions when the agent
is framed in a medium to long shot (Anasingaraju and Adamo-Villani 2020; Meyer
et al. 2021), or to convey emotions that are less susceptible to social editing (Ekman
and Friesen, 1974). Bodily cues have been shown to be very effective for discriminat-
ing between intense positive and intense negative affective states (Avezier et al. 2012).
Emotional states can be conveyed through body movement modulation (e.g., the manip-
ulation of motion parameters such as speed or amplitude) or movement type (e.g., a
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specific body gesture) (Cheng et al. 2020) or a blend of both (Karg et al. 2013). A com-
bination of modalities that include both facial and bodily gestures improve recognition
rate of emotion compared to facial cues alone by 35%. The best rate of recognition uses a
combination of facial and body gestures with the inclusion of voice (Gunes et al. 2015).

Studies in marketing and psychology, suggest that voice, including both speech
content and the linguistic and paralinguistic vocal cues (e.g., pitch, cadence, speed, and
volume), is a particularly powerful channel for perceiving the emotions of other people
(Kraus 2017). Simon-Thomas et al. (2009) examined how well brief vocal bursts could
communicate 22 different emotions. Results showed that vocal bursts can communicate
emotions like anger, fear, and sadness, and also less-studied states and highlighted the
voice as a rich modality for emotion expression/perception. Kraus (2017) conducted
five experiments to test the hypothesis that voice-only communication elicits higher
rates of emotion recognition accuracy than vison-only and multi-sense communication
in the context of social interactions. Findings support the hypothesis and challenge the
primary role of facial expressions in emotion recognition. In a study by Zaki et al. (2009)
social targets were filmed while discussing emotional autobiographical events. A group
of subjects watched the videos and inferred the targets’ emotional states while having
access to only visual or auditory information, or both. Findings suggest that auditory, and
especially verbal information, is critical to accurate detection of emotion. In a study by
Gesn and Ickes (1999) participants viewed video segments of simulated psychotherapy
sessions and attempted to identify each client’s emotional state. Results showed that,
in this particular context, emotion recognition accuracy was primarily dependent upon
verbal, rather than nonverbal, cues.

In conclusion, several studies have investigated the role of voice for recognizing
people’s emotions, however, to our knowledge, no studies have attempted to examine
the role of voice versus facial cues for identifying the affective states of animated agents.
The work reported in the paper aims to fill this gap.

3 Methodology

The study aimed to answer the following research question: do facial expressions over-
ride tone of voice when perceiving the emotion of an animated agent? Drawing from
prior research on animated agents and best practices in character animation (Williams
2012), the first hypothesis was that participants’ recognition of the emotions displayed
by the animated agents would be more accurate when discerned from the agents’ facial
expressions than from their tones of voice. The second hypothesiswas thatwhen compar-
ing the ratings of typicality, sincerity, and intensity of emotions, stimuli with congruent
voice/facial expression channels would be rated higher than stimuli with incongruent
channels. The third hypothesis was that participants’ gender, age and animation experi-
ence would have a significant effect on emotion recognition and on typicality, sincerity,
and intensity ratings.

The study used awithin subject design and collected both quantitative and qualitative
data. The independent variables included facial expression-tone of voice congruence
(yes/no), participants’ gender (male, female, other), age, and animation experience,
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and emotion type (happy, angry, neutral). The dependent variables were the partici-
pants’ emotion recognition rate and the participants’ ratings of the emotion’s intensity,
typicality, and sincerity on a 5-point Likert scale (1 = low; 5 = high).

3.1 Subjects

37 people participated in the study. 19 were males, 14 females, and 4 of non-disclosed
gender. The age range was 18–56 years old; the animation experience of the subjects
ranged from no experience to high experience.

3.2 Materials

Stimuli. The stimuli were 18 animation clips: 9 featured a male agent and the remaining
9 a female agent. The agents exhibited three different facial emotions (happy, angry,
neutral), each one paired with three different voice lines spoken in three separate tones
(happy, angry, neutral). For example, for the happy emotion, one animation featured an
agent with a happy face/happy voice, another an agent with a happy face/angry voice,
and a third an agent with a happy face/neutral voice. The facial emotions were based
on Ekman and Friesen Facial Action Coding System (Ekman and Friesen 1978). The
different facial expressions and tones of the voice lines were validated through a pilot
study with eight subjects. Figure 1 illustrates four frames extracted from the animation
clips (two per agent).

The agents’models and rigswere downloaded from the internet and the facial expres-
sions were animated by an experienced character animator using keyframe animation
in Autodesk Maya software; the characters were manually lip synced to the voice lines.
The two characters were rigged with identical facial skeletal deformation systems and
the animations were created based on the Facial Action Coding System (FACS) (Ekman
and Friesen 1978). Action Units (AU) 6 + 12 were used for the happy expressions, and
Action Units 4 + 5 + 7 + 23 for the angry expressions; the neutral facial expressions
did not feature any facial deformations. Characters occasionally blinked and slightly
changed their gaze direction. The characters were framed from the neck up at a three-
quarters angle; no background elements were included in the videos to keep the viewers
focused on the characters’ faces. The animation frame rate was 24 fps; the length of the
videos ranged between 11 and 16 s and varied depending on the voice line being spoken,
but each expression and voice line had equal duration.

Evaluation Instrument. The evaluation instrument was an online questionnaire con-
sisting of 54 questions. The first set of questions gathered demographic data, namely
participant gender, age range, and animation experience. Then, the 18 stimuli videos
were presented to the participants in random order and 4 questions were provided after
each video. One question was a multiple-choice question that asked the subjects to iden-
tify the emotion they believed the character in the video was conveying (e.g., happy,
angry, or other). If a subject selected the “other” option, they were asked to specify what
emotion specifically came to mind when viewing the video. The other three questions
asked the participants to rate the typicality (how usual the emotion was), sincerity (how
convincing/genuine the emotion was) and intensity (how strong the emotion was) of the
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Fig. 1. Frames showing the animated agents used in the study. Happy male agent (top left), angry
male agent (top right), happy female agent (bottom left), angry female agent (bottom right)

emotion displayed by the character on a 5-point Likert scale (1= low; 5= high). Finally,
subjects could offer additional comments about the emotion displayed by the character.

3.3 Procedure

The online questionnaire was sent to the participants using several methods including
email, online chat threads, and text messages. The questionnaire could be taken at any
time and at any location and subjects were only permitted one attempt at the survey. The
researcher did not assist respondents in answering the questions beyond providing the
instructions included in the survey.

4 Data Analysis

4.1 Cross-Modal Identification of Emotion

Rstudio was used to run a power analysis to determine the needed sample size. The
results of the power analysis, which used data from a pilot study with 7 subjects, showed
that at least 32 samples were needed for a power of 0.8 at a significance level of 0.05.
The analysis of cross-modal identification of emotion was conducted in Python; the
subjects’ responses were analyzed using amixed-effect ordinal regression and compared
to the fixed responses provided by the experiment. Figures 2–4 show bar graphs that
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summarize the data. The x-axis represents the facial emotions expressed by the character,
and the y-axis represents the number of participants who selected that emotion; each
figure relates to a different tone of voice (happy in Fig. 2; neutral in Fig. 3, angry in
Fig. 4). The data presented in Figs. 2–4 show a high recognition rate of the correct
emotion when the channels were congruent with one another. However, even when the
channels were incongruent, subjects identified the emotion based more heavily on the
facial expression than the tone of voice. An angry expression was the easiest to identify
given any condition, while a happy expression was the most difficult to identify, being
perceived more as a neutral expression. Despite this confusion, the facial expression
prevailed more often in identifying an emotion than the tone of voice. To analyze the
data related to specific emotions, each emotion was given a value that was inputted into
an equation to identify its probability. The equation belowwas employed to calculate the
probability of an event as a function of the predictor values for the model and Table 1.
The random effect is denoted as τid for each participant:

logit(P(Y ≤ j)) = log
P(Y ≤ j)

P(Y > j)
= interceptj + βj2xj2 + . . . + τid ; j = 1,

The j value is the representation of the emotional value, 1 is for angry, 2 is for happy,
and 3 is for neutral. For example, the equation measures the probability of an angry
expression when j equals 1. Since Y has to be less than or equal to 1, the only option that
can be placed within that field is 1 (angry). This was compared to the estimates of the
other remaining emotions of happy or neutral, as the second parameter calls for Y to be
greater than 1, meaning only 2 (happy) or 3 (neutral) can fit in that field. This is further
summarized when compared to the alternative formula meant to calculate probabilities:

logit(P(Y ≤ 2)) = log
P(Y ≤ 2)

P(Y > 2)
= intercept2 + β2ix2i + . . . + τid ,

This functions exactly as the previous one did. However, it is meant to iden- tify the
probability changes of both happy and angry compared to the baseline neutral expression.
Inversely, the function can be written in the form below to identify the probability of a
happy value:

P(Y = 2) = P(Y ≤ 2) − P(Y ≤ 1) = ea2+βx

1 + ea2+βx
− ea1+βx

1 + ea1+βx

After discovering the meaning behind the exploratory studies presented in Figs. 2–4,
the meaning behind the patterns was analyzed further utilizing a GLIMMIX procedure
in SAS. This enabled the analysis of random variables to be accounted for when inferring
relationships between fixed effect predictors and the outcome. Table 1 further elaborates
the analysis; a Type III test was conducted to assess whether the significant values offer
sufficient statistical data for each factor. Table 1 indicates that the facial variable, tone
variable, and their interactions are significant in this model.

To further confirm the validity of the mixed-effect ordinal regression, we cre- ated a
confusionmatrix to summarize themodel performance, as shown inFig. 5. The confusion
matrix shows the software’s selections of emotions based on estimates gathered from
the data on the x-axis in comparison to the true selections of emotions from participants
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on the y-axis. The color of the regions is in relation to the frequency of the selections
based on these comparisons. For example, the middle square represents a total of 246
participant responses that match the predicted label of happy while the bottom middle
square represents 96 responses interpreting the predicted happy emotion as other, as
well as the top middle square representing 74 responses interpreting the predicted happy
emotion as angry. Refer to Table 2 for the response frequency from the GLIMMIX
procedure.

Fig. 2. Participant selection of emotions based on perceived expression and happy tone of voice.

Table 3presents a series of estimates provided fromfixed effects based around thepar-
ticipant’s input and the computer’s predictions of accuracy values. Estimates were pulled
from the data using a cumulative logit parameter to illustrate how the subject responses
change from one set of expressions to another. These estimates also showed how signif-
icant the contrast of factors was between both expressions and tones of voice. Neutral
emotions were the baseline measurement for the estimates, so they always remained
0. The p-value in the last column on the right indicates the significance of each effect.
From the results, we can see that the “angry” and “happy” levels of the facial factor
both play statistically significant roles in the model. Moreover, combined with previous
probability calculations, we can infer that changing the facial level from neutral to angry
is estimated to increase the probability of an angry emotion.

4.2 Analysis of Ratings of Emotion Typicality, Sincerity and Intensity

Descriptive statistics show that for the happy emotion, the ratings of typicality, sincerity
and intensitywere highestwhen the emotional channels, e.g., facial expression and voice,
were congruent (Table 4). These findings support our hypothesis. Surprisingly, for the
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Fig. 3. Participant selection of emotions based on perceived expression and neutral tone of voice.

Fig. 4. Participant selection of emotions based on perceived expression and angry tone of voice.

angry emotion, the ratings of typicality, sincerity and intensity were highest when the
agent showed an angry face and spoke using a neutral tone of voice rather than an angry
tone of voice (Table 5). For the neutral emotion, the congruent condition had the highest
ratings, however the differences in ratings between conditions were small (Table 6).
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Table 1. Tests of the statistical significance of a variable’s ability to reject the null hypothesis
based on the factors’ two-way interactions.

Table 2. Respective values for each emotion for formulaic input alongside the sum of each
selection from the survey.

Fig. 5. Confusion Matrix of participant selections compared to computer-predicted selections.
The accuracy of these two data sets is represented by the scale to the left of the matrix.

Differences Based on Participants’ Age, Animation Experience and Gender. The
data was analyzed using a Type III regression method placed on a 5-point Likert scale on
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Table 3. Fixed-effect estimates and their significance levels.

Table 4. Comparison of typicality, sincerity, and intensity rates for congruent and incongruent
happy stimuli - happy facial expression

Happy/Happy Mean Median SD

Typicality 3.57 3 0.89

Sincerity 3.62 3 1.13

Intensity 3.7 3 1.15

Happy/Angry Mean Median SD

Typicality 3.2 3 0.86

Sincerity 3.3 3 1.13

Intensity 3.01 3 0.93

Happy/Neutral Mean Median SD

Typicality 3.2 3 0.86

Sincerity 3.09 3 1.13

Intensity 3.27 3 1.12
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Table 5. Comparison of typicality, sincerity, and intensity rates for congruent and incongruent
channels - angry facial expression

Angry/Happy Mean Median SD

Typicality 3.05 3 0.98

Sincerity 3.28 3 1.14

Intensity 3.43 3 1.21

Angry/Angry Mean Median SD

Typicality 3.43 3 0.68

Sincerity 3.62 4 0.87

Intensity 3.35 3 1.01

Angry/Neutral Mean Median SD

Typicality 3.5 3 0.74

Sincerity 3.92 4 0.93

Intensity 3.7 4 0.92

Table 6. Comparison of typicality, sincerity, and intensity rates for congruent and incongruent
neutral stimuli (neutral facial expression)

Neutral/Happy Mean Median SD

Typicality 2.89 3 0.9

Sincerity 2.64 3 1.19

Intensity 2.31 3 1.21

Neutral/Angry Mean Median SD

Typicality 2.85 3 0.95

Sincerity 2.66 3 1.14

Intensity 2.34 3 1.25

Neutral/Neutral Mean Median SD

Typicality 2.97 3 0.92

Sincerity 2.78 3 1.11

Intensity 2.6 3 1.2

each of the demographic values. The regression was created in SAS and conducted using
aMIXEDprocedure, which allows the randomvariables to be compared holisticallywith
all fixed variables. The equation used to calculate the data for the mixed effect regression
model was as follows:

typicality = α + βangry ∗ I(Angry) + βhappy ∗ I(Happy)+ ∈ + τid ,

∈∼ N (0, σ 2), τid ∼ N (0, σ 2
id ), I(·) indicator function
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The typicality value can be replaced with either intensity or sincerity de- pending on
the response being calculated within the function. We treat the participants within the
study as a random effect to account for the correlation for each individual subject.

Results of the analysis showed that participants’ age and animation experience had
no effect on intensity, typicality and sincerity ratings across all emotions and conditions
(p-values > 0.05). Participants’ gender did not have significance for intensity and typ-
icality ratings but had a significant effect on sincerity ratings. Female participants gave
significantly higher sincerity ratings than the other participants across all emotions and
across all conditions (p-values < 0.05).

5 Discussion and Conclusion

The study reported in the paper examined the roles of facial expressions and tone of
voice in the perception of animated agents’ emotions. Findings from the study support
the first and second hypotheses: emotion recognition rate and ratings of emotion inten-
sity, typicality and sincerity are highest when the agent’s face and voice are congruent.
However, when the channels are incongruent, subjects tend to identify the emotion more
accurately from the agent’s facial expression than the tone of voice. Results also show
an effect of participants’ gender on emotion sincerity ratings, thus supporting in part the
third hypothesis. Female participants perceived the emotions displayed by the agents as
significantly more sincere than the other participants across all emotions and conditions.

The study had several limitations that could be overcome in future research. The sam-
ple size was small (37 subjects) and participants’ genders were not represented equally.
Future studies should use a larger number of subjects with a more even distribution of
genders.

The study comprised only two stylized characters and three voice lines spoken in
three different tones. Part of the results could be due to the intrinsic design characteristics
of the characters and to the intrinsic linguistic and paralinguistic cues of the voice lines.
Future experiments should include a higher variety of voice lines and characters with
different degrees of stylization. For instance, it would be interesting to examine whether
participants’ perception of the agents’ emotions is different for stylized versus realistic
characters. It could be possible that the face is the strongest emotion expressionmodality
for cartoon characters while the voice is the strongest emotion expression channel for
realistic gents.

The study focused on only two of Ekman’s six basic emotions. Future experiments
should consider the other four emotions. The short duration of the stimuli animations
may have affected the participants ability to perceive the characters’ emotions in all
conditions. Future research should use animation sequences of longer duration and with
two or more characters interacting with each other.

A substantial bodyof researchhas examined the role of voice for recognizingpeople’s
emotions, however, to our knowledge, no studies have attempted to examine the role
of vocal versus facial cues for identifying the affective states of animated agents. To
advance knowledge in this area, there is a need for experimental research studies that
systematically investigate the extent to which specific affective channels contribute to
enhance the perception of animated characters’ emotions. The study reported in the paper
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is a small step in this direction. Studies like this not only have important implications
for research, but also for practice. They can provide useful guidelines for animators
and instructional designers for enhancing the appeal and emotional impact of animated
characters and, possibly, the educational effectiveness of animated pedagogical agents.
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