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Abstract

Creating engaging interactive story-based experiences dy-
namically responding to individual player choices poses sig-
nificant challenges for narrative-centered games. Recent ad-
vances in pre-trained large language models (LLMs) have
the potential to revolutionize procedural content generation
for narrative-centered games. Historically, interactive narra-
tive generation has specified pivotal events in the storyline,
often utilizing planning-based approaches toward achieving
narrative coherence and maintaining the story arc. However,
manual authorship is typically used to create detail and vari-
ety in non-player character (NPC) interaction to specify and
instantiate plot events. This paper proposes SCENECRAFT,
a narrative scene generation framework that automates NPC
interaction crucial to unfolding plot events. SCENECRAFT in-
terprets natural language instructions about scene objectives,
NPC traits, location, and narrative variations. It then employs
large language models to generate game scenes aligned with
authorial intent. It generates branching conversation paths
that adapt to player choices while adhering to the author’s
interaction goals. LLMs generate interaction scripts, seman-
tically extract character emotions and gestures to align with
the script, and convert dialogues into a game scripting lan-
guage. The generated script can then be played utilizing an
existing narrative-centered game framework. Through empir-
ical evaluation using automated and human assessments, we
demonstrate SCENECRAFT’s effectiveness in creating narra-
tive experiences based on creativity, adaptability, and align-
ment with intended author instructions.

Introduction

The challenge of generating compelling, and adaptable nar-
ratives has long been a crucial component of interactive nar-
rative design (Riedl and Bulitko 2013). While early research
in narrative generation primarily focused on creating coher-
ent sequences of events, this approach often fails to produce
captivating stories (Martin et al. 2018; Kreminski, Wardrip-
Fruin, and Mateas 2020; Ramirez and Bulitko 2014). In edu-
cational games, designers strive to support learning by high-
lighting relevant facts during gameplay, and making learn-
ing an intrinsic part of the story (Naul and Liu 2020). Ad-
ditionally, as players become more familiar with a game,
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gameplay can become repetitive. Dynamic creation of sto-
ries around specific events becomes important for main-
taining player interest. Given these challenges, we propose
SCENECRAFT, a framework that leverages large language
models (LLMs) to transform high-level author descriptions
into playable episodes within a 3D virtual world, complete
with engaging non-player character dialogue, gesture, and
emotion. This approach simplifies how we create interac-
tive scenes featuring non-player characters (NPCs), thereby
streamlining scene authoring. SCENECRAFT is driven by
authorial intent (Riedl and Bulitko 2013) as a story sum-
mary that is transformed into a choose-your-own-adventure
style interaction that can play out in a 3D game environ-
ment. We use LLMs to generate narrative scenes for the out-
line provided by the author and semantically extract from the
generated narrative scene emotions and gestures to display
programmatically during NPC interactions.

Research in natural language processing (NLP) focus-
ing on story generation has surged in recent years, address-
ing various aspects, including content control, common-
sense knowledge use, understanding character actions, and
creativity (Alabdulkarim, Li, and Peng 2021). Recent ad-
vances in LLMs using transformer-based models have out-
performed many earlier models in generating short stories
and dialogues based on human-provided narrative outlines
(OpenAI 2023; Chowdhery et al. 2022; Bubeck et al. 2023).
In addition, LLMs have demonstrated remarkable profi-
ciency in tasks such as extracting semantic information, gen-
erating code based on abstract guidance, and identifying se-
mantic features like emotions when given directive prompts,
all without requiring specialized training (Liu et al. 2023). In
this paper, we leverage these specific capabilities of LLMs
to transform high-level outlines and instructions from an au-
thor into engaging and dynamic scripts for NPC interactions,
enriching the immersive experiences within digital games.

In a 3D narrative-centered game, the story progresses as
the player interacts with NPCs to advance the story arc.
Each interaction must be engaging and convey the neces-
sary information to the player to move the narrative for-
ward. We build an end-to-end framework that enables au-
thors to specify the topic of conversation, key issues to be ad-
dressed, NPCs’ background, NPCs’ appearance, scene loca-
tion, and potential story branching variations. From this in-
put, our framework generates the story and the correspond-
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ing dialogues that align with the author’s vision using LLMs.
Then, we extract emotions and gestures for NPCs corre-
sponding to each exchange, translating them into a compre-
hensive custom game script encompassing dialogue, emo-
tions, gestures, and story branches. For our narrative rep-
resentation, we use an Ink-like scripting language. The Ink
(https://www.inklestudios.com/ink) dialogue script is read
by the StoryLoom engine (Mott et al. 2019), which can read
the Ink script and render it as a playable Unity game episode.
This script leverages existing game assets to produce an in-
teractive game episode that can be played in a 3D virtual
environment. The key contributions of SCENECRAFT narra-
tive generation framework are the following:

• Simplifies transforming author natural language instruc-
tions into playable 3D virtual game episodes without
manual intervention.

• Provides authors the ability to control the generated con-
tent by allowing authors to specify various aspects such
as scene objectives (i.e., topics and context), NPC back-
ground and appearance, scene location, and narrative
variations.

• Extracts emotions and gestures from generated story acts
to improve the realism of NPC interaction, enhancing
player engagement.

We demonstrate the effectiveness and strengths of
SCENECRAFT through automated assessments and hu-
man participant evaluations.

Related Work
Story-driven games have long been a subject of interest in
the interactive narrative community. A substantial body of
research is dedicated to creating captivating storylines and
immersive experiences for players in interactive narrative-
centered games with varying degrees of success (Riedl and
Bulitko 2013; Riedl and Young 2010; Kreminski et al. 2020;
Stefnisson and Thue 2018). Interactive narrative-centered
games are virtual environments that aim to make the player
an integral part of an immersive story, where they have
bounded control over how the narrative proceeds.

One way to balance player agency and narrative control
is to have an experience manager (Riedl and Bulitko 2013)
that revises the narrative as events unfold to maintain the
storyline. Researchers have conducted multiple studies to
explore how experience managers can accommodate player
actions while ensuring the achievement of authorial goals
by framing it as an automated planning problem (Ramirez
and Bulitko 2014; Riedl and Young 2010). By represent-
ing interactive narratives as story graphs (Riedl and Young
2006), with nodes representing world states and edges repre-
senting causal transitions, experience managers can actively
track the narrative’s progress in the graph toward the autho-
rial goals. Narrative control is sometimes accomplished by
pruning (Ware et al. 2022) and other similar operations on
the graph. We use dialogue graphs in our system to track
branched interaction. In our generated script, each node of
the graph represents a dialogue utterance between the player
and an NPC and edges link the nodes to the corresponding
response utterance by another character in the scene.

Instead of top-down control of the narrative, researchers
have also designed games where the virtual agents co-create
by suggesting or executing actions in the environment. In-
teractions between players and AI agents or NPCs move the
plot forward. One approach involves sifting the generated
storyline to identify compelling event patterns (Kreminski
et al. 2020). Meanwhile, another strategy employs the player
modifying NPC goals as a part of gameplay (Oliver and
Mateas 2021). The use of AI as a co-author has typically
been in the mode of making suggestions to assist authors by
presenting possible actions or new goals based on the cur-
rent narrative state (Stefnisson and Thue 2018; Akoury et al.
2020; Kreminski et al. 2022; Martin, Harrison, and Riedl
2016). Our framework takes a different approach by trans-
posing the interaction model where the author provides sum-
marized intent, and by using LLMs, we generate the scene
interaction scripts. In their work, Calderwood et al. (2022)
fine-tuned a large language model on a data set of Twine sto-
ries to create a mixed initiative platform for authoring for a
text-based story game. In their work, Lin and Riedl (2021)
utilized high-level author context using language models for
automated story generation, our work diverges by employ-
ing the high-level author-provided context to craft interac-
tive dialogues for individual scenes.

Advances in deep neural networks and language models
have driven significant progress in the related area of auto-
mated text-based story generation. In prior versions of these
language models, there was a significant challenge in ex-
erting control over the produced content, ensuring the nar-
rative coherence aligned with common sense, and develop-
ing compelling characters that exhibit consistent behaviors
(Alabdulkarim, Li, and Peng 2021). Several systems have
been built to provide the neural network with high-level plot
points or events. In these models, the neural network fills in
the narrative gaps between events to successfully generate
coherent and interesting stories (Rashkin et al. 2020; Yao
et al. 2019; Wang, Durrett, and Erk 2020). The problem of
automatically generating stories has also been broken down
into event generation, followed by event-to-sentence gener-
ation as a two-stage process to improve coherence and plau-
sibility of generated stories (Ammanabrolu et al. 2020). Re-
cent advances in pretrained LLMs have shown great promise
for use by professional writers as co-authors for screenplays
and scripts (Mirowski et al. 2023).

A key aspect of engaging interactive narrative experiences
is the dialogue with virtual characters, which reinforces in-
game events and propels the narrative forward. AI has been
typically used as a planner and suggester for the next event
or action in writing scripts for interactive narrative games
(Stefnisson and Thue 2018; Akoury et al. 2020; Kreminski
et al. 2022; Martin, Harrison, and Riedl 2016). Martin et
al. (2016) created an AI tool that aids storytelling in open
worlds through interactive author feedback based on a story
graph. Stefnisson and Thule (2018) offer “Mimisbrunnur”,
an AI-assisted tool where human authors maintain control
over the story but receive AI suggestions. Kreminski et al.
(2022) present “Loose Ends,” a game providing dynamic
storytelling prompts for authors. Despite the AI-driven high-
level input, the intricate dialogue and interaction predomi-
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Figure 2: Examples of emote and gesture game assets.

Narrative Utterance Emote & Gesture Map

{“dialog”: “We have the
means to do it right here
in this lab.”,

{“emote”:“Happy”,
“scale”:0.7, “gesture”:
“HandHipEngaged” }

“emotion”:“Determined”}

Table 1: Emote and gesture mapping from narrative script to
game assets.

descriptive details about emotions or gestures. The authors
are asked to give a story prompt and one or more alternate
story prompts. Using LLMs, the Interactive Dialogue Gener-
ator generates multiple dialogue variations for each prompt
with utterances, emotions, and gestures (Figure 6). These di-
alogue scripts are used as input for subsequent modules, dis-
cussed below.

The Interactive Dialogue Generator converts author inputs
into interactive dialogues and is a crucial component facili-
tating authorial control. We evaluate its ability to accomplish
this translation through automated and human testing.

Emote and Gesture to Asset Mapper

Each NPC utterance is associated with a specific emotion
and gesture from a library of Unity assets. This collection
consists of a set of emotions that game characters can ex-
press. The intensity of the emotion can be controlled by a
factor on a scale from 0 to 1. The prefabricated assets also
consist of typical gestures that characters use to emphasize
their statements. The concept of emotion and gesture build-
ing blocks has proven effective in creating realistic NPCs
in previous research (Thiebaux et al. 2008). In our library
of assets, we currently support six emotes (happy, sad, an-
gry, disgusted, surprised, and fearful) and approximately 39
gestures, such as HandsOnHips, ChinPondering, and Head-
Scratching. Figure 2 illustrates emotions and gestures in our
asset library. The gestures involve hand and body move-

ments that loop with a pause between loops. The emotions
are primarily expressed through facial expressions.

We employ LLMs as semantic encoders in a zero-shot
classification to map the emotes and gestures for each scene
utterance to the most suitable option in our asset library. This
mapping is based on the name and description of the asset.
The system defaults to a neutral emote, and no gesture is ap-
plied when the LLM is uncertain about the mapping. Conse-
quently, each utterance is assigned a corresponding emote
and gesture asset, which is presented along with the dia-
logue allowing for a realistic rendering of the NPC within
the game. Table 1 shows an example of mapping from the
scene script to assigned emotions and gestures. In this case,
the feeling of ‘determined’ is mapped to a gesture of Hand-
HipEngaged and an emotion of ‘Happy’ with an intensity
scale of 0.7. The third block of Figure 3 shows a character
Elise, displaying emote and gestures corresponding to being
upset over farm run-off affecting fish health in the river.

Branched Dialogue Graph Generator

The current generation of LLMs has been trained exten-
sively on computer programs. When prompted appropri-
ately, they have effectively translated natural language de-
scriptions into code in many prevalent programming lan-
guages (Chen et al. 2021). We use this capability to represent
the scene dialogue generated in the interactive dialogue gen-
erator as a Python object. The Python representation is a list
of utterances, where each utterance is a Python dictionary
with character, emotion, gesture, and dialogue content. The
emotion and gesture values in the story graph nodes are from
the interactive dialogue generator. We then map these values
to corresponding game assets with the help of the“Emote
and Gesture to Asset Mapper” discussed in the prior section.
Dialogue sequences as Python objects are produced individ-
ually for every story prompt and alternate prompt supplied
by the author. These multiple Python lists are combined to
form the story graph.

A typical representation of a branching narrative uses a
story graph representation (Riedl and Young 2006). The
scene is represented as a directed graph, with each dialog
utterance represented by a node and each arc corresponding
to the next utterance. A path through the graph represents
an unfolding conversation between the player and the NPC.
The nodes with multiple edges coming out of them indicate
a choice to control the progression of the conversation. Fig-
ure 4 shows an example of a branched dialogue graph. We
generate such a graph from the conversation variants gener-
ated by the Interactive Narrative Generator. All occurrences
of a character speaking a specific sentence in multiple vari-
ants are represented in a single node. The story graph is used
as the basis to generate the scene script for StoryLoom.

Script to Game Engine

We employ a rapid prototyping tool based on the StoryLoom
Architecture (Mott et al. 2019). This tool utilizes a text-
based representation of the interactive narrative to script in-
game interactions. The script-to-game engine relies on two
types of assets: game world assets and narrative script as-
sets. The game world assets are the building blocks phys-
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Figure 3: Screenshots from game episodes generated by SCENECRAFT.

ically rendered in the game and correspond to entities the
player interacts with. Examples of game world assets are lo-
cations, characters, and props. Narrative assets consist of di-
alogue scripts and beat sheets that capture the interactions
between the player and the game world assets. The dialogue
scripts represent the conversations, narrations, and branch-
ing choices presented to the player. The beat sheet describes
the overall story and the key events and triggers when the
player reaches a location, interacts with a prop, or starts a
conversation with a character. A beat event or trigger rep-
resents a moment in the game narrative where something
changes in the story. The idea is that the player is allowed the
freedom to move around in the game, and when they inter-
act with one of the trigger points specified in the beat sheet
and if the conditions are met, an interaction is triggered. In
our StoryLoom, the beat sheet is a spreadsheet identifying
the character or prop that triggers a dialogue script, mapping
to the dialogue script, and some rules regarding the trigger.
Figure 5 represents a high-level architecture overview of the
script to the game engine. The narrative progression during
gameplay relies on dialogue scripts and beat sheets, which
serve as the core components of each narrative episode. In
StoryLoom, the creation of these scripts and beat sheets is a
product of two integrated elements: The first is the ‘Branch-
ing Dialogue Graph Generator’, which crafts a story graph to
map out potential dialogue paths. The second is the ‘Emote
and Gesture to Asset Mapper’, which scans the narrative and
identifies the necessary game assets (like characters’ emo-
tions or gestures) for each line of dialogue. Together, they
generate the StoryLoom dialogue scripts and beat sheets.

The dialogue is scripted using a language that extends
Ink (https://www.inklestudios.com/ink), a narrative script-
ing language for games. We have extensively modified the
Ink scripting language. Our modified Ink version preserves
its original capabilities for representing narrative dialogues
and branching narratives. Additionally, it allows us to ini-
tiate Unity game engine-specific actions such as spawn-
ing characters and props, controlling the camera, activat-
ing workbooks, adding conditional triggers on game objects,
and setting and modifying the game state, among other fea-
tures. The scene dialogue generated in the framework’s pre-
vious stages is converted into our custom Ink-like script and
beat sheet that can be played in the game engine. During
the conversion process, the scene location is established, and
all characters from the script are moved to their identified
spawn points, including both author-selected and auxiliary

characters introduced by the generated script. The location,
characters, emotes, and gestures are built on prefabricated
game world assets. The conversion process establishes the
beat sheet, initiating the conversation when the player ap-
proaches and interacts with the appropriate character. Fi-
nally, Ink script choice points and dialog path flow are set
up. The Ink script is set up such that when a player decides
on a conversation alternative, all the choices made by the
player are remembered in the game state, and the dialogue
responds to the choice as the conversation proceeds. The cor-
responding emote and gesture are triggered in the Ink script
just before an NPC renders a dialogue. Figure 3 shows a se-
quence of screenshots from the generated game episode.

SCENECRAFT Implementation

Given the author’s prompts, SCENECRAFT operates as fol-
lows. Figure 6(a) shows the author’s initial input context ob-
tained by the framework. It is based on the input provided by
the author through the author’s intent workbook. The cap-
tured details include information about all the NPC (non-
player) characters and the character played by the user, along
with information about the location, possible spawn points,
story prompt, and possible variants. The framework identi-
fies the spawn points and scene location as assets available
in the game. The details from the author’s intent are sub-
sequently used in LLM prompts that are used to generate a
scene script realized in the Unity game. Figure 6(b) shows
the prompts used in sequence to translate the author’s input
into the scene script.

SCENECRAFT translates the author’s input into a
dialogue-driven scene, including dialogue flows for all vari-
ants. It then converts the generated scene script into a Python
object that the subsequent framework modules can easily
consume. It also uses the LLM to identify specific emo-
tions and gestures corresponding to each dialogue. Figure
6(b) shows the emotion prompt; the gestures prompt is simi-
lar and not shown here due to space constraints. The LLM is
also used to address Python compilation with the generated
Python script object. As the output from the LLM is stochas-
tic, it may sometimes be necessary to run these requests to
the LLM multiple times to generate a valid Python script ob-
ject. The terms in curly brackets on the first prompt in Figure
6(b): {location}, {scene}, {non player job} are elements
captured as part of the author intent. In subsequent prompts,
the variable {script} is the script generated in the previ-
ous interaction with LLM, and variables like {emote list}
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Figure 6: (a) Structured author’s input used for all subsequent generations. (b) LLM prompts to generate scene scripts.

Likert scale from 1 to 7. The participants generate up to 2-3
game episodes with different prompts and record their scores
for the questions. Each participant’s score for each question
is average across all their game plays. The data presented is
the average of all the participants’ scores.

These questions are based on the User Experience Ques-
tionnaire (UEQ) (Schrepp, Hinderks, and Thomaschewski
2017), a validated quantitative tool to measure psychome-
tric properties of a product user experience. The question-
naire was created by usability experts in 2005. The UEQ has
multiple versions with different sets of questions. We have
used a subset of questions that apply to our specific scenario
and map to the six usability measures described by UEQ:
Attractiveness, Perspicuity, Efficiency, Dependability, Stim-
ulation, and Novelty.

• How would you rate the ease of generating new narra-
tives using the tool (Ease of Use)? From ‘Complicated’
to ‘Easy’. SCENECRAFT’s ultimate objective is to sim-
plify the process of scene generation. By assessing ease
of use, we can determine if SCENECRAFT successfully
lowers the barrier to entry and allows writers and de-
signers to generate narratives efficiently and intuitively.
This question addresses UEQ measure to gauge how easy
the framework is to learn and use (‘Perspicuity’) and if
the users can accomplish their tasks efficiently (‘Effi-
ciency’).

• How engaging and unexpected did you find the gener-
ated game (Creativity)? From ‘Dull’ to ‘Creative’. This
question evaluates SCENECRAFT’s ability for originality
and unexpectedness of the exchanges it creates. Based
on these scores, one can judge the extent to which
SCENECRAFT can break from conventional storytelling,
thereby creating unique player experiences. This ques-
tion validates that the framework fulfills the ‘Novelty’
criterion. It also addresses the fun aspect of the frame-
work (‘Stimulation’).

• To what extent did the interaction in the game accu-
rately represent and respond to your intent (Adaptabil-
ity)? From ‘Unsatisfactory’ to ‘Satisfactory’. As the au-
thors specify their intent at the beginning of the process
to initiate the generation of the scene, this question aims

to assess the control authors perceive when using the tool.
This question validates if the designer feels in control of
the interaction (‘Dependability’).

• How would you evaluate the game’s characters and sto-
ryline in terms of their believability, coherence, and
engagement (Dependability)? From ‘Not Interesting’
to ‘Interesting’. SCENECRAFT, as part of its genera-
tion, writes dialogues and renders emotion and gestures
to characters to match the feeling of what the NPC
says. This question aims to apprehend if this feature of
SCENECRAFT was successful. This question validates
that the effects of their suggestions are as reflected in the
generation as expected (‘Dependability’).

• Overall, how pleased are you with the game generated
by the tool (Satisfying)? From “Not Satisfied” to “Sat-
isfied”. This general metric offers a holistic view of
SCENECRAFT’s performance. A satisfying experience
suggests SCENECRAFT meets expectations across all as-
pects of scene generation. This question validates that the
overall impression of the product is positive (‘Attractive-
ness’).

Results and Discussion

We showcase the ability of our framework to generate novel
game interactions aligned with the author’s intent. In the fol-
lowing sections, we validate these capabilities through auto-
mated and human evaluation.

Creativity

As described above, we use the ROUGE-L score to measure
the similarity between generated scripts. ROUGE-L is par-
ticularly useful as it accounts for the longest common sub-
sequence between two texts. ROUGE-L is typically used to
compare a generated text to a reference text, but we use it to
compare two generated texts.

Figure 7 displays the number of pairs corresponding to
each ROUGE-L value, comparing scripts that were gener-
ated from identical prompts with those generated from un-
related prompts. Our analysis reveals that, as anticipated,
the ROUGE-L scores for generated script pairs originating

92



Figure 7: ROUGE-L distribution for generated scripts from
the same and unrelated prompts.

from the same prompt were higher than those for the base-
line, which consisted of script pairs from different prompts.
This outcome confirms that scripts generated from the same
prompts exhibit greater similarity than unrelated prompt
pairs. However, we observed an interesting phenomenon
where several generated scripts from the same prompt were
as dissimilar as unrelated prompt pairs, as evidenced by the
overlap in the ROUGE-L score distributions.

Additionally, we noted a significantly higher variance in
the ROUGE-L distribution for same-prompt script pairs,
with the variance being nearly twice that of the baseline
unrelated-script pair distribution. This finding suggests that
while the generation process tends to produce more similar
scripts when given the same prompt, it also generates a wide
range of scripts with varying degrees of similarity. This vari-
ability in similarity indicates that the script generation capa-
bilities show significant variability and novelty. We use hu-
man evaluation, discussed below, to confirm these findings.

Alignment with Author Intent

We evaluate the alignment between the author’s intent and
the generated script by examining the semantic similarity
between the prompt and its corresponding generated script.
Given the substantial word count discrepancy between the
prompts and their generated scripts, we chose sentence em-
bedding similarity over the ROUGE metric for evaluation.
We expect a prompt to be most aligned with the script it gen-
erated and less aligned with unrelated scripts. Figure 8 illus-
trates the distribution of cosine similarity scores, indicating
a statistically significant difference (p-value = 2.6e-62) in
similarity distribution between the prompt and its generated
script compared to an unrelated script.

To further investigate whether specific utterances within
the script matched the author’s intent, we evaluated the sim-
ilarity between the author’s input and individual sentences in
the script, selecting the maximally similar sentence among
them. Figure 9 displays the corresponding similarity distri-
butions, revealing a pattern of very high similarity (median
>0.7) between sentences in the prompt and those in its gen-
erated script. Interestingly, the baseline comparison with an
unrelated script exhibits a bimodal distribution. This type

Figure 8: Cosine similarity between prompt string and gen-
erated script. Baseline (orange) corresponds to prompt string
compared with unrelated script.

of distribution may arise from the nature of the prompts
used to generate the evaluation scripts - specifically, two of
these prompts relate to sickness on the island (‘fishes falling
sick’ and ‘pandemic on the island’). These similarities in
theme could lead to overlapping sentences in scripts gener-
ated from these disparate prompts.

Our quantitative analysis clearly aligns the author’s intent
and the generated script. We corroborate these findings with
human evaluation.

Human Evaluation of SCENECRAFT

Human evaluators evaluated the ScreenCraft framework on
five questions corresponding to the following metrics: ‘Ease
of Use’, ‘Creative’, ‘Adaptable’, ‘Dependable’, and ‘Satisfy-
ing’. As described above, 9 participants assessed each met-
ric after generating game episodes based on 2-4 prompts.
As shown in Figure 10, SCENECRAFT received an average
score of 6.44 out of a maximum of 7 for ‘Ease of Use,’
demonstrating that participants found the framework user-
friendly and straightforward for generating game episodes.
The standard deviation was 0.53, showing a small spread in
the scores ranging from 6 to 7. For the ‘Creative’ metric,
SCENECRAFT received a mean score of 5.76. Even though
the score is relatively high, there is still potential for im-
provement. The standard deviation was 0.80, implying a
more diverse range of opinions. Scores ranged from 5 to 7
for the SCENECRAFT adaptability metric, with an average
of 6.22, indicating the users’ confidence in the reliability
and stability of the framework. On the ‘Dependable’ met-
ric, SCENECRAFT scored a high average of 6.06, signify-
ing users found the characters believable, coherent, and en-
gaging. The standard deviation was 0.77, again indicating a
larger spread, with scores ranging from 5 to 7. Lastly, when
asked to evaluate if the overall experience was satisfactory
SCENECRAFT received a high mean score of 6.19, showing
that users were satisfied with their overall experience, except
for a single outlier of 4.5. The outlier score was for a case
where the participant gave unrelated prompts for the main
story and alternates. Overall, it was noted that participants
with more extensive game development experience tended
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