


1. INTRODUCTION

The photocatalytic solar–to–chemical energy conversion presents an alternative route to the

generation of clean, renewable, and environmentally friendly fuels and chemical feedstocks. A

photocatalytic process involves the absorption of sunlight by a photocatalytic material to generate

electron–hole pairs. Unbound electron–hole pairs that diffuse to the surface of semiconducting

photocatalytic materials can facilitate chemical reactions such as splitting of Earth-abundant water

to hydrogen gas and oxygen gas. A photocatalytic material can also be used to convert pollutants

such as carbon dioxide to useful chemicals and fuels, like alkanes, alcohols, and aldehydes.

Since the discovery of the first photocatalytic material, TiO2, in 1972 by Fujishima &

Honda (1), hundreds of photocatalysts have been identified (2–21). However, numerous chal-

lenges remain in the practical application of photocatalysis for industrial-scale fuel and chemical

production. A techno-economic report by the Department of Energy (DOE) found 4–12% solar-

to-hydrogen efficiency of photoelectrochemical hydrogen production in 2011, and the ultimate

target of 25% remains unattained (22). The field of photocatalytic CO2 reduction is even less

well established. It is even more challenging to achieve high-efficiency solar-to-chemical energy

conversion due to multiple competing reduction products, among other reasons.

Numerous remediation methods such as novel catalyst morphology, doping, alloying, use of

cocatalysts, sacrificial agents, and promoters have been utilized successfully to improve the effi-

ciency and selectivity of photocatalysts up to the current levels (23–25). In order to take the next

leap in advancement of photocatalysis, there is a need for the discovery of photocatalysts that

simultaneously exhibit long-term durability, high efficiency, and high selectivity toward their re-

action products. A 2014 DOE report lists the discovery and development of a new generation of

high-efficiency, high-durability photocatalytic materials and devices as one of the fivemajor activi-

ties toward achieving their technical targets for competitive hydrogen production (22). In another

report from 2019 (26), the DOE underscores the importance of identifying and understanding

catalyst degradation pathways during CO2 reduction reactions (CO2RRs) that occur in widely

varying chemical environments, such as highly reducing conditions or extremely low or high pH.

Most recent review articles highlight the importance of considering the photoelectrochemical sta-

bility of photocatalysts and recommend that future research efforts should aim to develop catalysts

that are not only catalytically active and product-selective but also stable (27–34).

In the past century, materials discovery efforts have been largely trial and error based, but

recently, large-scale data-driven discovery ofmaterials has been undertaken by researchers, leading

to the discovery of hundreds of new materials (12–21). These data-driven discoveries have been

greatly accelerated due to the Materials Genome Initiative (MGI), launched in 2011, and the data

revolution (35). The MGI has led to the generation, curation, and dissemination of high-quality

computational as well as experimental data for materials structure and properties (36–43). It has

also led to the use of data informatics and machine learning (ML) for the discovery, design, and

optimization of catalysts.

In this article, we review recent advances in the data-driven discovery of photocatalyst mate-

rials, underscoring the importance of considering the durability and stability of catalysts under

operational conditions. Recent breakthroughs in the methods and technique development for the

assessment of electrochemical stability and their impact on the data-driven discovery of photo-

catalytic materials are discussed. Lastly, we discuss the future challenges and opportunities in the

discovery of durable photocatalysts.

2. PHOTOCATALYTIC ENERGY CONVERSION PROCESS

In a photocatalytic energy conversion process, solar energy is converted to chemical energy.

Incident sunlight of sufficient energy excites an electron across the optical band gap of a
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Figure 1

A schematic of the photocatalytic conversion of (a) water to hydrogen and oxygen gas (17) and (b) carbon dioxide to a number of
reduced products such as alcohols, alkanes, and aldehydes (16). At a neutral pH, the potential required for conversion to each product is
noted. Panel a adapted with permission from Reference 17, copyright 2015 American Chemical Society. Panel b adapted from
Reference 16 (CC BY 4.0). Abbreviations: CBM, conduction band minimum; VBM, valence band maximum.

semiconducting photocatalytic material and generates an exciton, an electron–hole pair bound

through Coulomb interaction. These excitons dissociate into free electron–hole pairs and diffuse

to the solid–water interface, which can then drive the reduction or oxidation process of interest

(e.g., in the water-splitting reaction or the CO2RR, as shown in Figure 1).

The photo-assisted splitting of Earth-abundant water leads to the production of “green”hydro-

gen gas. Hydrogen gas is a key twenty-first-century chemical—a clean fuel utilized in applications

ranging from the production of ammonia to the oil-refining process. In a photocatalytic water-

splitting reaction, the photoexcited electrons drive the hydrogen reduction reaction, generating

hydrogen (Equation 1), whereas the holes participate in the oxidation reaction to generate oxygen

(Equation 2) (17), as shown below:

2 H+
+ 2 e− → H2, E0

= 0.00 V, 1.

H2O + 2 H+
→

1

2
O2 + 2 H+, E0

= 1.23 V. 2.

Figure 1a shows a schematic of the water-splitting reaction enabled by a two-dimensional (2D)

material. The overall reaction is nonspontaneous and requires a free energy of 1.23 eV. Thus, the

band gap of photocatalysts must exceed this free energy of water splitting to show any activity.

Aside from the suitable band gap, an ideal water-splitting photocatalyst must also have stability in

water, the capability of capturing a significant fraction of solar energy, a conduction bandminimum

(CBM) energy higher than the reduction potential ofH+/H2, and a valence bandmaximum (VBM)

energy lower than the oxidation potential of H2O/O2. In addition, a low rate of backward reaction,

low exciton binding energies, and low electron–hole recombination rates can further improve

the efficiency of the photocatalytic water-splitting process. It is also desirable to use low-cost,

abundant, and environmentally friendly materials for economical solar hydrogen production.

Photocatalytic solar–to–chemical energy conversion has been applied predominantly to the

water-splitting reaction, but it has recently garnered attention for the reduction of carbon dioxide

to fuels and chemical feedstocks (44). CO2 is the primary greenhouse gas, accounting for 80%
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of the anthropogenic greenhouse gas emissions in the United States (45). The conversion of CO2

to fuels and feedstocks is an elegant solution to closing the carbon cycle when it is coupled with

the use of a renewable energy source, such as in the case of photocatalysis. In the CO2RR, the

photogenerated electrons react with carbon dioxide to generate products such as alcohols, alkanes,

and formic acid (46), as shown below:

CO2 + 2 H+
+ 2 e− → HCOOH, E = −0.61 V, 3.

CO2 + 2 H+
+ 2 e− → CO + H2O, E = −0.53 V, 4.

CO2 + 4 H+
+ 4 e− → CH2O + H2O, E = −0.48 V, 5.

CO2 + 6 H+
+ 6 e− → CH3OH + H2O, E = −0.38 V, 6.

CO2 + 8 H+
+ 8 e− → CH4 + 2 H2O, E = −0.24 V. 7.

Figure 1b shows a schematic of the photocatalytic reduction of carbon dioxide to various

reduction products. Like water-splitting photocatalysts, an ideal CO2RR photocatalyst must be

stable in aqueous media, as water is used as a source of H+. In addition, similar to the requirements

for water-splitting photocatalysts, an efficient CO2RR photocatalyst must be capable of capturing

a significant fraction of the solar energy, have a CBM higher in energy than the reduction poten-

tial, have low exciton binding energies, exhibit low electron–hole recombination rates, and exhibit

a low rate of backward reaction. In contrast to the water-splitting reaction, the CO2RR can result

in several competing products (Equations 3–7) or even the production of hydrogen gas. For an

economical carbon dioxide reduction, it is necessary to have a high selectivity to just one product

because the distillation of multiple products is expensive and energy consuming. Numerous ex-

perimental and theoretical studies have focused on exploring the large chemical space of materials

to identify promising photocatalysts on the basis of both their intrinsic materials properties—such

as thermodynamic stability, appropriate band gaps, and band edges—and their reaction-specific

properties—such as the Gibbs free energy of absorption of reaction intermediates on the pho-

tocatalyst surface and the lowest energy barrier paths for the reactions. In particular, predictive

modeling of structural, energetic, electronic, and surface properties has been possible through

first-principles simulations, which have significantly advanced in the past decade. The concur-

rent increase in computing power, the development of materials databases, and the application

of high-throughput simulation methods have allowed a data-driven approach to the discovery of

photocatalytic materials. Figure 2 shows an example of a data-driven approach to the discovery

of water-splitting photocatalysts. However, the long-term robustness of photocatalysts, i.e., their

electrochemical stability under operational conditions, has been far less addressed, partly owing

to the challenges associated with the theoretical modeling and experimental measurements of the

complex processes involved.

In the following section, Section 3, we highlight the necessity for assessing the robustness of

photocatalysts.We also present an overview of recent successes in the development of theoretical

methods for studying the robustness of photocatalysts, especially in a high-throughput manner.

3. ELECTROCHEMICAL STABILITY OF PHOTOCATALYSTS UNDER
OPERATIONAL CONDITIONS

The electrochemical stability of a photocatalyst directly impacts its long-term durability under

operational conditions. However, it is seldom evaluated in photocatalytic materials discovery

studies,mainly owing to the challenges associated with the description of the temperature, applied

potential, ionic concentration, and pH-dependent interactions at the solid–liquid interface of
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Figure 2

Jin et al. (47) performed a materials screening from 83,989 materials in the Materials Project database to
discover water-splitting photocatalysts. (a) Some 5,073 materials emerge through formula and stability
screens; of those, 169 materials satisfy the band gap and band edge position screens, and of those only 22
satisfy the effective mass screen. (b) In order to obtain higher-accuracy electronic and optical properties of
the screened 22 materials, they use DFT with a hybrid density functional, HSE06, and find that only 9
materials finally meet the band gap criteria. Abbreviation: DFT, density functional theory. Figure adapted
with permission from Reference 47, copyright 2019 American Chemical Society.
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the photocatalytic material’s surface. For instance, from Equation 2 we can see that the room-

temperature oxygen evolution reaction (OER) occurs in oxidizing conditions, 1.23 eV, meaning

most photocatalysts are prone to oxidation under these conditions. In contrast, the CO2RR occurs

in reducing conditions, below −0.5 eV, under which most materials tend to either hydrolyze to

their elemental forms or dissolve as aqueous ions (48). Furthermore, modeling and experiments

have shown that an acidic environment is more desirable for high-efficiency fuel-forming devices

but that most materials tend to aggressively corrode in acidic conditions (49).

In Sections 3.1 and 3.2, we briefly review the existing methods that can describe the physical

and chemical effects pertaining to the interaction of an aqueous electrolyte with a photocatalyst.

These methods vary considerably in level of detail, accuracy, computational expense, and utility

in data-driven materials discovery studies. In Section 3.3, we describe in detail one of the most

utilized methods for the data-driven discovery of robust (photo)catalysts.

3.1. Insights from Thermochemistry

Some thermochemistry models and principles can provide insight into the dissolution of materials

in aqueous media. For instance, generally, materials with larger cation and anion sizes and/or

small size differences remain stable in aqueous media (48). Also, multivalent materials tend to

have strong lattice energies in comparison to monovalent materials, which renders them more

likely to be stable in water in comparison to their monovalent counterparts (48). However, the

Gibbs free energy of dissolution of compounds is dependent not only on the lattice enthalpy but

also on hydration enthalpy, the entropy of dissolution, and the entropy of hydration (48). First-

principles quantum mechanical modeling can be used to estimate these quantities, albeit with

some assumptions and limitations. However, thermochemical models do not consider the effect

of potential and pH, severely limiting their applicability to catalytic processes.

3.2. First-Principles Implicit and Explicit Solvation Methods

First-principles modeling methods that explicitly consider the electronic structure alongside the

atomic structure of the complete electrochemical system—the material and the solvent—can be

highly accurate. However, an explicit quantum mechanical consideration of the solvent–solid

system is prohibitively time-consuming and resource-intensive. Several review articles (50, 51)

present an overview of the first-principles methods for the study of electrochemical systems,

underscoring the trade-offs among solvent description, the electric field description, and the

computational accuracy achievable by them. These methods can be broadly classified into three

categories: (a) explicit ab initio simulations in which both the solvent and the solid’s electronic

structure are computed, (b) implicit solvation models, where only the solid’s electronic struc-

ture is considered and the solvent is described by a continuum model or (c) hybrid models,

where quantum mechanical methods that consider the electronic structure are used together with

molecular-mechanics models that describe only the atomic structure. Figure 3 shows a schematic

of the methods in order of decreasing accuracy and computational time of the simulations, where

the fully explicit quantum calculation (highest accuracy, highest cost) corresponds to applying

an explicit quantum mechanical treatment of the aqueous solvent, and the fully implicit (low-

est accuracy, lowest cost) corresponds to modeling the solvent through an implicit polarizable

continuum model. The three categories of modeling techniques described above have been used

predominantly to study surface charged layers, surface energies, adsorption of molecules, reac-

tion mechanisms, or kinetics, but have found limited application in data-driven studies due to

their computational cost. There is a significant reduction in computational cost for implicit and
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Figure 3

(Left to right) Methods for the modeling of the liquid phase in the context of catalysis at solid–liquid
interfaces. The blue spheres denote the ionic species in the aqueous media, and the red and black spheres
denote CO2 molecules. The stick model denotes the water molecules, golden spheres denote the catalyst
material, and isosurfaces indicate the electronic density of states. The catalyst surface is described on a
quantum level throughout. The aqueous phase is described by fully explicit quantum mechanics ( far left), by
a force field or interatomic potential description (center left), only through their spatial distributions or
correlation functions (center right), and finally by a fully implicit polarizable continuum model ( far right).
Figure adapted with permission from Reference 50, copyright 2021 American Chemical Society.

hybrid methods in comparison to the explicit methods, due to the elimination of the quantum

mechanical treatment of the solvent, which also has very high configurational entropy. However,

hybrid and implicit methods are still computationally expensive and, thus, are not pragmatic for

any data-driven study.

3.3. Electrochemical Stability Maps

The data-driven discovery of robust materials has been most successfully treated by a first-

principles-based formalism developed recently by Singh et al. (52). Singh et al.’s formalism

combines first-principles simulation-computed energies to generate phase maps, called electro-

chemical stability maps (ESMs), in the Eh–pH space (i.e., plotted as a function of solution pH

and applied potential; 53). This methodology enables the evaluation of the relative Gibbs free

energy, 1Gpbx, of stable and metastable materials as a function of pH, potential, temperature, and

concentration of ionic species. Because the formalism relies on precomputed formation energies

that are readily available in materials databases, it is orders of magnitude faster than the implicit,

explicit, or hybrid solvation methods described in Section 3.2. This method is freely available on

theMaterials Project (MP) platform, in both a programmatic format and a web app, which enables

large-scale electrochemical analysis of thousands of materials.

Because this formalism is universally applicable to all materials, including alloys and amorphous

materials, it has been widely used for identifying robust materials for catalysis and photocatalysis.

In fact, since its development in 2017, numerous studies that perform data-driven discovery of

electrocatalysts (19, 27, 54–58) and photocatalysts (12, 16, 20, 21) have successfully employed this

method, and many review articles highlight its usefulness (27–29, 31, 32, 34).
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The instability landscape obtained from the ESMs provides a critical guide to environmen-

tal degradation management, as well as the design of metastable materials or protective films in

materials of all classes for aqueous media–based applications.

3.3.1. Electrochemical stability map methodology. In this subsection, we describe the ESM

formalism, with a particular emphasis on its applicability to data-driven catalyst discovery studies.

The ESMs of materials are based on the Eh–pH, or so-called Pourbaix diagrams, of the con-

stituent elements of that particular material (52). Pourbaix diagrams give a concise equilibrium

thermodynamics–based measure of the potential and pH ranges where the different multicompo-

nent oxidation states of materials exist (53). Although the Pourbaix diagrams of elemental systems

can be obtained using experiments (53), for multicomponent systems there exist an enormous

number of possible redox reactions, making the experimental mapping of Pourbaix diagrams

infeasible.

However, one can compute the Pourbaix diagram of amulticomponent system if all the possible

equilibrium redox reactions as well as the standard state reaction Gibbs free energy of each redox

reaction, 1rG
o, are known. For example, a binary M-X system in aqueous media can result in a

redox reaction such as

aM (s) + bX (s) + cH2O (l)→ MaXbOcHm
d (aq) + (2c − d )H+ + (2c − d +m) e−, 8.

where a, b, c, and d are the stoichiometric coefficients of M, X, O, and H, respectively, and m

is the charge on the aqueous species, MaXbOcHm
d , which can be positive, negative, or zero. The

number of competing redox reactions increases rapidly with the number of elements for which

the Pourbaix diagram is computed. At equilibrium, the Nernst equation can be used to relate the

cell potential, Eo, to the reaction Gibbs free energy, 1rG, for each possible redox reaction. For

instance,

−ν F Eo
= 1r G = 1rG

o
+ RT lnQ = 1r G

o
+ RT ln

[

(aP )p · (aH+ )h

(aR )r · (aH2O )
w

]

, 9.

−ν F Eo
= 1r G

o
+ 2.303RT log

[

(aP )p

(aR )r · (aH2O )
w

]

− 2.303 hRT pH, 10.

where T is the temperature, F is the Faraday constant,R is the ideal gas constant, pH = −log(H+),

ν = (2c − d + m) is the number of electrons, arR = aaM(s).a
b
X (s) is the activity of the reactants, a

p
P =

aMaXbOcH
m
d
is the activity of the products, aw

H2O
= acH2O

is the activity of water, and ah
H+ = a(2c−d )

H+ is

the activity of hydrogen ions for the reaction in Equation 8.

In principle, identifying the redox reaction that minimizes the difference between the contri-

bution from the cell potential and the reaction Gibbs free energy, min (1rG+ ν FE0), is sufficient

to identify the range of pH and E where a particular solid or ionic species is stabilized over others

for a given temperature, concentration of ions, and stoichiometry of elements under considera-

tion. Persson et al. (59) combined density functional theory (DFT)–computed energies of solids

and the Gibbs energy of experimentally available ions and aqueous species (scaled appropriately)

to predict Pourbaix diagrams of n-component materials (n = 1 to ∞).

However, Pourbaix diagrams account only for materials that are at thermodynamic equilibrium

and, thus, provide no insight into the electrochemical stability of metastable materials, despite

metastable materials finding practical applications in many commercial applications and research

such as steels (60), ceramics (61), photocatalysis (17), and optoelectronics (62). Furthermore,

among the 29,902 unique bulk crystalline phases reported in the Inorganic Crystal Structure
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Database (ICSD) (63), the first-principles-based, zero-temperature MP database computations

predict that 50.5 ± 4% (15,097) of the experimentally synthesized structures are metastable

solid-state phases (64).

To understand the electrochemical response of metastable materials, Singh et al. expanded the

Pourbaix diagram formalism of Persson et al. to enable the evaluation of the Gibbs free energy,

1Gpbx, of metastable as well as stable materials with respect to Pourbaix stable phases as a function

of pH, potential, temperature, and concentration of aqueous species. An ESM of any material can

be generated through this formalism.

Figure 4a shows the ESM for a metastable triclinic FeVO4 phase computed for a temperature

of 300 K, where the color bar shows the 1Gpbx of FeVO4 superimposed on the Pourbaix diagram

for the Fe-V-O-H system. The figure shows that 1Gpbx is less than 0.5 eV/atom in a narrow

range of potentials, 0–1.5 V, in both acid and basic media. At higher potentials, the FeVO4 is

unstable with respect to the Pourbaix stable species (noted in the domains on the diagram) by

more than 1 eV/atom. The number of phases that coexist (two for FeVO4) in the domains of the

Pourbaix diagram and their molar fractions are determined on the basis of the stoichiometry of

the material for which the ESM is made, as well as the Gibbs phase rule. Thus, the ESM provides

not only a prediction of possible decomposition products at a particular pH and potential but

also a quantitative measure, 1Gpbx, for the propensity of materials to be stable in water, either by

inherent stability or through the development of a passivating film.

3.3.2. Quantitative predictions of electrochemical stability from electrochemical stability

maps. In order to obtain a quantitative estimate of 1Gpbx that can ensure that a material re-

mains stable, either by inherent stability or through the development of a passivating film, Singh

et al. compared the predicted 1Gpbx with the electrochemical behavior of materials reported in

the experimental literature. They found a clear correlation between the value of 1Gpbx and the

propensity of 20 materials [including GaP, Zn(FeO2)2, Si, WSe2, GaAs, Fe2O3, WO3, and TiO2]

reported in the experimental literature to be stable, passivated, or corroded.

Figure 4b shows the 1Gpbx of those 20 photoanode materials at 1.5 V versus reversible hy-

drogen electrode (RHE) at pH values where direct or indirect experimental measurements of

aqueous stability and/or surface film composition were available.Materials with 1Gpbx lower than

0.5 eV/atomwith respect to the Pourbaix stable phases have been reported to be stable against cor-

rosion if they were predicted to dissociate to at least one Pourbaix stable solid species (Figure 4b).

Although some of the materials were inherently stable, some were stabilized by forming a surface

film of a more stable solid. The experimentally inferred compositions of these films was in excel-

lent agreement with those predicted by the ESMs (52). In Figure 4b, materials with 1Gpbx higher

than 5.5 eV/atom are predicted to have Pourbaix stable phases as only ionic species and, hence,

are expected to corrode, in perfect agreement with existing experimental literature.

In addition to comparing with the experimental data available in the literature, Singh et al.

grew a metastable triclinic FeVO4 phase to make a direct comparison with the ESMs. Their ex-

perimental measurements via X-ray fluorescence (XRF) (Figure 4c), X-ray diffraction (XRD),

and X-ray photoelectron spectroscopy (XPS) showed that the electrochemical response of FeVO4

(Figure 4d) was in excellent agreement with the computational predictions with respect to both

the stability and the composition of the self-passivated layers, as applicable.

Thus, it can be surmised that the ESMs provide a quantitative estimate of the electrochemical

stability of materials and can also be used to identify conditions under which arbitrary materials

could be stable, corrode, or form passivation layers, along with their respective compositions.

3.3.3. Experimental validation of electrochemical stability map formalism. Experimental

studies have utilized the ESM formalism to gain insight into the stability of catalysts and the
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Figure 4

(a) Computationally predicted Pourbaix diagram of the Fe-V-O-H system. The Gibbs free energy, 1Gpbx, of the metastable triclinic
FeVO4 phase with respect to the Pourbaix stable phases is superimposed and represented by the color bar. (b) 1Gpbx of photoanode
materials at 1.5 V versus RHE at pH values corresponding to those in experimental reports. Materials that are expected to remain stable
or decompose to only solid species are shown as circles, those that decompose to solids as well as aqueous species are shown as triangles,
and those that are expected to dissociate to only aqueous species are shown as cross symbols. (c) XRF spectra for an FeVO4 sample
before and after 15 min of an electrochemical stability measurement at pH 2.9 under the potential of 0.4 V and 0.8 V versus RHE.
(d) (i) The apparent etching rate of Fe and V of the FeVO4 sample over 15 min of aqueous electrochemical operations at pH 2.9 as a
function of applied potential. The calculated stable species in the four pertinent voltage ranges, I–IV, are shown in background color.
(ii) A schematic of the morphology of FeVO4 in the presence of water under a steady-state flow of the majority ions through the
solid–liquid interface in regions I–IV, corresponding to the voltage ranges marked in subpanel i. Abbreviations: RHE, reversible
hydrogen electrode; XRF, X-ray fluorescence. Figure adapted with permission from Reference 52, copyright 2017 American Chemical
Society.

246 Singh • Gorelik • Biswas

A
n
n
u
. 
R

ev
. 
C

o
n
d
en

s.
 M

at
te

r 
P

h
y
s.

 2
0
2
3
.1

4
:2

3
7
-2

5
9
. 
D

o
w

n
lo

ad
ed

 f
ro

m
 w

w
w

.a
n
n
u
al

re
v
ie

w
s.

o
rg

 A
cc

es
s 

p
ro

v
id

ed
 b

y
 2

6
0
0
:8

8
0
0
:1

6
9
7
:3

c0
0
:8

0
4
7
:b

1
2
6
:5

3
5
8
:4

8
fd

 o
n
 1

1
/2

5
/2

3
. 
S

ee
 c

o
p
y
ri

g
h
t 

fo
r 

ap
p
ro

v
ed

 u
se

. 



composition of the potential passivating films that could be forming on catalysts (65–68). For

instance, Wygant et al. (66) generated ESMs using the MP database for a variety of Ni X-ides

(X = C, N, P, S, Se, and Te), OER catalysts that showed the speciation and stability of a selection

of different catalysts across a range of pHs and potentials. They found that chalcogenides were

generally much more stable than pnictides or carbides. However, all had a tendency to form oxide

passivating films.

Hubert et al. (67) explored several Ru-based pyrochlores (A2Ru2O7; A = Y, Nd, Gd, and Bi)

as OER catalysts. Ru-based OER catalysts show significant promise for efficient water electrol-

ysis, but rapid degradation poses a major challenge for commercial applications. They used in

situ experiments, ex situ experiments, and ESMs to gain insight into the activity and stability of

these pyrochlores under operational conditions. They thoroughly investigated the structure and

composition of the catalyst during catalytic activity measurements and after catalytic activity test-

ing. For instance, they were able to reliably quantify dissolution of >1% for the cationic species

in the electrolyte by using inductively coupled plasma mass spectrometry. They also used ex situ

XRD, scanning transmission electron microscopy (STEM)–energy dispersive X-ray spectroscopy,

STEM–annular dark field, high-resolution transmission electron microscopy, scanning electron

microscopy, Auger electron spectroscopy, and in situ X-ray absorption spectroscopy to character-

ize the catalyst surface.The ESMs from theMP database revealed that at OER-relevant potentials

(∼1.56 V versus RHE) in acidic conditions, the most stable states of the A-site species in the py-

rochlores are aqueous ions, indicating that these species are likely to dissolve in the electrolyte.

All of the A2Ru2O7 structures considered in their study exceeded the 1Gpbx empirical metastabil-

ity threshold of 0.5 eV/atom under acidic OER conditions. The ESMs corroborated all of their

experimental evidence of catalyst dissolution under acidic oxidizing conditions.

Stevens et al. (68) also did a rigorous study of electrocatalysts, focusing on their in situ charac-

terization. Their material of focus for the oxygen reduction reaction (ORR) was MoN. Materials

that contain light elements like N are known to be susceptible to both ex situ and in situ oxidation,

leading to challenges associated with ex situ characterization methods. Utilizing electrochemical

analysis, dissolution monitoring, and surface-sensitive X-ray techniques, they showed that under

moderate polarization (0.3–0.7 V versus RHE) there is local ligand distortion, O incorporation,

and amorphization of the MoN surface, without any changes in roughness. Furthermore, with a

controlled potential hold procedure, they showed that the surface changes concurrent with poten-

tial conditioning were stable under ORR-relevant potentials. They found that at higher potentials

(>0.8 V versus RHE), the films incorporated O, dissolved, and roughened, suggesting that in

higher-potential regimes, the performance enhancements were due to increased access to active

sites. They used ESMs to gain insight into the film stability and O incorporation as a function of

potential. In agreement with the experiments, the ESMs predicted O incorporation in MoN at

pH = 1 only at high potentials above ∼0.5 V.

These experimental studies illustrate the use of the ESMs in predicting and understanding

catalyst degradation and stability. They highlight the essential role that ex situ and in situ ex-

perimental characterization play in leveraging our understanding of surface dynamics to improve

performance and design of catalytically active sites.

4. REVIEW OF DATA-DRIVEN DISCOVERY OF MATERIALS
FOR PHOTOCATALYSIS

Recent advances in computing power, computational methods, and artificial intelligence have

enabled the large-scale data-driven discovery of materials for catalysis.While many intrinsic prop-

erties of materials, such as their thermodynamic stability, band gaps, and band edges, have long
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been considered in data-driven materials discoveries, the evaluation of robustness of the materials

under operational conditions has been addressed in data-driven studies only in the last 2–3 years.

In Section 4.1, we review the notable data-driven discovery efforts of photocatalytic materials. In

Section 4.2, we highlight the data-driven materials discovery studies that also take into

consideration the electrochemical stability of materials.

4.1. Photocatalyst Discovery Efforts That Do Not Consider
Robustness of Materials

Some notable work has been done in the past few years regarding computational, joint computa-

tional and experimental, and ML-enabled discovery of photocatalysts (12–16, 20, 21, 27, 69–74).

Some much earlier studies used high-throughput experimentation for the discovery of photo-

catalytic materials (75–77), but owing to the challenges associated with the time and cost of

experimentation, the number of materials studied merely by high-throughput experimentation

have been explored only within a limited phase space. In this section, we review the most notable

and recent data-driven studies pertaining to discovery of photocatalysts.

The majority of studies reviewed in Sections 4.1 and 4.2 employ DFT simulations to compute

the intrinsic properties of potential photocatalysts. DFT is a quantum mechanical method that is

used to investigate the ground-state electronic structure of atoms, molecules, and crystals (78). In

principle, DFT is an exact theory in which the total energy of a many-body interacting system is

written as a functional of the electron density.However, the exchange correlation,Exc,which is part

of the total energy functional, remains unknown and is approximated at various levels of accuracy

and complexity, such as through the local density approximation (LDA) or the generalized gradient

approximation (GGA) (78). Ground-state properties such as lattice parameters, surface energies,

and formation energies of materials can be predicted with high accuracy using DFT simulations.

Most often, in data-driven photocatalyst discovery studies, the DFT-computed formation en-

ergies of materials are used to assess the chemical stability of materials. Typically, the formation

energy of a material is defined as the enthalpy change for the formation of one mole of a com-

pound from its component elements. For example, let us consider the reaction Al2O3 → 2 Al +
3
2
O2. We find that the DFT-computed formation energy of this reaction is −1,675.7 kJ/mol (79).

Thus, 1,675.7 kJ of energy are released during the formation of 1 mole of Al2O3, making it more

stable than aluminum metal and oxygen gas.

Although DFT is highly successful in predicting ground-state properties, the material proper-

ties that are an outcome of electronic excitations above the ground state, such as the band gap, are

underestimated by the DFT method (78). The semiempirical DFT+U formalism provides a bet-

ter prediction of band gaps and even the formation energies of materials (80). Hybrid functionals

that include Hartree–Fock exchange in the Exc, such as HSE or B3LYP, predict band gaps more

accurately (81). Additionally, range-separated hybrid functionals like LRC-ω PBE and HSE06,

which consist of a mix of short-range density functional exchange and long-range Hartree–Fock

exchange, show further improvements in the accuracy of band gaps (82). Many-body perturba-

tion theory simulation methods within the GW approximation provide an alternative approach

to estimate band gaps and band edges of potential photocatalysts without the need for the ad-

justable parameters that are central to hybrid functionals (83). Although more predictive, the GW

simulations are more resource intensive and time-consuming and, thus, are utilized only in a few

data-driven photocatalyst discovery studies.

The band alignment of potential photocatalysts relative to the redox potentials of interest have

also been predicted using the aforementioned computational techniques with the supercell slab

method (16, 17). Similar to the estimation of band gaps, the accuracy and computational cost for

the prediction of the band alignments are dependent on the computational method employed in
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the study. Varying combinations of these methods as described above are therefore employed in

the studies of photocatalyst data-driven discovery.

In a joint experimental and computational data-driven discovery effort, starting with 70,150

materials, Xiong et al. (14) short-listed 71 potential hydrogen evolution reaction (HER) photo-

catalysts by calculating their DFT-computed chemical stability,DFT+U-computed band gap, and

DFT+U-computed band alignment. To avoid the computational requirement of large supercell

calculations, the authors used the band gap and geometricmean of theMulliken electronegativities

of the constituent elements (84) to calculate the band alignment. Figure 5a shows the photocat-

alyst selection criteria used in their work; they started from a stability criterion and ended with

phase purity evaluations using XRD,narrowing it to 11 candidates synthesized as single-phasema-

terials. Six of those materials showedHER activity, but four of them corroded (Ca2PbO4, Ba2PbO,

BaIn2O4, and BaCaFe4O8).

Yan et al. (13) also did a joint experimental and computational screening to discover

photocatalysts, but for OER. Their study was focused on the narrower phase space of the VO4

ternary vanadates.Out of 174 knownVO4-based ternary vanadates in theMP database, they found

through first-principles computations (DFT, DFT+U, and HSE) that only 34 materials satisfied

their stability, band gap, and band edge criteria. Using combinatorial sputtering, they were able to

grow 17 of them as high-purity materials. Some 15 of the synthesized vanadates exhibited OER

photocurrent density.

Employing a computation-based approach to the discovery of photocatalysts, Sawada &

Nakajima (18) performed a high-throughput computational screening of 29,160 perovskite

oxynitrides and oxides to discover water-splitting photocatalysts. By applying a DFT-based

thermodynamic-stability and a DFT- and HSE06-based electronic-properties screening pro-

cedure to the entire set of compounds, they identified 42 potential perovskite photocatalyst

candidates for visible-light water splitting, including 34 newly proposed perovskites. Similarly,

Castelli et al. (85) investigated up to 19,000 perovskite compounds using computations to discover

water-splitting photocatalysts.

Jin et al. (47) also performed a similar computation-based high-throughput screening, starting

from all the materials available in the MP database at that time (a total of 83,989). Again using

DFT-computed stability and DFT- and HSE06-computed electronic-property-based screening

criteria, they first narrowed their search down to 22 viable candidates; their screening process is

depicted inFigure 2a. For these remaining candidates, they employed higher-accuracyDFT band

gap calculations and finally identified nine materials that showed promise as water-splitting pho-

tocatalysts (structures shown in Figure 2b). For a comprehensive review of similar computations

or joint computation- and experiment-based photocatalyst discovery efforts, see References 17

and 33 and references within.

ML methods are increasingly utilized alongside computations and experiments to further ac-

celerate the discovery of photocatalysts. A wide range of ML-based regression and classification

algorithms are used in these studies, such as the random forest classification algorithm, support

vector regression, kernel ridge regression, and LASSO (least absolute shrinkage and selection op-

erator). The availability of these algorithms, data preprocessing routines, and model evaluation

algorithms in open-source Python libraries like scikit-learn have further accelerated the use of

ML in data-driven discovery studies (86, 87).

In a 2019 review article,Masood et al. (88) presented an overview of the different categories of

photocatalysis domain knowledge and proposed strategies for integrating that domain knowledge

into ML frameworks. They noted that computational materials databases are an excellent source

of first-principles-computed properties of materials. However, they also noted that an insufficient

volume of reliable experimental data, incomplete details in reported literature, inconsistencies
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Figure 5

(a) A schematic of the joint computational and experimental photocatalyst selection strategy used by Xiong et al. (14) for the discovery
of HER photocatalysts. Starting from 70,150 materials, they identified 11 potential photocatalysts, of which 6 showed appreciable
photocurrent densities. (b) A library of >1010AxA′

n−xByB
′
m−yOl materials was generated using ML models and screened for HER

catalysts based on screening for charge neutrality, stability, ionic radii similarity, and photocatalytic activities (69). Some 20 novel
nontoxic HER photocatalysts were predicted through this study. (c) An ML-based approach to the discovery of HER catalysts (70).
Abbreviations: DT, decision tree; ET, extra tree; GBR, gradient-boosting regression; HER, hydrogen evolution reaction; IC, ionic
character; LGB, light gradient boosting; LR, linear regression; ML, machine learning; RF, random forest; RFE, recursive feature
elimination; SHAP, Shapley additive explanation; XGB, extreme gradient boosting. Panel a adapted with permission from the Royal
Society of Chemistry from Reference 14; permission conveyed through Copyright Clearance Center, Inc. Panel b adapted from
Reference 69 (CC BY 4.0). Panel c adapted from Reference 70 (CC BY 4.0).
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in experimental measurement protocols, nonstandardized experimentation equipment, and chal-

lenges in acquiring new data (slow and expensive experiments and/or simulations) are the major

hindrances to the use of ML for photocatalytic materials discovery.

Significant effort is underway to meet these challenges, as can be observed in the photocatalyst

discovery-related articles published in the past year (15, 69–74). For instance, in a 2022 article,

Mazheika et al. (73) reported that they generated a data set of CO2 molecules adsorbed on 71

ternary and binary oxides, considering 141 surfaces. They applied a subgroup discovery algorithm

to identify subgroups with outstanding properties (the C–O bond length, charge at the adsorbed

CO2, adsorption-induced dipole moment, etc.) that dictate suitability for CO2 reduction. They

used RealKD (https://bitbucket.org/realKD/) code for identifying one or more distinct com-

binations of material features (genes) that promote CO2 activation. From these, they identified

CsNbO3, CsVO3, RbVO3, LaScO3, RbNbO3, and NaSbO3 as the most promising candidates for

CO2RR. Because CO2 occurs in highly reducing conditions in which materials tend to hydrolyze

to their elemental forms, it would be beneficial to assess the electrochemical stability of these

materials for future experimental studies.

In another study, 14 potential perovskite water-splitting photocatalysts were screened from

30,000 ABO3-type perovskite structures (71). Using ML models, the authors computed the ma-

terials screening criteria of structural stability, band gaps, conduction band energy, valence band

energy, and hydrogen production rate. The ML tools used were ExpMiner (data mining software

package) and OCPMDM (developed in-house) (89). They first built MLmodels from the known band

gap and hydrogen production rate ofABO3-type perovskite materials. The atomic parameters and

experimental conditions were regarded as the variables for the ML model constructions. Then,

30,000 virtual samples of ABO3-type perovskite structures were generated and filtered with the

target values predicted by the established ML models. They identified 14 new materials through

this approach. The average hydrogen production rate of these 14 perovskites was predicted to be

6.4% higher than the highest value in their training data set.

Mai et al. (69) utilized an experimental data set of 489 oxides to train regression models that

predict band gaps and another data set of 380 oxides to develop hydrogen evolution classifica-

tion models. They then created a library of more than 1010 compounds with the general formula

AxA
′
n−xByB

′
m−yOl, where (x > 0, x ≥ n − x, y > 0, y ≥ m − y, and l > 0). Figure 5b shows that,

after screening for charge neutrality, stability, and ionic radii similarity, they obtained a candidate

data set of 106 compounds. They predicted the photocatalytic activities of this candidate data set

using ML models. Using this work, promising photocatalysts predicted to have narrow bandgaps

and HER activity were identified, and 20 novel nontoxic examples were identified.

In similar work, an experimental data set of 204 spinel structures with a chemical formula

of AB2X4 (composed of 101 spinels from experimentally determined crystal structures and 103

spinels from DFT calculations) were used to train ML models (15). The models were then used

to generate 4,160 different possible spinel structures, and eight spinels with direct band gaps and

thermal stabilities at room temperature were screened out successfully.

Kumar& Singh (70) developed a database of 3,099 2Dmaterials consisting ofmetals connected

to six ligands in an octahedral geometry, termed the 2DO (octahedral 2Dmaterials) database.ML

models were then constructed using a combination of composition and chemical hardness–based

features to gain insights into the thermodynamic and overall stabilities of the materials.Figure 5c

shows theirML-based approach, which included feature ranking, selection of the best-performing

ML algorithm, and tuning of ML hyperparameters in order to predict target properties for their

screening. The most stable 2DO materials were further screened based on suitable band gaps

within the visible region and band alignments with respect to standard redox potentials using the
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GW method, resulting in 21 potential candidates. Furthermore, HfSe2 and ZrSe2 were found to

have high solar-to-hydrogen efficiencies, reaching their theoretical limits.

In another study, the authors used an existing database to build generative models for the dis-

covery of 2D photocatalysts for water splitting (72).Their generative models were used to produce

several new 2D materials, and their band gaps were predicted through graph neural networks,

whereas the band edge positions were computed via empirical correlations.

Thus, in the recent past, tremendous progress has been made in the integration of ML meth-

ods, computations, and experiments to enable large-scale data-driven discovery of photocatalysts.

Nonetheless, many of these studies have yet to consider the electrochemical stability of the

photocatalysts under operational conditions.

4.2. Photocatalyst Discovery Efforts That Consider Robustness of Materials

Just a handful of articles report the data-driven discovery of robust photocatalysts (12, 16, 20,

21, 27). However, many articles underscore the importance of determining the aqueous stabil-

ity of (photo)catalysts, including several review articles (27–34). For instance, in a 2020 review

article, Rajan et al. (28) noted that though the (photo)corrosion of photocatalysts has long been

examined experimentally, such aspects have been much less addressed in the theoretical literature.

Similarly, in another review article from 2020, Siahrostami et al. (27) highlighted the importance

of evaluating not only the activity but also the electrochemical stability in the screening of 2e−

water oxidation materials. The inclusion of electrochemical stability is similarly crucial in high-

throughput screening for photoanode materials, as Zhou et al. (29) underscored in their work

on combinatorial screening of solar fuel photoanodes, stating that one of the major challenges

in solar fuel photoanodes discovery is accounting for both catalytic activity and oxidative stabil-

ity. Stein & Gregoire (31) discussed how databases, including computational Pourbaix stability

databases, have increasingly become mainstays of data-driven research. Jain et al. (32) stated that

Pourbaix diagrams and ESMs provide opportunities for the high-throughput discovery of mate-

rials. Pan & Yan (33) noted that the thermodynamic stability of photocatalysts has been addressed

by constructing Pourbaix diagrams and ESMs but that there is a need for method development to

allow the high-throughput study of the kinetic processes during photocorrosion. Holby et al. (34)

stated that one major issue facing ORR photocatalysts is their insufficient long-term stability in

environments where the ORR takes place.

4.2.1. Discovery of robust photocatalysts. In a purely computational and theoretical approach

toward the discovery of photocatalysts, Singh et al. (16) performed a search for CO2RR photocat-

alysts, starting with 68,860 candidate materials. They identified 39 new photocatalytic materials

that fulfill metrics for synthesizability and corrosion resistance under the highly reducing con-

ditions (<−0.5 V versus RHE) needed for CO2 reduction and which also exhibit band gaps and

band edge energies suited for efficient solar energy conversion. The photocatalytic materials were

identified via a systematic search based on first-principles simulations of intrinsic properties of

the candidate materials, some available in public databases (DFT-based) and several computed

specifically for their search through computationally expensive simulations (HSE06-based).Their

computational strategy, shown in Figure 6a, minimized the number of computationally expensive

electronic structure simulations through a judicious screening of criteria (including thermody-

namic stability, band gaps, and aqueous stability), which can be queried from existing information

in databases (in their case, theMP database).Note that fewer than 5% of the semiconductors from

tier 2 make it through the tier 3 criteria of aqueous stability, 1Gpbx < 0.2 eV/atom, highlighting

that very few semiconductors are water-stable at the reducing conditions needed for CO2RR.The

39 materials identified included arsenides, tellurides, selenides, and oxides, representing a wide
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Figure 6

(a) The CO2RR photocatalyst materials selection criteria from Singh et al. (16). The number of materials
that satisfy the criterion are shown for each tier. Note that fewer than 5% of the semiconductors from tier 2
make it through tier 3, highlighting that very few semiconductors are water-stable at the reducing conditions
needed for CO2RR. (b) The screening tiers of the Shinde et al. (12) study, in which the authors used a joint
computational and experimental screening approach to discover photocatalysts for OER. Quantities for the
tiers marked in blue were determined from first-principles simulations, and those in yellow were from
experimental measurements. (c) (i) The 1Gpbx versus potential plot of various Mn-based oxides at pH = 0
(56) . (ii) The electrochemical stability map of Mn(SbO3)2. Panel a adapted from Reference 16 (CC BY 4.0).
Panel b adapted with permission from Reference 12, copyright 2017 American Chemical Society. Panel c
adapted with permission from Reference 56, copyright 2018 American Chemical Society. Abbreviations:
PVD, physical vapor deposition; SDC, scanning droplet cell; SHE, standard hydrogen electrode;
XRD, X-ray diffraction.

range of chemistries suited for extracting different CO2RR products. Biswas & Singh (90) fur-

ther down-selected six materials based on theGW computed optical properties of these materials,

taking excitonic effects into account via GW−BSE simulations.

Torrisi et al. (21) selected AlAs, AlSb, YbTe, ZnSe, ZnTe, GaSe, GaTe, and SiAs from the 39

photocatalysts that Singh et al. short-listed to identify monolayer counterparts of these materials

and assess their efficiency for CO2 reduction. They mapped these materials onto more than 200

prototype 2D materials structures available in the 2D materials database of Mounet et al. (91).

After identifying the thermodynamically stable monolayer candidates from these structures, they

verified the presence of visible-light band gaps, checked that band edges could support CO2RR,

determined exciton binding energies, and computed surface reactivity. They used DFT, HSE06,
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and GW methods for their study. They found visible-light absorption for SiAs, ZnTe, and ZnSe

monolayers and that, owing to a lack of binding, CO selectivity is possible. Thus, they suggested

SiAs, ZnTe, and ZnSe monolayers as targets for further investigation, expanding the chemical

space for CO2 photoreduction candidates.

Although computational and theoretical studies are able to perform data-driven discoveries of

photocatalysts that start from hundreds and thousands of candidate materials, it is significantly

more challenging to do so via experiments, as they are much more time-consuming and pro-

hibitively expensive. To overcome this challenge, in a combined experimental and computational

photocatalyst discovery effort, Shinde et al. (12) performed a discovery of Mn-based solar fuel

photoanodes by conducting high-throughput experiments on candidates that were short-listed

via thermodynamic stability, electronic structure calculations, and electrochemical stability mod-

eling. In their work, 338 X-Mn-O phases were selected from the MP database, where X is one

of the 25 elements that were chosen based on a number of criteria. They then down-selected

51 candidates based on their DFT-computed enthalpy, <80 meV/atom, and DFT+U band gap,

<3 eV (properties which are available in the MP). In addition, they performed higher-accuracy

DFT HSE band gap simulations and short-listed 48 candidates with band gaps 0.6–3.4 eV. Of

these 48, only 27 phases were found to be stable over a broad pH 0–14 window by calculat-

ing 1Gpbx at all 15 pH units in this range and requiring that the 1Gpbx be below 0.8 eV/atom

at a potential of 1.5 V. Figure 6b shows the screening tiers of this study, in which the quanti-

ties for tiers were determined from first-principles simulations and experimental measurements.

Through high-throughput experiments, they synthesizedmultiple thin film libraries of 12 of these

target phases with sufficient phase purity. They then did optical spectroscopy experiments and

photoelectrochemistry in various electrolytes and found five phases that exhibited activity for

OER.

In another combined experimental and computational photocatalyst discovery effort that

assessed the electrochemical stability of materials, Zhou et al. (20) carried out combinatorial

synthesis of 29 ternary vanadate and manganate oxides that had not previously been evaluated

as photoanodes either experimentally or computationally, finding that 15 of them demonstrated

visible-light response for oxygen evolution (20). Of those oxides, five were found to have photore-

sponses below 2.4 eV, including V2CoO6-trigonal and Y3Fe5O12, which were therefore identified

as the most promising photoanode materials from their search.

4.2.2. Discovery of robust electrocatalysts. In photocatalysis, solar energy is the source of

electrons, whereas in electrocatalysis, the electrons are available from an applied bias. However, in

both of these processes, a chemical reaction occurs on the catalyst surface with the aid of electrons.

As both processes are closely related, and also for the sake of completeness, in this section we

present a review of articles related to the data-driven discovery of robust electrocatalysts. The

consideration of the electrochemical stability of materials is more prominent in the data-driven

discovery of robust electrocatalysts (19, 27, 54–58, 92) than in that of photocatalysts.

Focusing on the Mn-Sb-O system in their discovery of acid-stable electrocatalyst materials

for OER, Zhou et al. (56) considered the Mn-rich rutile alloy structures as promising candidates.

They performed an in-depth experimental evaluation of not only their high catalytic activity but

also their electrochemical stability at pH < 3, which they based on guidance from the generated

ESMs [example map for Mn(SbO3)2 shown in Figure 6c, subpanel ii]. From the ESMs, they were

also able to construct plots of 1Gpbx versus potential of different Mn-based oxides at pH = 0 to

evaluate their aqueous stability compared to IrO2 (as shown in Figure 6c, subpanel i), seeing as the

current acid-stable OER systems use extremely expensive iridium oxide catalysts. Through their

work, they found theMn-Sb-Omaterials to be economical alternatives to iridium oxide. Although
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they found that their catalytic performance did not surpass that of IrO2, the Mn-Sb rutile oxide

alloys were predicted to exhibit higher robustness for OER in acidic conditions.

Jain et al. (19) also performed a study on the identification of acid-stable OER catalysts. They

computed the electrochemical stability of 2D materials for the ORR and OER at the low pH

value of 1. They tested the electrochemical stability of 11,000 2D materials that were available

through 2D materials databases using the ESM formalism of Singh et al. At a pH of 1 and oxidiz-

ing potentials of 0.9 and 1.5 V for ORR and OER, respectively, and a criterion of the predicted

1Gpbx < 0.2 eV/atom, only 130 and 69 materials were found to be potentially stable under the

strong oxidizing conditions of ORR and OER in the acidic medium, respectively.

In another high-throughput search for acid-stable catalysts, Wang et al. (58) explored the

aqueous stability of 47,814 nonbinary metal oxides under typical oxygen reduction and evolu-

tion reaction conditions and found that only 68 were likely acid-stable candidates for oxygen

electrocatalysts. These 68 materials had 1Gpbx < 0.5 eV/atom. They observed that Sb/Ti/

Sn/Ge/Mo/W-based oxides have a preference for being stable in strong acids. Gunasooriya &

Nørskov (57) then studied the adsorption of reaction intermediates and computed the surface ef-

fects on the Pourbaix diagrams for the unique surfaces of these ternary and quaternary materials

identified by Wang et al. Based on their study, they identified Co(SbO3)2, CoSbO4, Ni(SbO3)2,

Fe(SbO3)2, FeSbO4, FeAg(MoO4)2, MoWO6, and Ti(WO4)2 as promising materials for OER

performance.

In another work, Back et al. (92) performed a high-throughput computational data-driven

study for the discovery of acid-stable, cost-effective, and active catalysts for OER.They performed

first-principles-based high-throughput catalyst screening to discover OER-active and acid-stable

catalysts focusing on equimolar bimetallic oxide crystal structures that were formed from eight

crystal structure prototypes derived from IrOx and TiOx polymorphs and bimetallic combina-

tions of 26 transition-metal elements (2,600 in total). Based on the computational results on acid

stability and OER catalytic activity, they suggested a few Ir-based equimolar bimetallic oxides,

including CoIr, FeIr, and MoIr combinations, which satisfied all the target properties and are

predicted to outperform monometallic Ir oxides.

Back et al. (54) did another high-throughput computational screening to develop O2 reduction

catalysts for selective H2O2 production. They collected 3,569 binary alloys consisting of 48 ele-

ments from theMP database.They then short-listed 942 of these materials based on the condition

that they should have both inactive and active elements (Ag, Au, Hg, S, Tl, Se, Br, C, Cl, F, I, and

N) (54). Using the ESM formalism, they found that only 73 materials were stable with a 1Gpbx

of less than 0.5 eV/atom at three different pHs, i.e., U(V) = 0.7–0.0591 pH (pH = 0, 7, and 14)

values. They then computed the O∗ and OOH∗ adsorption energies on various low-index surfaces

of these materials and found that the surfaces of 22 materials had a low overpotential of 0.20 V

and selectivity to H2O2 generation of <0.85 eV.

Another study in which hundreds of candidate materials were screened on the basis of

first-principles-simulated intrinsic properties and their electrochemical stability was that by

Siahrostami et al. (27). They reduced a pool of 559 perovskite materials to 59 based on thermody-

namic descriptors of OH∗ and O∗ adsorption energies. By further applying the ESM formalism,

they additionally filtered their search down to 10 perovskite structures that were predicted to be

stable under 2e− water oxidation reaction conditions. None of the perovskites were predicted to

be stable under acid-harsh pH = 0 conditions.

In all of the studies reviewed in Section 4.2, we can clearly see that there is a significant reduc-

tion in the number of potential catalyst candidates upon determining the electrochemical stability

of the materials. This spotlights the importance of determining aqueous stability of materials in

the discovery of next-generation catalysts.
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5. FUTURE DIRECTIONS

The ESM formalism and Pourbaix diagrams have clearly enabled a new wave in the data-driven

discovery of robust photocatalysts in the recent past. Although validation with experiments shows

that ESMs are quite predictive and convenient to generate, they are only able to provide in-

sight into the initial and final states of a material under a given pH, potential, temperature, and

concentration of ionic species.

One major limitation of the ESM formalism is that it does not give any information about

the time evolution of the electrochemical process. Although ESMs can provide guidance for

the propensity of materials to corrode, passivate, or be inert, they are unable to provide time-

dependent properties like corrosion rate, passivating film growth rate, passivating film thickness,

and protectiveness of the passivating film. This is of great consequence in practical applications.

For instance, the ESMs may predict corrosion for a material under a certain condition, but it

is possible that the material will have unnoticeable surface corrosion due to very low corrosion

rates. Although first-principles methods, both implicit and explicit models, can be used to obtain

an accurate description of some of the processes that dictate the kinetics, such as reaction energy

barriers, these methods are not pragmatic enough to guide data-driven photocatalysts discoveries

owing to their high computational cost.

An alternative method to modeling the kinetics of corrosion and passivation in a computation-

ally tractable way could be to utilize first-principles-computed parameters in phenomenological

well-established kinetic theories (93), such as the Wagner theory, the Jost–Hard–Price model, the

point defect model, and the Gulbransen theory. The ESM formalism also lacks the description of

surface effects like the surface energy of the photocatalysts, surface defects, adsorption of species

present in the aqueous media, the interaction of the photogenerated electrons and holes with the

adsorbed and ionic species, and the recombination of the photogenerated electrons and holes.

Surface Pourbaix diagrams can be computed to take into account the effects from the surfaces

and adsorbate interaction energies, such as those computed by Hansen et al. (94) for Pt, Ag, and

Ni (111) surfaces. The larger-scale study of various surfaces, the various concentrations of adsor-

bates on these surfaces, and the different adsorption sites on the surfaces is certainly possible due

to the workflow codes developed in the recent past (95–97); however, there is still a need to cu-

rate these properties in a systematic manner in open-source databases to enable the discovery of

electrochemically robust photocatalysts.

The ESMs that can be generated using the MP website and/or code base utilize the ener-

gies of solids computed with the DFT method using the PAW-PBE (projector augmented wave

Perdew–Burke–Ernzerhof ) pseudopotentials and the DFT+Umethod for some of the transition

metal oxides. Wang et al. (98) have shown that using the strongly constrained and appropriately

normed (SCAN) functional instead can improve the accuracy of predicted aqueous stability in a

large number of cases of interest. In another study, Huang & Rondinelli (99) studied the effect of

magnetism and hybrid functionals on the improvements to the Pourbaix diagrams of Cr-, Mn-,

Fe-, Co-, and Ni-containing materials. In the future, the databases of energies computed from

various advanced functionals, such as the SCAN functional and hybrid functionals, could enable

the large-scale assessment of the functional-dependent electrochemical stability of materials.

There is also a need for thorough in situ and ex situ characterization of photocatalytic ma-

terials for the identification of corrosion mechanisms, development of next-generation theories

of corrosion and passivation, and design of functional passivating films for photocatalysis. The

experimental characterization of photocatalysts for signs of electrochemical degradation are usu-

ally inferred from reductions in photocurrent densities. However, a detailed in situ and ex situ

characterization is needed to understand the thermodynamics and kinetics of the photocorro-

sion processes. In recent work using an experimental data set of organic molecules that induced
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degradation of photocatalysts, Ayodele et al. (100) encoded features of the photocatalysts and the

organic molecules as an input to an artificial neural network (ANN).This ANN not only achieved

a very good prediction of the photocatalytic degradation rate constants by different photocatalysts

over a wide range of organic contaminants but also gave insight into the factors that influence the

photodegradation process. For example, the authors showed that the type of photocatalyst and its

size had a relatively high impact on its photodegradation performance, whereas the initial concen-

tration of the contaminants and the pH did not have as much influence on the photodegradation

performance. Thus, combined experimental and theoretical investigation of the surfaces of the

photocatalyst can provide much-needed advancement in photocorrosion control, improvement

in design, and enhancement of durability of the photocatalyst.

6. SUMMARY AND OUTLOOK

In this review article, we have presented the current state of progress in the data-driven discovery

of photocatalysts for solar–to–chemical energy conversion. We demonstrate that current studies

have employed quantummechanical simulations, atomistic simulations,ML, and high-throughput

experimentation to discover hundreds of photocatalysts that are catalytically active, efficient, and

selective. However, most of the data-driven discovery work does not consider the robustness of

the materials under electrochemical operational conditions. We review the current methods to

address the electrochemical stability of photocatalysts and highlight the significant progress in

the discovery of robust photocatalysts that was enabled through the ESMs formalism.We present

numerous future directions to further develop models and theories that can allow the discovery

of robust photocatalysts for solar–to–chemical energy conversion.
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