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The vertex function (I') within the Green’s function formalism encapsulates information about all higher-order electron-
electron interaction beyond those mediated by density fluctuations. Herein, we present an efficient approach that
embeds vertex corrections in the one-shot GW correlation self-energy for isolated and periodic systems. The vertex-
corrected self-energy is constructed through the proposed separation-propagation-recombination procedure: the elec-
tronic Hilbert space is separated into an active space and its orthogonal complement denoted as the “rest;” the active
component is propagated by a space-specific effective Hamiltonian different from the rest. The vertex corrections are
introduced by a rescaled time-dependent nonlocal exchange interaction. The direct I" correction to the self-energy is
further updated by adjusting the rescaling factor in a self-consistent post-processing cycle. Our embedding method is
tested mainly on donor-acceptor charge-transfer systems. The embedded vertex effects consistently and significantly
correct the quasiparticle energies of the gap-edge states. The fundamental gap is generally improved by 1-3 eV upon the
one-shot GW approximation. Furthermore, we provide an outlook for applications of (embedded) vertex corrections in

calculations of extended solids.

I. INTRODUCTION

Predicting optoelectronic properties of functional materi-
als hinges upon the availability of accurate and efficient first-
principles methods.!~® Particularly, excitation energies ob-
tained from electron structure calculations are directly re-
lated to the charge-transfer processes and optical transitions
in practical materials. This requires the ability to capture
excited-state properties, especially the nonlocal and dynam-
ical electron-electron interactions. Many-body perturbation
theory (MBPT) within the Green’s function formalism'%-1
provide a powerful tool for solving electron correlation prob-
lems. The GW approximation'?>~!6 assumes that the many-
body interactions (nonlocal and dynamical electron-electron
exchange and correlation) are represented by the exchange-
correlation self-energy: Yxc = iGW, which is a convolution
of the single-particle excitation propagator, i.e., Green’s func-
tion (G), and the screened Coulomb interaction (W). In prac-
tice, the correlation stems from nonlocal and time-dependent
charge density-density interactions. The GW method pro-
vides direct access to quasiparticle (QP) energies and has been
widely applied to molecular and condensed systems.!”-37 The
emerging stochastic GW approach®*~#0 further enables its ap-
plication to systems with up to thousands of electrons.*!~46 In
these approaches, the QP energy is obtained by applying the
Yxc as a perturbative correction to the mean-field eigenvalue,
typically computed using Kohn-Sham density functional the-
ory (KS-DFT). 4743

Although significant improvement upon the mean-field re-
sults has been achieved, the GW approximation suffers from
large errors in predicting QP energies of unoccupied states>?
and fails to capture the satellite peaks in the photoemis-
sion spectra.*>>" These failures can be attributed (at least
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in part) to the self-polarization error.’'> They are reme-

died by the inclusion of the vertex correction, which is com-
pletely neglected by the GW approximation. Only recently,
vertex-corrected methods have started to emerge in practical
calculations.’>7# The vertex corrections are applied to two
places of the Xxc: one enters the irreducible polarizability
in the W term; the other is a term explicitly included in the
expression of Yxc. Within the random phase approximation
(RPA), the W term is computed using the independent particle
picture, where P = —iGG (P denotes the polarizability). The
P computed by RPA neglects electron-hole ladder diagrams
and higher-order interactions for the W term. The vertex cor-
rection, I, to the polarizability amounts to P = —iGGT', which
is in principle an exact formulation for P. This leads to the so-
called GW'¢ approximation.®®7>7¢ The vertex function I en-
tering the Yxc leads to Xxc = iGW'T". Due to the intractabil-
ity of the full vertex function, low-order3->7-:60.63.64,69.71,77,78
and local vertex>*3%:62:63.67.76.79-81 355roximations are often
employed. The vertex correction to the W term is shown
to minimally improve the GW results for molecular ioniza-
tion potentials (IP).69 In contrast, electron affinity (EA) pre-
dictions are enhanced in several cases.%%65:68 Fundamentally,
the inclusion of vertex in the self-energy (i.e., the GW'T ap-
proach) successfully captures multi-quasiparticle interactions
and satellite peaks in molecular photoemission spectra of all
valence electrons,’>8? agreeing excellently with the adaptive
sampling (nearly full) configuration interaction approach.33-86

Despite the success of GW'*T in molecules, extending it to
condensed systems, e.g., solids or low-dimensional materials,
is still challenging. The polarizability evaluated with electron-
hole ladders can be paralleled with employing a Hamiltonian
with a nonlocal exchange interaction in the time-dependent
density functional theory (TDDFT) calculation. The spa-
tial nonlocality of the electron-electron interactions is (to
the lowest order) analogous to the Hartree-Fock (HF) ap-
proximation or the generalized Kohn-Sham (GKS) DFT. Fur-
thermore, this nonlocal exchange should be screened cor-



responding to the nonlocal correlation, which is especially
critical for semiconducting systems. A practical approach
is to use a statically screened exchange interaction in paral-
lel with the optimally-tuned GKS functionals.®’-°® This ap-
proach has been successfully used as the GW starting points
for molecules,29-32:33.35.64.97.98 51, the optimized GKS Hamil-
tonian often yields excellent optical spectra.’!-9%%% How-
ever, the optimal tuning of the range-separation parameter is
non-trivial for extended (periodic) systems.!%-193 In addition,
the optimally tuning process based on the Koopman’s!®* or
Janak’s!® theorem involves only frontier states. The result-
ing parametrization is not necessarily “optimal” for other elec-
tronic states (e.g., in the bottom valence region). For the non-
local vertex in extended systems, several attempts have been
explored to compute the exchange-correlation kernel, includ-
ing the use of ad hoc’® (e.g., HSE) or dielectric-dependent’®
hybrid functionals and the approximate bootstrap iteration.®!

To tackle the computational cost of including the nonlocal
vertex in large extended systems, we propose an efficient em-
bedding method that includes vertex corrections in the GoW,
correlation self-energy (here computed using stochastic sam-
pling). We use an active space projector*** to separate elec-
tronic states into two components: the active part and its or-
thogonal complement denoted as the “rest.” The active space
projector is composed of either canonical KS states or local-
ized orbitals that are energetically favored in optical transi-
tions. In this scheme, the electron-hole interactions are selec-
tively “turned on” for the active space. A space-specific effec-
tive Hamiltonian is constructed with a stochastically sampled
and rescaled time-dependent nonlocal exchange interaction.
The active space component is specifically propagated using
this effective Hamiltonian, while the evolution of the rest is
treated by a mean-field one. The recombination of these two
components produces the embedded states that enter the cor-
relation self-energy. Furthermore, we propose a simple self-
consistent post-processing cycle for rescaling the vertex con-
tribution.

The proposed embedding method is mainly tested on 7-
conjugated donor-acceptor systems with significant electron-
hole interactions. The investigated systems include isolated
small molecules and donor-acceptor dimers, one-dimensional
(1D) charge-transfer copolymer, and two-dimensional (2D)
donor-acceptor double layers. Different sizes and represen-
tations of the active space are also explored. The embedded
vertex corrections show consistent and non-trivial effects on
the computed QP energies. We find that the vertex correc-
tion to the polarizability is critical to avoid overbound unoc-
cupied states. The fundamental gaps are 1-3 eV greater than
the GoWp ones and hence improving upon the GoWj results.
More importantly and in contrast with previous findings, the
vertex corrections significantly affect the QP energies of the
occupied gap-edge states.

The following content contains three major parts: Section
II focuses on the theory and methodology; Section III presents
the computed charge excitation energies and the fundamental
gaps of various systems; Section IV summarizes the findings
and comments on possible further improvement.

II. THEORY AND METHODOLOGY

In this section, the concept of QP self-energy is revisited
and various forms of vertex-corrected self-energy are intro-
duced. Second, we demonstrate the definition and construc-
tion of an active space. Finally, the vertex-embedding scheme
is presented.

A. Quasiparticle Self-Energy

The QP Hamiltonian is written as
A% =T + Vex + £u1 + Exc (@), 0]

where T, Voy, and £y represent the kinetic energy operator,
external field potential, and classical Coulomb repulsion, re-
spectively. All nonlocal and dynamical particle interactions
are included in the frequency-dependent exchange-correlation
self-energy Sxc. Next, we separate the exchange and cor-
relation interactions into two individual terms and focus on
the correlation part. The perturbatively-corrected QP energy
reads

e = (9j|? — e +Ex +Ec(@=€2")]g)). @

Here, ¢; is an eigenstate of the KS-DFT Hamiltonian with
the corresponding eigenvalue 8}) and exchange-correlation po-
tential Vxc.. As a starting point, our DFT calculations em-
ploy the PBE functional.!?® Other starting points are also ap-
plicable but out of the scope of this work since we focus
on demonstrating the embedding scheme. The nonlocal ex-
change £x is equivalent to the Fock operator in the Hartree-
Fock approximation.'! The frequency-dependent correlation
self-energy ¢ () is obtained from the Fourier-transformed
time-dependent £¢ (¢), which is approximated and computed
by the stochastic methods.?34%-%% Only diagonal terms of the
self-energy are considered.

In the GW'T formalism, the temporally and spatially non-
local correlation self-energy (X¢) is derived from the deriva-
tive of the total self-energy (Xr1) with respect to the Green’s
function (G).%%7282 The total self-energy reads

Yr=Xu+Xx +ZXZc. 3)

Since the right-hand side (RHS) of Eq. (3) also contains the
X ¢ term, the correlation self-energy thus needs to be solved
self-consistently. Here, we expand the simplified approach
presented in previous work®®% where the variation of X¢ is
neglected. We derive the vertex (I') from a statically rescaled
nonlocal exchange interaction. Hence, the exchange and cor-
relation terms in Eq. (3) are combined as

Ix +Xc ~ Bix, 4

where 8 is simply a prefactor multiplied by the nonlocal ex-
change interaction. The rescaling factor 3, derived in sec-
tion II D, is similar to the state-dependent screened exchange
constant used in previous work.”’



Based on the approximation above (Eq. (4)), the vertex is
introduced in a greatly simplified way that preserves the spa-
tial nonlocality of I' (full derivation is provided in the sup-
plemental material). In the time-dependent formalism, it is
convenient to decompose the correlation self-energy into two
terms:

GoWie

(1) =X¢

GoWiT
z"C

8n(e), | +2L[8p(0),1]. ()

The first term on the RHS of Eq. (5) comes from the derivative
of the Hartree term (Xy) with respect to the Green’s function
(G), and it is a functional of the induced density én. This is
nothing else but the GoW/¢ self-energy representing the corre-
lation stemming from density-density interactions. Here, the
vertex correction is introduced to the W by applying a Hamil-
tonian with a time-dependent nonlocal exchange interaction in
the propagation process (see section II C). The second contri-

bution, Egﬁ , comes from the derivative of the rescaled nonlo-
cal exchange (BXx) with respect to the Green’s function (G).
In practice, it encodes the correlation due to density matrix
fluctuations is thus a functional of the induced density matrix
(0p). Since B is simply a prefactor, we extract it from the
derivative and have the following

s 18p(1),1] = BEX[8p(1),1], ©)

where ZEX is derived from a bare Xx in this work. In the
following sections, we use 'y to denote the vertex correction
to the W term (i.e., the polarizability) and the direct vertex
correction to the self-energy is denoted as either I'x or I'g
depending on the precise definition detailed below.

B. Electronic Active Space

In the real-time GoW; formalism, the induced density is
computed by the time-dependent Hartree (TDH) approxima-
tion, which corresponds to RPA. The TDH Hamiltonian does
not couple the electron-hole pairs. Upon excitation, electron
and hole states at low excitation energies are preferably popu-
lated and are expected to contribute predominantly to the po-
larizability. The gap-edge states, i.e., the highest occupied
molecular orbital (HOMO) and the lowest occupied molecu-
lar orbital (LUMO), are mostly responsible for electron-hole
pair formation captured by the ladders in vertex-corrected po-
larizability (detailed in the next section). For m-conjugated
molecules, the -7* transition is considered the governing el-
ement in the optical absorption spectrum. 7 and 7* bonds
thus represent another type of highly-populated electron-hole
states.

Here, we first identify the low-energy states (e.g.,
HOMO/LUMO or m/m*). An electronic active space is then
formed by these states based on their population (occupation)
during excitation, and we denote its orthogonal complement
as the “rest.” The active space is then treated differently from
the rest (see the next section).

Mathematically, the active space is defined by

Nact

P= 3 i) wil, (7

where P4 is a projector onto the active space, and Ny repre-
sents the number of projector states Y.

This work explores two different representations of y:
canonical KS eigenstates and localized orbitals. The first rep-
resentation straightforwardly chooses canonical eigenstates,
e.g., the HOMO and the LUMO, based on their mean-field
eigenvalues. In contrast, the localized basis allows the se-
lection of a specific type of chemical bonds, especially the
7 and * bonds mentioned above. We employ Pipek-Mezey
(PM) localized orbitals'?” because they easily separate the &
and 7 characters.!?”19% Analogously, for periodic systems,
the top valence band (TVB) and the bottom conduction band
(BCB) provide the gap-edge states, which can be represented
by either Bloch states (canonical eigenstates) or combinations
of Wannier functions. The regionally localized orbitals for
molecular systems are obtained using the sequential PM lo-
calization on the chosen molecules.!?. In the next section,
we demonstrate the embedding of vertex corrections using the
defined active space.

C. Embedded Vertex Corrections

This section demonstrates the embedded vertex corrections
in the correlation self-energy (Eq. (5)). In the GW approxi-
mation, the polarizability computed by RPA includes only the
electron-hole “bubble” diagrams but neglects higher-order in-
teractions. In the following, we go beyond the GW approxi-
mation and selectively turn on electron-hole interactions (ver-
tex in the polarizability) for the active space by applying a
space-specific effective Hamiltonian, which governs the real-
time dynamics mimicking the time-dependent solution to the
Bethe-Salpeter equation!!”

A1) = T+ Vo4 Zuln(0)] + S [p (). (8)
The rest of the electronic Hilbert space is instead treated by
A%(1) = T + Ve + Oxe + Sl (1)) )

Compared to the HO, the A contains a rescaled time-
dependent nonlocal exchange interaction, constituting the
lowest-order vertex correction to the polarizability. The co-
efficient « is another rescaling factor analogous to the screen-
ing factor. Similar to the 8 defined above, it is derived from
the expectation values of the underlying self-energy (see sec-
tion IID). The a factor represents the averaged rescaling be-
havior for the entire active space, while 3 is used for a specific
state.

In practice, the Hamiltonian separation is employed in
the real-time evolution of electronic states yielding the time-
dependent induced density dn(¢) and density matrix p(¢) in
Eq. (5). To make this approach efficient even for large sys-
tems, we employ the stochastic approach that samples these
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FIG. 1. Schematic representation of the separation-propagation-

recombination technique for the embedded time-evolved random
vectors. The separation and recombination steps are colored in blue
and the propagation step is colored in red.

two quantities using a set of random vectors instead of the
deterministic single-particle states. Technical details of the
stochastic formalism are provided in the supplemental mate-
rial. Here, we only emphasize the quantities that are directly
related to the embedding.

The time-dependent density n(¢) and density matrix p(7)
are sampled by a set of random states 7 (defined in Egs. (S28)
and (S34))

n(r,t) ={n*(r,t)n(r,1)}, (10)

and

p(l‘l,l‘z,t)Z{T[*(I‘Q,I)T’(I‘l,t)}. (11)

Here, the brackets {...} denote an average over the whole set
of random functions. The time-evolution of 1 gives n(¢) and
p(t), which produce the on(t) and dp(t) for Eq. (5). The
core procedure of vertex-embedding is to prepare n°™ by
the following separation-propagation-recombination (SPR)
treatment (Fig. 1).

Att =0, the random vector 7 is projected onto the occupied
subspace. The electron removal/addition rotates the 1 to the
full Hilbert space, i.e., it also represents electrons excited into
the unoccupied subspace. The component in the active space,
nA, of the perturbed 1 is obtained by projection following
Eq. (7)

Nact

M)y =P n) =Y (wiln)|w). (12)

l

The rest component N is then given by

"y =1n)—[n"). (13)

The two separated components are propagated using two dif-
ferent operators

() =0 (1) In?), (14)
and
In®()) =U"(1)In®). (15)

The two time-evolution operators above correspond to the two
forms of Hamiltonian in Eqgs. (8) and (9), which (adiabati-
cally) depend on the density (and density matrix) at time ¢

O (1) = e "1, (16)

and
OR(t) = ¢ 0] (17)

Finally, the embedded time-evolved random vector °™(z) is
given by recombining the two components

N0 (1)) = I (0) +In*(1)). (18)

The SPR scheme above is demonstrated in a two-
component case, and the extension to three or more compo-
nents is trivial. The three-component case, in which the ac-
tive space is further divided into the occupied and unoccupied
parts, is applied in this work as shown below. In practice,
the propagation in time is discretized. In each time step, the
separation treatment is repeated to ensure N(¢) and n¥(r)
are orthogonal before they are propagated. Please refer to
Eqgs. (S55)-(S57) in the supplemental material for more de-
tails.

The embedded vector n°™(¢) generates the embedded den-
sity n°™(¢) via Eq. (10) and density matrix p®™(¢) via
Eq. (11). Finally, the n°™(¢) and p®™P(¢) lead to the embed-
ded self-energy (Eq. (5)). The time-evolution behavior of n
is modified, but the total number of electronic states sampled
is conserved. And therefore, there is no double-counting error
in this embedding scheme.

The SPR procedure also applies to the random vectors that
sample the Green’s function Gy. In this case, the time evolu-
tion is simplified as Gy is the non-interacting propagator de-
pending on a static form of the Hamiltonian. More details are
provided in the “Embedded Vertex Correction” section of the
supplemental material.

D. Rescaling Factors

In the following, we comment on the working definition
of the two rescaling factors: B in Eq. (4) and « in Eq. (8).
In practice, they are derived simply as a fraction of the non-
local exchange interaction that mimics the expectation value
of the full exchange-correlation self-energy. In particular, we
first derive them from the GoW; approximation though; as
we show below, they can be generalized to a simple self-
consistent post-processing approach.

For a QP state ¢;, the initial rescaling factor [3]0 is given by

L y0 (o — 2OP
5o Ixjt+Xe(@=¢7")

/ X ’

19)

where Zx ; = (9;/Zx|¢;), and the correlation self-energy X is
an expectation value computed at the GoW, level. Note that
due to the definition of Xx in Eq. (2), the value of Xy is al-
ways negative throughout this work. The computed X, as
shown in the Results and Discussion section, can have either
the same or an opposite sign with/against Xx ;. In the same-
sign case, the derived f8; from Eq. (19) is greater than 1, and
we define this effect as correlation stabilization. The opposite-
sign case gives fB; < 1, which is instead defined as correlation
destabilization.
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FIG. 2. Schematic representation of the self-consistent a-GOW(S"FI;
correlation self-energy. The self-consistent cycle is colored in blue.

For the rescaling factor o (Eq. (8)) that represents the en-
tire active space, we first compute the ﬁio of each state y; in
Eq. (7) via Eq. (19). The « for the entire active space takes
the average value of Bl-os

1 Nact 0
a=-—3 B (20)
act ;—1

As shown in the Results and Discussion section, the states y;
within one active space have very similar character and con-
sistent rescaling behavior. It is thus sufficient to use a single
averaged o to describe the entire active space. From the cor-
relation self-energy perspective, the parameters & and 3 play
two different roles: the o representing an active space enters
the effective Hamiltonian in Eq. (8) that governs the time evo-
lution and determines the electron-hole coupling strength; the
Bj of a state ¢; in Eq. (2) rescales Lx and thus the ZEX term in
Eq. (6).

With the ¢ and [310 computed by GoWj, we solve the vertex-
corrected self-energy in Eq. (5). fB; acts as a factor only in

front of the ng (see Eq. (6)). We thus compute the ZEX (1)
only once and use it to update f3; through the self-consistent
cycle in Fig. 2

J
b
X

B (0= e2)

Bj 21

where Zé’l is the vertex-corrected correlation self-energy
using the prefactor [3]'-'_1 in Eq. (5). Note that this self-
consistency comes at a negligible computational cost as f3;
only rescales one (additive) component of the self-energy. In
principle, the factor o can also be updated self-consistently,
but this instead requires re-evaluating the time evolution. We
avoid this step for simplicity here.

In the remainder of this work, a—GOWé" denotes the correla-
tion self-energy with only I'yy correction; a-GoWéCFﬁo and o-
GOW(?T[;SC represent the correlation self-energy with both I'yy
and FB corrections, and the latter includes self-consistency in

Bj-

Ill.  RESULTS AND DISCUSSION

In the following sections, we demonstrate and test the per-
formance of the proposed methodology on selected practi-
cally important materials. Specifically, we focus on cal-
culating QP energies of the gap-edge states for molecules
and band-edge states for periodic systems. We choose to
study isolated and low-dimensional (1D and 2D) periodic
systems so that for each case we can determine the ab-
solute QP energy with respect to vacuum (in contrast, for
3D periodic systems only QP energy differences are mean-
ingful). Investigated systems include tetracyanoethylene
(TCNE) and tetracyanoquinodimethane (TCNQ) acceptors,
1,4-benzenediamine-TCNE (B-T) dimer, tetracene-Cgo (Tc-
C) dimer, poly-fluorene-benzothiadiazole (p-FBT) polymer,
and tetracene-Cgp (Tc-C) double layers. The structures of the
isolated molecules, molecular dimers and, polymer are pre-
pared or taken from Refs. 43,111,112. The double-layer sys-
tem is constructed by using the dimer geometry with the peri-
odic boundary conditions of the Cgg crystal.

For isolated systems, the active space is constructed by ei-
ther canonical frontier orbitals, i.e., the HOMO and LUMO,
or mt/m* bonds. For periodic systems, the active space is rep-
resented by either Bloch states or Wannier functions. The
stochastic GoWj and a-GOW(§C results are reported with <0.05
eV statistical errors. The statistical erros for the a-GoW;T'g
results are slightly larger (<0.07 eV) due to additional fluctua-
tions in sampling the induced density matrix. All the numeric
results in this work are supported by the graphical solutions on
the self-energy curves (see Figs. S7-S12 in the supplemental
material).

A. Single Acceptor Molecules

TCNE and TCNQ are ideal molecules to benchmark EA
predictions due to their strongly bound LUMO.064113 To test
the performance of our method on these two acceptors, we use
the m+7* active space. For TCNE, nine 7 bonds and nine *
bonds are identified from the PM localized orbitals (Fig. S1).
The computed rescaling factors o and the representative or-
bitals for the active occupied and unoccupied spaces are listed
in Fig. 3. The ratio ¥xc/Xx (o) is smaller than 1 for the
7 bonds but greater than 1 for the ©* bonds, i.e., the value
of X is positive for occupied states but negative for unoc-
cupied states. This illustrates the role of the correlation self-
energy component, which attenuates the nonlocal exchange
and destabilizes occupied states but leads to the energetic sta-
bilization of unoccupied states. The latter corresponds to the
apparent “strengthening” of the nonlocal exchange interac-
tion, and the « is counterintuitively greater than 1. These
rescaling factors & are used in the time evolution (Eq. (8)) for
the active space component. Note that this approach attempts
to include the correlation via rescaling the exchange interac-
tion Xx so that the QP energies are reproduced. Such an ap-
proach is undoubtedly a crude simplification, yet it enables
an efficient proof of principle calculations described here; we
comment on the shortcomings of this implementation in the



following.

The computed HOMO/LUMO energies and fundamental
gaps are summarized in Table I. Our GoWy QP energies agree
perfectly with previously reported results,%%* and the corre-
sponding HOMO/LUMO gap increases to 7.38 eV. When the
Iy is applied, the gap is further corrected by a-GoW/‘: the
HOMO energy is shifted down by ~0.6 eV, and the LUMO
energy is shifted up by ~1 eV. These corrections to IP and EA
are more significant than the comparable GoWy+SOSEX®0:64
approach (see Tables S7 and S8). And the corrected results
agree better with experiments,!!*!1> especially with the elec-
tron affinity. We note that the 2.30-eV result in Table I cited
from Ref. 115 represents the vertical EA,'!3 while the adia-
batic EA from experiments is ~3.16 eV.0013H6117 Qyp re.
sults are compared with the former since the QP energies cor-
respond to vertical charge excitations. The GoW, result highly
overestimates the EA by ~1.5 eV, and the inclusion of I'y
improves it by ~1 eV. In other words, the vertex correction to
the polarizability is providing a significant improvement. This
contrasts some previous observations,%8-:6 indicating that the
effect of I'y is not universal.

When Fﬁ is added, the HOMO level is stabilized by ~1
eV, and the f-self-consistency contributes another ~0.1 eV.
Further, the inclusion of Fﬁ shifts the LUMO level up to a
higher energy. However, the quantitative effect appears too
strong when using the rescaled nonlocal exchange approach:
when I'g is applied with 8 = 1, i.e., I'x, the LUMO energy
is strongly destabilized to —0.45 eV. The result worsens with
B > 1, as suggested by the oversimplified approach based on
the ratio of the self-energy expectation values. The nearly un-
bound value is incorrect and is against the acceptor nature of
TCNE and the experiment. The derived I'g from a simple
rescaled exchange interaction fails for the LUMO.

To further understand the Fﬁ contribution, we neglect the
rescaling effect by setting § = 1 and examine the real part of

the frequency-dependent ZEX. By varying the components of

the active space, we obtain several ng presented in Fig. 4,
from which we discuss the qualitative I'x effect on the QP en-
ergy. We emphasize that this self-energy represents the vertex

correction part to the self-energy only (ZGOW&LFX — ZGOW&L)
The total self-energy curves (Fig. S6) show dz‘” < 0 at the QP
energy, as indicated by the QP renormallzatlon.10 1" How-
ever, the individual components of the self-energy may not
satisfy this inequality.

In Fig. 4a, the dashed line indicates the (X-G()Wéc QP en-
ergy, which crosses the blue curve at a negative vertical co-
ordinate. This means the value of ng around the QP en-
ergy is negative. Given that 8 is positive, the negative ZEX
corresponds to the stabilization effect on the HOMO energy
of TCNE shown in Table I. When the 7 bonds are excluded
from the active space, this stabilization effect disappears as the
dashed line crosses the red curve at a positive vertical coordi-
nate. Furthermore, we assume the states in the full Hilbert
space can be propagated by the effective Hamiltonian with
a =1, i.e., no active space is constructed and the exchange
interaction is unscreened. As indicated by the black curve
in Fig. 4a, the stabilization effect is restored. The difference

TCNE TCNQ

* bond M Q}%{
a  L18(0.01)  1.16(0.01)
I G
@ 0.98(0.00) 0.98(0.01)

FIG. 3. Representative © and * bonds of the TCNE and TCNQ
molecules. The rescaling factor is averaged over 9 and 12 states for
the TCNE and TCNQ, respectively, with the standard deviations pro-
vided in parenthesis.

among the three ZEX suggests that the occupied states are re-
quired in the active space to cause the stabilization effect on
the QP energy.

Analogously, the crossing between the blue curve and the
dashed line in Fig. 4b indicates a positive value of ng, cor-
responding to the destabilization effect of I'x on the LUMO
energy. However, when the ©* bonds are excluded (the red
curve) from the active space, this destabilization effect van-
ishes. The expansion to the full Hilbert space (equivalent
to having no active space) recovers this destabilization effect
(black curve in Fig. 4b). In contrast with the HOMO case, the
unoccupied states are necessary in the active space for desta-
bilizing the LUMO energy.

The observations above imply that the I'x effect on the
HOMO energy depends mainly on the occupied (hole) states
that are “turned on” in the active space. On the other hand,
the I'x for the LUMO stems primarily from the unoccupied
(electron) states included in the active space. This delivers
an important message for the failure of simple rescaled I'x
correction to the LUMO QP energy. The static exchange Xx
is calculated using only the occupied (hole) states, while the
LUMO state (corresponding to an injected electron) interacts
mainly with the states above the Fermi level. The derived I'x
should be dynamically screened, and its fraction cannot be
trivially estimated based on the nonlocal exchange. In fact, to
reproduce the experimental value of —2.30 eV,!'> one would
need to set § = 0.2, which implies a substantial “exchange
reduction” compared to its bare strength. Nevertheless, elec-
trodynamic screening is apparently not delivering that. We
surmise that the culprit is in the restriction to only density
and density matrix interactions: it is likely that in small-scale
systems with relatively low electron density, other types of
explicit QP-QP interactions (i.e., classes of explicit two-body
scatterings that are neglected here) become more important.®?
This direction will be explored in the future.

For the TCNQ molecule, 12 @ and 12 ©* bonds consti-
tute the active space. The representative orbitals are shown
in Fig. 3, and the entire set of basis is provided in Fig. S1.
The computed rescaling factors for the occupied and unoc-
cupied states are consistent with the TCNE case. Compared
to the GoW, result, the inclusion of I'y (a-GoWéc) slightly

shifts the HOMO energy up, while the rescaled ng pulls the



TABLE I. HOMO/LUMO energies and fundamental gaps of the single TCNE and TCNQ molecules computed by various methods. All energy

values are in eV unit.

TCNE
DFT GoW, Ot—G()WéC (X—G()Wécrﬁ

TCNQ

Exp.! |DFT GoWy a-GoW}* a-GoW/Tg  Exp.!

HOMO -8.63 -11.15 -11.82
LUMO -5.85 -3.77 -2.73
Gap 276 738 9.9

-0.45%
10.18%/10.29¢

-12.91%/-13.023 -11.79]-7.78 -9.63 -9.46
230 |-6.27 -496 -3.59
949 | 151 4.66 5.86

-10.70%/-10.713 -9.61
-1.47% -2.80
7.11%/7.12°  6.81

I experimental results are reported as —IP and —EA and are taken from Refs. 114,115,118,119

2 ng term is rescaled by B°
3 ng term is rescaled by *¢
4 EEX term is rescaled by 1

5 gap is calculated by the HOMO with 8 and the LUMO taken from a-GoW*
6 gap is calculated by the HOMO with 8¢ and the LUMO taken from a-GoWje
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FIG. 4. Real parts of the Eg" calculated for the (a) HOMO and the (b)
LUMO using different active spaces. The black curve represents the
full Hilbert space, the red curve denotes the 7 or T only space, and
the blue curve is the w+ 7* active space. The dashed line indicates
the QP energy from the -G W/ results.

energy down by ~1 eV. Similar to the TCNE case, the GoWy
approach overestimates the EA by more than 2 eV (Table I).
The I'y correction in a-GoW/¢ improves it by ~1.4 eV, and
the remaining part is attributed to the I'x term. However, the
fraction of I'x is still not quantitatively determined through
the simple rescaling approach. The LUMO energy becomes
—1.47 eV with B = 1, which underestimates the EA by >1
eV. When using 8 = 0.2, the value (—3.22 eV) differs from
the experiment!!? (—2.80 eV), indicating the uniqueness of 8
in each system.

Given the challenge of determining the fraction of I'x for
the LUMO state, we do not seek to describe its effect on the
LUMO QP energy quantitatively. When referring to the fun-
damental gaps estimated with a—GOW(;“Fﬁ, we consider the
HOMO value from the a-G0W6CFB results and the LUMO en-
ergy from the a-GoW{° ones. Even though further exploration
on the type of explicit QP-QP couplings is warranted, the fun-
damental gaps of the two test systems are already improved
by more than 2 eV upon the GoW, ones and agree well with
the experiments, indicating the importance of the embedded
vertex corrections.

B. Donor-Acceptor Dimers

In the next step, we explore systems containing two
weakly bound donor-acceptor molecules, in which the ac-
tive space needs to account for the charge-transfer exci-
tation. Acene compounds and tetracyanoethylene (TCNE)
derivatives have been used in computations as charge-transfer
dimer models.”® 12120 In practice, acenes and Cg are popu-
lar donor-acceptor materials used in electronic devices.'?!-124
This section reports computational results for two donor-
acceptor combinations: 1,4-benzenediamine-TCNE (B-T)
dimer and tetracene-Cgy (Tc-C) dimer. Electron and hole
states participating in the charge-transfer process are chosen
for the active space. The simplest choice for the charge-
transfer active space is the construction from the HOMO and
LUMO states, constituting the minimal charge-transfer active
space. The orbitals and their rescaling factors are shown in
Fig. 5a. The nonlocal exchange is only slightly attenuated
for the HOMO, while significant exchange-strengthening is



observed for the LUMO state. The results are sensitive to
the precise amount of exchange rescaling: a 10% change in
the nonlocal exchange interaction corresponds to about 1 eV
change in energy due to the magnitude of ¥x. Therefore, the
correlation contribution is especially significant for the unoc-
cupied states.

To define an active space based on localized orbitals, we
use the regional orbital localization'® on the donor and ac-
ceptor for the occupied and unoccupied subspaces. Fig. 5b
presents one 7 bond on the donor and one 7* bond on the ac-
ceptor. In total, five 7 bonds and nine 7* bonds constitute the
charge-transfer active space (Fig. S2). This new construction
includes all 7 components on the donor and 7* components
on the acceptor, which can be considered an “augmented” ac-
tive space compared to the minimal one. The 7 and 7* bonds
(Fig. 5b) are visually more localized than the canonical or-
bitals (Fig. 5a), and these bonds are fundamentally equivalent
in terms of their atomic-orbital components. Indeed, the fac-
tor ¢ is averaged over the @ or #* bonds, and the standard
deviations are negligible. The values are also very close to the
ones in the minimal space (<0.05 difference).

The resulting HOMO/LUMO energies and fundamental
gaps are listed in Fig. 5c. The DFT (PBE) method, as ex-
pected, highly underestimates the gap. The GoW; gap in-
creases notably from 0.68 to 4.84 eV, as the HOMO and
LUMO energies are shifted respectively down and up in en-
ergy. The yellow region in Fig. 5c highlights the results using
the minimal active space. Compared to GoWp, a slight energy
destabilization is caused by the I'yy effect on the HOMO level.
In contrast, the inclusion of I'g strongly stabilizes the HOMO
level by ~1.4 eV. The self-consistency in 8 makes a slight
difference. The LUMO energy changes more than the HOMO
level upon the inclusion of I'yy; it is shifted up by ~0.4 eV.
The I'x contributes further destabilization (Fig. S9b), which
is consistent with our observations in the TCNE and TCNQ
cases. The resulting fundamental gap from a-GOWSCFB is
~1.8 eV greater than the GoW one.

When the active space is augmented (the cyan region), a
larger portion of the single-particle space is treated by the ef-
fective Hamiltonian. The changes caused by 'y to the QP
energies become much more noticeable. The HOMO en-
ergy with I'y is increased by ~1.2 eV compared to GoWjp.
Note that when the minimal active space is used, the change
is merely 0.07 eV. The following I'g counters this contribu-
tion and stabilizes the HOMO energy to —8.44 eV (with 8%)
and —8.64 eV (with °¢). The energy change from —7.17 eV
(GoWp) to —8.64 eV (a-GoWécl"ﬁ) agrees excellently with the
self-consistent field localized orbital scaling correction (SCF-
LOSC) approach!!? for this dimer system. The LUMO energy
with I'yy is also shifted up to —1.53 eV, rendering a 2-eV larger
gap (the red and purple bars in Fig. 5c) than the GoWj one.

Next, we apply the same active space construction strategy
to the Tc-C dimer. Similar to the B-T dimer, the minimal ac-
tive space consists of the HOMO and LUMO states (Fig. 6a),
which are localized respectively on the donor and the accep-
tor. The rescaling factors for these two states are both greater
than 1. Unlike the previous cases, the HOMO state exhibits
correlation stabilization, i.e., the QP energy decreases due to

both exchange and correlation interactions. However, this pic-
ture depends strongly on the active space definition: when the
space size is expanded to all 7 components, a more common
situation arises, in which the nonlocal exchange decreases the
QP energy while the correlation counterbalances that. The
factor o averaged over five = bonds becomes smaller than 1
with a negligible standard deviation. For the Cgg, the averaged
« is sampled by six 7* bonds using the geometric symmetry.
The standard deviation is merely 0.01, and the average value
(1.15) is thus sufficient to represent the entire set of 30 7*
bonds (see Fig. S3 in the supplemental material).

The computed energies of the Tc-C dimer are summarized
in Fig. 6c. When using the minimal active space (the yellow
region) in o-GoW/¢, the HOMO energy is hardly affected by
I'y, and the LUMO level is shifted up by 0.09 eV only. The
[y effect is found the same as in the B-T dimer: the HOMO
state is profoundly stabilized, resulting in a gap 1.5-eV larger
than the GoW, one; the self-consistency in § mildly affects
the gap by <0.2 eV.

The cyan region in Fig. 6¢ highlights the results using the
m+m* active space. The Tc-C dimer behaves consistently with
the B-T dimer when changing from the minimal active space
to the augmented one: the HOMO energy predicted by o-
GoW{* is significantly elevated by ~1.6 eV from GoW, due to
I'y; the LUMO energy increases by ~0.8 eV. The a-GoW;*
gap (the green bar in Fig. 6¢) is thus ~0.8 eV smaller than
the GoWy one. However, I'g contributes oppositely to the gap
by shifting the HOMO level down to —8.03 eV and —8.43 eV
(with self-consistent ). The I'x effect on the LUMO energy
behaves consistently with the previous systems (Fig. S10b).
In total, the fundamental gap of the Tc-C dimer is increased
by ~2.5 eV from the GyW, one.

To conclude from the donor-acceptor dimer studies, the em-
bedded vertex shows a clear and non-trivial dependence on the
active space size, significantly affecting the fundamental gap;
yet some important generalizations can be already deduced.
For the HOMO state, the minimal active space implementa-
tion of I'yy makes little difference (compared to GoW), while
the augmented space notably corrects the QP energies. The I'g
contribution is critical to generate quantitative predictions for
the HOMO QP energy. Compared to HOMO, the LUMO QP
energy exhibits a more pronounced dependence on the active
space size. In general, the vertex-corrected fundamental gaps
are more than 2 eV larger than the GoW; ones. Most impor-
tantly, the results of B-T dimer show a remarkable agreement
between the HOMO QP energies obtained with o-GoWjT" B
for the two very distinct definitions of the active space. Based
on this, it seems that when the vertex corrections are applied
consistently to both the W term and the self-energy, the de-
pendence on the active space definition diminishes. Further
investigation is necessary to clarify if this is a universal fea-
ture of the a-GoWj‘I'g approach.

C. p-FBT Polymer and Tc-C Double Layers

The embedded vertex corrections consistently and signif-
icantly change the QP energies of the small molecules and



(a) HOMO/LUMO O (¢) E(eV)
A Minimal Augmented
M Active Space Active Space
1.10 0.0 |-
3jgﬁ -1.0 |- -1.53 (@-Gy W)
-191(a-GW)  “E—a i
M 20 a2® T &
A ' I : : I -
aﬂs 0.99 3.0 1 o+ N
Y A
A7 e SBO L L i
(b) m/m* Bonds o S50 Fogs Y ek gke | 69
A
1.14 6.0 b 1) R
g0 o L
(0.02) 7.0 # 710 ) ! : !
SO RN T Ty
0.97 90 L -8.45 857 -8.44 m
b{;’d (0.01) BN DFT EEG,V, WEo-G,VS WH-GW{ Ty Wla-GW{ Ty

FIG. 5. Computational results of the B-T dimer: (a) HOMO (lower) and LUMO (upper) states constituting the minimal active space, and
their rescaling factors; (b) representative 7 (lower) and 7* (upper) bonds constituting the augmented active space, and their average rescaling
factors with standard deviations in parenthesis; (¢c) HOMO/LUMO energies and fundamental gaps computed by various methods. The yellow
and blue regions denote the two different active spaces.

(a) HOMO/LUMO (O (¢) E (ACV)
2 N Minimal Augmented
| Active Space Active Space
1.21 0.0
-1.0 |-
-1.79 (a-Go W)
2.0 s 235 (@G 4 A
S R R
1.04 3.0 I : ! Y YR :
) AT
085 3k 40 0
(b) o S0 RS L1 535 sa TR0 M g
60 o
1.15 5 %% Lo
(0.01) 70 |- i L
-8.0 - =i ﬁ :
0.98 o0l -8
(0.00) EEDFT EEG,/V, WEo-G,VS WRo-GW Ty Wlo-GW{ Ty

FIG. 6. Computational results of the Tc-C dimer: (a) HOMO (lower) and LUMO (upper) states constituting the minimal active space, and
their rescaling factors; (b) representative 7 (lower) and 7* (upper) bonds constituting the augmented active space, and their average rescaling
factors with standard deviations in parenthesis; (¢c) HOMO/LUMO energies and fundamental gaps computed by various methods. The yellow
and blue regions denote the two different active spaces.



molecular dimers investigated above. The embedding ap-
proach with two distinct active space selections is further ap-
plied to periodic systems, particularly 1D and 2D materials.
Poly-fluorene-benzothiadiazole (p-FBT) is a typical donor-
acceptor copolymer widely used in organic electronics.!>>127
Charge excitation energies and fundamental gaps of these
functional materials are crucial parameters in understanding
their opto-electronic properties. Furthermore, we extend the
Tc-C dimer in the previous section to a 2D double-layer
model, which is closer to the solid-state thin-film environ-
ment and represents a minimal surface model of an organic
heterojunction. For fair comparisons, The inter-layer dis-
tance takes the same value as that of the Tc-C dimer. Un-
like isolated molecules, the states form band structures, and
the active space is represented by energy bands. Note that for
these two periodic systems, we consider only the top valence
band (TVB) and bottom conduction band (BCB) for simplic-
ity when constructing the active space. Due to our real-space
implementation, the TVB or BCB is represented by a set of
(more than one) orbitals, which is equivalent to the k-point
sampling in the reciprocal space. We illustrate the method-
ology with two distinct representations: Bloch states and PM
Wannier functions. The latter is obtained by unitary trans-
forming the former. The orbital space is thus identical in di-
mensions, but the rescaling factors , in principle, differ and
lead to distinct effective Hamiltonians (Eq. (8)).

First, we exemplify the embedding scheme with the p-
FBT system. Fig. 7a shows a fraction of the polymer super-
cell, and in fact, eight repeated units are used for converging
the real-space calculations. On the plot of density-of-states
(Fig. 7a), the highlighted regions correspond to the TVB (red)
and BCB (blue) in the band structure. Due to the super-
cell size, eight canonical KS states are found in each band
with distinct crystal momentum within the first Brillouin zone,
forming the Bloch representation. Orbital localization gener-
ates eight Wannier functions.

Typical Bloch and Wannier states are shown in Fig. 7a, and
the entire set of orbitals is provided in Fig. S4. In the Bloch
representation, the TVB states are delocalized along the -
conjugated backbone, while the BCB states are localized on
the acceptor units. The factor & is averaged over eight states
with negligible standard deviations (0.01). For the TVB, the
« is slightly greater than 1, while the BCB one is much larger.
These results agree with the calculations for molecules in the
previous sections. In the Wannier basis, the functions are lo-
calized in each unit cell. Within the cell, the TVB Wannier
function is delocalized, while the BCB one is mainly local-
ized on the acceptor. Due to the translational symmetry, only
one Wannier function is needed to represent a band when com-
puting the factor «. Yet, all the eight Wannier functions are
needed for the active space projector (Eq. (7)). The o of Wan-
nier representation is very close to the Bloch one for the TVB
(1.00 versus 1.02) but not for the BCB (1.08 versus 1.26). In
the Wannier basis, the degree of exchange rescaling is less
dependent on the particular orbital type.

Fig. 7b summarizes the computed results for the va-
lence band maximum (VBM) and conduction band minimum
(CBM) states of the p-FBT system. In the Bloch representa-
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tion (the yellow region), the VBM remains nearly unchanged
by I'y (a-GOW(g"), while the CBM is shifted up by ~0.5 eV.
Consistent with the previous results, the Fﬁ term corrects the
VBM energy by ~1 eV to —7.44 eV, and the self-consistency
does not make a sizable difference (<0.1 eV). The results in
the Wannier representation (the cyan region) show explicit -
dependence: the VBM energy does not differ too much from
the Bloch one, while the CBM becomes lower in energy due
to a smaller o being used for the unoccupied active space. The
fundamental gap computed with a—GoWé"Fﬁ (the red and pur-
ple bars in the cyan region of Fig. 7b) is predicted to be 1.2-1.6
eV larger than the one obtained from the GyWj calculation.

Similar rescaling results to the p-FBT are observed for the
Tc-C double layers: the exchange interaction of the TVB is
hardly rescaled in either representation; the averaged  of the
BCB over eight Bloch states (Fig. S5) is greater than that us-
ing the Wannier function. However, the differences in o do
not markedly affect the energy diagram, i.e., the computed re-
sults do not depend on the representation or the rescaling fac-
tors. We thus focus only on the yellow region in Fig. 8b. The
VBM energies given by a-GoW;¢ and GoWj are statistically
the same. Moreover, the CBM of this system is also hardly
affected by I'y. The I'g correction then stabilizes the VBM
by ~1 eV, resulting in a ~4.6-eV gap (the red and purple bars
in Fig. 8b) that is ~1.2 eV greater than the GoWy one. The
self-consistency in f slightly shifts the energy further down.
Compared with the Tc-C dimer, the solid-state renormaliza-
tion of the gap is predicted to be ~0.4 eV by GoWj and ~2
eV by a-GoW;T'g. This difference suggests that the GoWj ap-
proach underestimates the gap renormalization in condensed
systems.

The optical absorption spectrum of the tetracene-Cgg
blended thin film indicates a ~3-eV optical gap,'*> which is
similar to the GoWy gap but deviates from the 4.6-eV result
obtaine from the a-GoWj‘I'g approach. However, the optical
and fundamental gaps cannot be directly compared since sev-
eral intrinsic and critical factors are not included. First of all,
the exciton-binding energy significantly decreases the optical
gap compared to the fundamental gap. For charge-transfer
excitation in donor-acceptor systems, the exciton-binding en-
ergy follows the 1/R asymptotic behavior”!?12% (R is the
distance between two separated charges). To estimate the
exciton-binding energy, we approximate the R by the distance
between two respective geometric centers of the donor and ac-
ceptor layers; the bare Coulomb attraction is ~2 eV between
two integer charges separated by ~12 Bohr. If this estimated
energy is subtracted from the 4.6-eV result, the computed gap
(~2.6 eV) becomes much closer to the measured optical gap.
Second, the neglected electron-phonon couplings in the solid-
state thin-film environment also make non-trivial contribu-
tions to the gap renormalization, in which the fundamental gap
often becomes smaller.!3-133 To limit the scope of this work,
we do not seek to quantify the contributions above; but this
rudimentary analysis demonstrates a straightforward fact that
the computed fundamental gap should be significantly larger
than the measured optical gap. For the double-layer system,
we can compare our predictions to the scanning tunneling mi-
croscopic (STM) measurement of Cgy nanochains on bilayer
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pentacene.'3* A ~4-eV charge-transfer fundamental gap can
be inferred from the spectra, which is also over 2 eV larger
than the corresponding optical gap.'?? It is thus suggestive that
the embedded vertex corrections improve the fundamental gap
for this tetracene-Cgo double-layer system.

IV. CONCLUSIONS AND PERSPECTIVE

This work demonstrates a real-time approach to embed ver-
tex corrections in the GoW; correlation self-energy. The key
procedure of the proposed methodology is to perform the
separation-propagation-recombination treatment on the ran-
dom vectors that sample the correlation self-energy. The sep-
aration step uses an electronic active space projector to divide
electron states into two components: the active part and the
rest. Fundamentally, the approach is applicable to any arbi-
trarily chosen active space definition, as demonstrated in this
work; namely, we construct the subspace with either canon-
ical frontier orbitals (bands) or localized orbitals concerning
the electron-hole pair formation. In the propagation step, the
active space component is treated by a space-specific effective
Hamiltonian, while the rest is treated at the RPA level. We
employ a rescaled time-dependent nonlocal exchange interac-
tion in the effective Hamiltonian, which approximates the cor-
relation contribution and emulates the QP Hamiltonian. The
use of effective Hamiltonian in time evolution introduces non-
local vertex to the polarizability. The last step recombines
the two separately time-evolved components to generate em-
bedded vertex-corrected states that lead to correlation self-
energy with vertex corrections. The effective Hamiltonian
constructed in the propagation step is a crude simplification
but represents a convenient and efficient way to perform the
embedding. The extension of this framework is straightfor-
ward and will be explored in the near future. In the current

setup, the method is successfully applied to systems ranging
from small molecules to large-scale extended systems, here
exemplified on 2D double layers with up to 2,500 electrons.

The vertex corrections to the polarizability (i.e., the inclu-
sion of excitonic effects in the screening) and to the entire
self-energy (including optical couplings and mitigating self-
polarization errors) are discussed separately as 'y and I'g.
Upon the GoWj results, 'y is found to destabilize both the
HOMO and LUMO energies in most investigated molecules.
The change in QP energy exhibits strong dependence on the
active space size: results from the minimal active space differ
slightly from GoW,, especially for the HOMO; the destabi-
lization effect is strongly enhanced when the active space is
augmented. In the periodic systems, the frontier bands are
represented by either Bloch states or Wannier functions; the
latter allows an efficient evaluation of the rescaling factor for
an energy band. The changes of active space representation
and the corresponding exchange rescaling show contrasting
influences: the CBM energy of p-FBT exhibits a clear de-
pendence on the rescaling magnitude between two represen-
tations, while the results of the double-layer system are hardly
affected.

I'g, in contrast, enters the self-energy and is also derived
from the rescaled nonlocal exchange approximation. An ap-
pealing advantage of the scheme proposed here is the possi-
bility to update the rescaling factor in I'g in a self-consistent
post-processing step, which incurs no increase of the compu-
tational cost. In general, the inclusion of FB stabilizes the
HOMO energy but destabilizes the LUMO level. For the for-
mer, the ['g correction reaches a quantitative agreement with
the previous work on the B-T dimer.!'? The self-consistency
in 3 leads to additional stabilization of the QP energy.

For the LUMO state, the simplistic approach based on the
rescaled nonlocal exchange interaction fails to reach a quan-
titative description. Further investigations on the components
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active space.

of the active space imply that the unoccupied (electron) states

play a dominating role in the ZEX self-energy for the LUMO.
However, the rescaling approximation involves only occupied
(hole) states when calculating the exchange interaction, which
is the surmised culprit. Further exploration is needed to ap-
proximate the correlation contribution for deriving the vertex
function. Generally, the fundamental gaps of the investigated
systems are increased by 1-3 eV. This improvement is espe-
cially significant in our donor-acceptor double-layer system,
as the results agree excellently with the related experiments.

Finally, we note that if the vertex corrections are used inter-
nally and consistently in both the W term and the self-energy,
the results exhibit a much weaker dependence on the choice
of the active space. Ref. 82 points out that the vertex cor-
rections arise naturally as a consequence of functional self-
consistency, in which new classes of interactions (embodies
by the vertex term) appear by evaluating the functional deriva-
tives of the self-energy in both terms, i.e., W and Xc. This ob-
servation warrants further exploration to determine if indeed
the inclusion of both I'y and I'g help to mitigate the active
space selection conundrum.

In summary, our proposed methodology combines the con-
cepts of stochastic sampling, Pipek-Mezey localized orbitals,
space-specific Hamiltonian, and separation-propagation-
recombination treatment. It provides an efficient and direct
way to include nonlocal vertex corrections to the GW self-
energy. We believe that this work on embedding methods
within the Green’s function framework will stimulate more at-
tempts to handle vertex corrections in large condensed matter
systems.

SUPPLEMENTAL MATERIAL

The supplemental material provides the details of theory
and computation, as well as supplementary tables and figures
indicated in the texts.
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