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Abstract

Nanoparticles have long been recognized for their unique properties arising from their nanoscale
morphology. While these phenomena offer exciting potential applications across optics,
electronics, magnetism, and catalysis, these specific functions often require a designed
organization of particles. This organizational control includes the type of order as well as
placement and orientation of particles of the same or different kinds relative to each other.
Although self-assembly processes can lead to a plethora of structures, the key aspect of rational
material fabrication—designability—is difficult to achieve. DNA nanotechnology offers the
ability to introduce highly addressable bonds, tailor particle interactions, and control the geometry
of bindings motifs. Together, these features uniquely position DNA-based methods to tackle the
problem of building fully designed nanomaterials. Here, we discuss how developments in
structural DNA nanotechnology have enabled greater control over 1D, 2D, and 3D particle
organizations through programmable assembly. This review focuses on how the use of DNA
binding between nano-components and DNA structural motifs has progressively allowed rational
formation of prescribed particle organizations. We offer insight into how DNA-based motifs and
elements can be further developed to control particle organizations and how particles and DNA



can be integrated into nanoscale building blocks, so called ‘material voxels’, to realize designer
nanomaterials with desired functions.

1. Introduction

Nanoscale self-assembly phenomena have driven a deep interest due to the promise of
creating engineered nanomaterials that utilize unique properties of nanoparticles and the systems
that can be built from them. With the desire to enable new function comes the requirement to
define material organizations at the nanoscale, where systems may include diverse types of
inorganic and organic nano-blocks arranged in either a periodic or non-periodic manner. Progress
in understanding emergent and collective effects in multi-component, nanoscale systems and the
development of new technologies based on them are impeded by a lack of a platform approaches
for fabrication of designed 3D nanoscale architectures with targeted material composition. This
problem is a long-standing challenge in the areas of complexly organized optical and mechanical
nanoscale 3D metamaterials, quantum information systems, neuromorphic computing, and bio-
hybrid devices, which require a controllable placement of different functional nano-components
in space.l'! While tremendous progress has been achieved in predicting unique characteristics of
novel nanomaterials, their exploration, physical realization, and applications are often limited due
to constraints of conventional top-down nanofabrication approaches. These limitations include
planar character of conventional nanofabrication, difficulty integrating wet-chemistry products,
and coordinated placement of nanoscale components of different types into a unified architecture.

To overcome such limitations, self-assembly as a bottom-up fabrication approach has been
extensively considered and investigated for the last two decades.?! Indeed, various material classes
have been used to generate ordered nanostructures through self-organization, including
nanoparticles, metal-organic frameworks (MOFs), polymers, and biomolecules® 31 As
nanotechnology has advanced, particularly regarding the ability to tailor nanoscale properties and
interactions through materials chemistry, bottom-up assembly of materials in 1D, 2D, and 3D has
seen corresponding advances in complexity, quality, and yield. Progress in nanoscale structure
assembly has led to the formation of finite size clusters,!*! yet driven by a need to form larger scale
material systems, 1D, 2D and 3D nanoparticle lattices have continued to be extensively
investigated.?> 5] Formation of 3D nanoparticles arrays is particularly impactful as such structures,
through integration of a large number of nano-components, provide access to large-scale spatially
organized nanomaterials with emergent properties. Such materials can harvest collective effects
and offer a convenient format for device fabrication and processing, yet they cannot be created
through traditional nanofabrication. Thus, it becomes apparent that methods for creating the
desired 3D materials with designed arrangements of nanoscale blocks are needed. This ability to
combine and direct diverse types of nano-blocks into desired structures would revolutionize
modern nanoscale manufacturing methods and permit the creation of new types of materials for
applications in energy materials,!! information storage and electronics,!”) optics,!® and catalysis®!.

While self-assembly typically relies on an interplay of interactions and entropic factors, as
well as control over kinetic effects, complex systems may require a deliberate “delivery” of
information about targeted structures. Thus, it is attractive to imagine the ability to incorporate
assembly instructions into nano-blocks to govern formation of desired structures, and there are
multiple mechanisms by which this user-defined information can be encoded. In a broad sense,
assembly instructions can be encoded through defined interactions between nano-blocks, their
shapes or binding topologies, pathway engineering through kinetic and sequential assembly



protocols, or utilization of scaffolds for templating the desired structures. These additional levels
of control are meant to guide entropic and enthalpic assembly conditions, favoring specific forms
of interaction over others. For example, particles possessing faces or facets, such as cubic particles,
demonstrate favored interaction modes as compared to spherical, isotropic particles.l'”) By
controlling binding modes, one can then favor a binding valence between material components.

DNA-based assembly methods stand out due their ability to encode information for
specifying addressability of interaction, which is attractive for creating complex multicomponent
systems. This opens an opportunity to program self-assembly process for realizing a formation of
targeted architectures. In the last decades, DNA has emerged as a powerful molecular assembly
tool due to its stability, availability of sequence-prescribed synthesis and chemical modifications,
and predictable structure. But why, despite many efforts, has DNA not yet resulted in a tailorable
material fabrication platform? Starting from the early ideas of DNA organization of nanoscale
materials!'!! and DNA motifs for linking inorganic particles,'?! DNA-based assembly methods®
11 have provided the ability to assemble nanoscale structures, including planar,'*! finite-sized
DNA architectures,® 14¢ 151 and NP clusters!*® 4 161 However, establishing methods for forming
desired complex 3D organizations of inorganic NPs that can carry a variety of functions has met a
fundamental challenge: an inevitable coupling between the nature of NP (size, shape, interactions,
grafted ligands) and the self-assembly process. While DNA nanotechnology has developed and
demonstrated a powerful range of methods to tailor the structure of DNA architectures in a desired
way, using DNA for creating designed material systems from nanoscale objects (e.g., inorganic
nanoparticles, proteins) requires strategies that account for nano-object sizes, binding modes, and
other characteristics. Thus, leveraging methods for structuring purely DNA architectures with
approaches suited for organizing nanoscale objects presents a unique opportunity to bring
nanomaterial design methods to a qualitatively new level.

The question of creating targeted 3D materials from nano-objects is particularly important
for future manufacturing since there is no technological platform despite broadly recognized needs.
Although a rich diversity of 3D inorganic NP lattices,>® !l and even an ability to manipulate
them,!'7¢ 18] have been shown, the organizations are not designable and typically limited to: (i)
mimicking atomic systems, (ii) mono and binary compositions, and (iii) single-scale periodicity
and simple architectures. In addition to limited designability, two other requirements in forward-
looking 3D assembly present significant challenges: (i) the creation of nano-architectured
frameworks from diverse inorganic compounds, and (ii) digitalization of the entire fabrication
process, from nanoscale assembly to macroscale material formation. Thus, a new DNA-based
programmable assembly platform that incorporates wet-chemistry derived payloads over a wide
range of different nanomaterial types may enable designed 3D nanostructure with control on
multiple scales. While the focus of this review is fully programmable architectures using sequence-
encoded Watson-Crick interactions, we also point out that in certain material applications, inter-
strand binding can be carried out using covalent bonds, environment-dependent base interactions,
metal-coordination bridges, electrostatic interactions, and site-specific invasion®" 1],

There are two broad strategies that have previously defined DNA-based assembly of
materials: (a) particle assemblies based on packing or binding of DNA-functionalized particles!>
17a,170] and (b) nano-component assemblies utilizing a predefined scaffold onto which components
can either bind or be grown?l, These approaches, shown in Figure 1, have generally been viewed
as different fields in the research community, with one focused on controlling interactions between
particles and the other on creating defined, DNA-based structures. However, recent advances
demonstrate that these strategies can be effectively merged, resulting in a unified DNA-based



material assembly platform.l>® 3¢ 5211 Particle-defined assemblies, shown in the top half of Figure

1, can be assembled through DNA linkages with packing arrangements that depend on the DNA
shells, relative particle sizes in a mixture, and particle shapes. The same assembly strategy can be
applied to particles of different kinds, possessing optical, magnetic and catalytic functionalities,
but demonstrating a formed structure that depends on the structure of DNA shells.[??] Coordination
of binding partners can be altered to enable more complex organizations through changes to
interaction conditions and/or particle attributes, such as aspect ratios or particle geometries.
However, the particles themselves are inherently a part of the resulting structure, which stands in
contrast to scaffold-defined assemblies where particles are hosted by a secondary lattice structure.
These scaffolded assemblies, shown in the bottom half of Figure 1, utilize direct linkages between
either DNA strand sets or DNA structural motifs known as DNA origami. While strands networks
have been used to form 2D and 3D DNA networks, linkages between DNA origami have allowed
for the development of more complex scaffolds that can also bind nanoscale objects.[>¢ 3¢ 215 23]
By hosting functional materials, these structural subunits become functional nano-blocks with
defined external binding characteristics and a function tied to an internally bound material, such
as inorganic nanoparticles or biomolecules. Here, particles or other hosted components do not play
a structural role in the assembled architecture; this significantly reduces requirements regarding
their functionalization with DNA, which is beneficial for their function and ease of incorporation
into the architecture.

The ability to couple geometrically defined DNA constructs and DNA-encoded binding
between nano-components has recently allowed for the blending of these two assembly strategies
by enabling addressability and topological control for the assembly of functional nano-
components. This introduction of binding specificity, or ‘color’, to nanoscale interactions is a
recent phenomenon. In this new materials paradigm, the view of a scaffold being populated
through diffusion of nano-objects can be reconsidered as a self-assembly of smaller scaffold
groupings pre-populated with these objects, shown as the DNA-NP framework in Figure 1, and
organized spatially through binding color. This builds on work in the synthesis of 2D and 3D DNA
crystals, most often assembled through a set of interlinked, single-stranded DNA.[15% 155 24] New
research has made use of various assembly pathways to organize inorganic particles and organic
molecules, including enzymes, for a range of potential applications in optics, electronics, and
catalysis. Additionally, where DNA-based systems were once viewed as powerful but temporary
organizational tools, the structures they form can be transformed into permanent and solid-state
systems through metallization and mineralization of the DNA components.!?]

The question arises, however, as material selections grow larger and desired assembly
architectures grow more intricate—how best to reduce complexity of assembly processes and how
to populate a nanoscale lattice with desired functional nano-blocks? What are the key factors to
enable a full programmability of material formation? In breaking the mesoscopic scaffold into its
component pieces, and connecting its topology with a material binding function, these questions
can be tackled through rethinking the strict divide between nanoscale scaffolds and the functional
nanomaterial blocks on which we seek to impose order. This review presents how researchers have
made advancements to enable bottom-up assembly of particles through both particle-based effects
and scaffold design to create structures of increasing complexity. From this discussion, we aim to
provide an outlook using recent works to propose how novel, prescribed assemblies and
addressable three-dimensional materials can be practically realized towards emerging applications
that can benefit from precisely designed and organized nanomaterials.
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Figure 1: Organizations of particles can be induced by defining particle-particle interactions or by
imparting order through specifying particle interaction with an ordered scaffold. Among particle-
defined organizations (top), the development of bottom-up nanoparticle assemblies has heavily
relied on defining packing interactions and energetics of binding between isotropically-
functionalized particle sets.>* 22Research has increasingly explored particle anisotropy through
both particle shapes!!%* 2l and the engineering of inter-particle binding using a geometrically
complex DNA linkers*> 271, The development of scaffolds for particles placement (bottom) has
generally been based on utilizing the self-assembly of DNA structures containing binding sites for
particles. Until recently, such assemblies have mostly been demonstrated for one and two-
dimensional organizations, including ordered DNA assemblies?%® 20b 281 and arbitrary
organizations of components?®), or for interlinked strand networks, such as DNA crystals!!3® 24%
301, DNA frameworks that bind nano-components, 3¢ 34 & 210 231 byt through directly linked DNA
origami, offer a unique ability to control ordering of targeted nano-components (nanoparticles and
biomolecules), with prescribed binding between structural scaffold subunits and scaffold-
component interactions. This figure has been adapted with permission from the following:
Copyright 2021, AAAS, ref [5b]; Copyright 2021, Springer, ref [22]; Copyright 2021, Springer,
ref [10a]; Copyright 2021, Springer, ref [26]; Copyright 2021, Springer, ref [27]; Copyright 2021,
Springer, ref [4b]; Copyright 2021, ACS, ref [28]; Copyright 2021, Springer, ref [29]; Copyright
2021, ACS, ref 247; Copyright 2021, Springer, ref [5c].




2. Crystallization of DNA-coated particles

Looking towards the organization of nanoparticles, we consider how researchers have
sought to create packed particle structures that serve as analogues of atomic crystal phases. While
atoms have inherent, unchangeable chemistries, nanoparticles possess a functional identity that
can be separated from its ability to interact with neighboring materials. Particle functionalization
with polymers or ligands provides a means to control neighbor interactions, but DNA ligands
demonstrate unique and unmatched control. DNA ligands offer precise control over both length
and most importantly binding specificity, with hybridization between its set of 4 bases defined by
Watson-Crick base-pairing. A wide range of available chemical modifications makes it amenable
for particle functionalization while its designability also allows it to form prescribed structure.
Here, we will explore methods of achieving crystallization with nanoparticles, with the aim of
building binding complexity and defining particle anisotropicity to achieve different architectures
through entropic and enthalpic contributions of DNA binding and particle packing.

2.1 Isotropic cores and functional coronas

The crystallization of nanoparticles can take place in any environment that energetically
favors condensed phases of particles. This aggregation and packing of particles must be induced
through an additional system change or energy input. There are three general methods to increase
local particle concentration, including (i) evaporative reduction of solvent!l, (ii) introduction of
interfaces, including the air-water interfacel*?!, and (iii) control of interaction between particles,
which can be utilized to guide a formation of specific structures!''> 331, Particles will, given their
chemical makeup and the surrounding solution environment (salts, pH), demonstrate a phase space
where particular aggregations and packing arrangements predominate.

There are broad examples of polymers being used as particle modifiers to influence particle
interaction, both enthalpically and entropically. DNA, however, allows further tuning of enthalpic
control by supporting addressable and specific user-designed interaction through Watson-Crick
base pairing between the 4 bases making up the biological polymer. In this manner, a driving
enthalpic interaction in solution allows sufficient attraction between neighboring particles to
enable aggregation in solution. Particle-bound DNA ligands can thus achieve a desired balance
between attractive and repulsive forces by counteracting repulsion induced by steric and entropic
effects of DNA chains as well as electrostatic repulsion of the polyanionic backbone.[>® 3¢ 174 22,
334,34 Moreover, the ability to control ligand length with single base resolution offers an unmatched
level of homogeneity and specificity in the DNA corona design of particles.

Entropic contributions in modelling DNA-based nanoparticle organizations are more
generic, concerning space-filling considerations of the corona, which in turn are related to the
configurational entropy of the particle-attached polymers. DNA allows a high level of control over
the balance of these forces, allowing a base-by-base design of length and binding, which directly
influences enthalpic contributions while simultaneously affecting entropic influences in
ssDNA/dsDNA character between particles.*>! Various formats of this DNA interaction can be
designed, including direct binding between particles modified by complementary ssDNA and
bridged binding through a third linker ssDNA strand present in solution with partial



complementarity to the two particles, as illustrated in Figure 2A(i, ii). These two formats have
been used to explore a similar range of crystal phases, but a bridged binding format allows the
potential of binding modulation form a given particle set to change either spacing or crystal phase.
Liu et al. used stiff DNA linkers of different lengths to demonstrate this point, achieving either
hexagonal close-packed (HCP) or face-centered cubic (FCC) ordering (Figure 2B).*% Topological
linkers, Figure 2A(iii), can be either anisotropic particles or other material binders, including
structural DNA motifs. By defining different modes of binding interactions, a wider range of
crystal phases can potentially be explored as compared to direct or bridged binding schemes.

A significant number of computational studies have focused on revealing the relationship
between DNA-mediated interactions of nanoparticles and their assembly behavior. Much before
experimental realizations, Tkachenko proposed a means to manipulate the interaction potential
between colloidal particles through a combination of hybridizing and non-hybridizing strands,
which promised to yield a rich phase diagram.[*>8] The tuning of interparticle interactions as well
as kinetic and geometric effects of assembly processes were studied extensively,’’! which
provided insights into kinetics of assembly, crystallization and factors affecting the formation of
lattices with specific symmetries.

Through the tuning of interparticle interactions, isotropically functionalized spherical
nanoparticles have been shown to crystallize in close-packed crystal symmetries. Namely, face-
centered cubic (FCC) and body-centered cubic (BCC) phases form based on a single shell type or
two particle shell types, respectively.l>® 8¢ 172 Dye to the isotropic nature of crystal growth, such
crystals can often have grains of competing crystal formations as there is a low barrier to formation
of different habits.[**3 Recently, a lattice growth from surfaces was shown as promising approach
for forming well-defined crystalline morphologies!!’dl. Though only a limited number of packing
organizations can be achieved using such particle systems, interesting physics can be uncovered
from the resulting close-packed organizations*®! and the behavior of assemblies under an osmotic
pressurel®’]. In both experimentally demonstrated systems and theoretically proposed
assemblies,1> 491 the design challenge remains ligand selection for a given particle size and
material composition, which in turn can affect grafting density.?3¢ 411 These choices provide
differing NP coverage and different energy considerations of the DNA corona, particularly in
regard to modelling DNA shells comparable in size to the nanoparticle they are functionalizing.!*?!
Importantly, with the ability to tune particle sizes, strands length and grafting densities, a richer
crystal phase space becomes accessible.

While base-pairing bindings are unique to DNA and offer unmatched control over a
specificity of particles bonds, it is also important to consider the contribution of solution
environment to the attractive and repulsive interactions between DNA-functionalized particles,
such as salt makeup and pH. DNA itself carries one negative charge per base, associated with the
phosphate backbone, and thus requires salt-screening to enable stable base-paring. Magnesium
presents not only a higher ionic strength than sodium at a given concentration based on its divalent
nature, but has the ability to bridge and stabilize electrostatic interaction between DNA strands
even without base-pairing.*®®! The ability to modify salt-screening and introduce DNA
intercalators contribute to different nearest-neighbor spacing within a given crystal phase, and to
switching between crystal phases, such as FCC and BCC.33% 431

2.2 Binary mixtures of isotropic particles



While a wide range of crystal habits can potentially be formed through modulating the
DNA functionalization of spherical particles,!>* 338 334, 41,441 FCC and BCC phases are commonly
encountered in these systems of morphologically homogenous, spherical particles. Access to a
wider phase space becomes available when increasing the complexity of particle mixtures, namely
the co-crystallization of isotropic nanoparticles of different dimensions and with different levels
of interaction. Such systems have been explored over a large structural phase space between
particles of different materials, size, interaction strengths, and crystallization pathways using non-
DNA surface ligands.!**! By manipulating the associated space-filling parameter of the system, a
wide range of crystalline systems could be synthesized.[*>-46] This approach can be furthered using
DNA ligands, which offer a higher level of control over ligand length through single nucleotide
additions and enthalpic control through Watson-Crick base pairing between particle coronas.

Given the designability of DNA coronas, topological considerations can be manipulated to
explore different crystals packing and size difference limitations can be overcome by specific
design of DNA lengths in respective particle coronas.l>> 33 41. 471 Researchers have undertaken a
thorough exploration of linker-mediated crystal phases between binary sets of particles, [ 3¢ 41]
Figure 2C. They demonstrated that in addition to interaction strength, access to a wider structural
phase space could be achieved by modulating additional factors: (i) particle size ratio, (ii) ligand
lengths as a function of particle core size (where hydrodynamic radii may be the same but particles
themselves are different sizes), (iii) stoichiometric particle ratio, and (iv) ligand grafting density.
Moreover, these phase changes led to associated morphological transformations in the assembled
mesoscale materials through observed changes in microcrystal Wulff polyhedra.[*”] Naturally, the
level of interaction between two particle sets’ respective DNA coronas can be modified to change
both overall crystal structure as well as particle ordering within the lattice,37> 481 visualized with
microparticles in Figure 2D and 2E. This demonstrates that binary superlattices are not solely
formed through entropic driving forces, such as those arising from different particle sizes or
anisotropic geometry, but can also be formed through enthalpic control. Understanding of these
experimental systems has enabled the creation of phase diagrams using linker length, ratio of
particle sizes, and stoichiometry of the particle mixture as defining parameters, which can be
utilized to predict resulting structure, Figure 2F.33% 41 Such parameters can be actively modified
as well, where free ssDNA can be added to a solution of crystallites that either strengthen or
weaken binding between neighboring particles. For example, bond reprogramming was used to
induce selective transformations between different FCC and BCC nanoparticle crystal phases.[!7¢]

The consideration of binary particle mixtures is more than just a conceptual argument for
a greater range of crystalline order. In application, nano-objects of different materials do not either
consistently possess the same size distribution nor the same surface chemistry for
functionalization. Often, these chemistries are dependent on the materials being used, including
linking chemistries such as thiol-linkers, amino-linkers, carboxylic-based linkers, biotin-
streptadivin interactions, and click chemistry. Inherently, different functionalization chemistries
lead to different grafting densities of linker on a particle surface, which has been demonstrated to
significantly affect particle interaction and potentially mesoscale structuring.?? 334 Thus,
determining why certain crystal phases form and the pathway to achieve a desired phase is
practically important for functional applications that can include combinations of plasmonic,
magnetic, catalytic, and luminescent components.

Importantly, the size of the DNA shell, which in turn imparts a characteristic shell
‘softness’ that influences assembly, can be tuned to overcome differences in particle shapes or
sizes by engineering a hydrodynamic radius of particle plus ligand.!*?! For example, a mixture of



gold nanoparticles, functionalized with thiolated DNA, and quantum dots, functionalized with
amino-DNA, have been arranged in a BCC lattice.[?> 44®) This result would be expected from a
two-particle gold system, but in this mixed layout the gold particle are organized in a simple cubic
(SC) ordering in relation to each other. However, a critical finding in a mixed material such as this
was that as corona softness, or length, was increased, structural quality increased but an emergence
of compositional disorder was seen to arise, Figure 2G.[??] In this manner, the crystal phase and
thus location of a given particle’s nearest neighbor was of high certainty but the identity of that
particle, whether gold nanoparticle or quantum dot, became less confident. Such insight further
defines assembly rules for rationally designed assemblies, and clarifies the interplay between both
specific binding and non-specific interaction in the nanoscale regime.
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Figure 2: DNA corona design, including strength, softness, and linking ratios, induce significant
differences in aggregation and crystal phases. (A) Functionalization of gold nanoaparticles is most
often achieved through gold-thiol linkages. Binding between neighboring particles can be
accomplished through (i) complementary binding between two strands directly attached to
different particle sets or (ii) through a linker strand(s) possessing partial complementarity to both
particle sets. More complex arrangements of particles can be achieved through (iii) design of a
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topological linker. (B) Stiff, linear DNA binding constructs can be used to create nanoparticle
lattices, but significant differences in organization are achieved through linkers of differing aspect
ratios.[*8] (C) Various crystal phases, including BCC and Cr3Si (top to bottom), can be synthesized
through binary particle mixtures. All scale bars in TEM images are 50 nm.%! (D) DNA-coated
microparticles demonstrate the different crystal phases achieved, and level of nearest-neighbor
specificity, by modifying the level of self-interaction (o). Scale bars correspond to 2 um and .5 pm
in insets.[*%) (E) Similar concepts of modifying interaction strength (enthalpy) between two sets
of particles can be applied to form specific binary superlattice formations in 2D.37°1 (F) Phase
diagram of binary nanoparticle systems based on a forward complementary model using a genetic
algorithm approach, with phases determined by varying linker ratio (grafting density on particles)
and hydrodynamic radius (nanoparticle radius plus DNA corona height).l*34 (G) Plot of DNA base
number vs correlation length (a measure of crystal quality, left axis, &) and compositional order
(right axis, n)).[?2] This figure has been adapted with permission from the following: (B) Copyright
2021, ACS, ref [36], (C) Copyright 2021, AAAS, ref [5b], (D) Copyright 2021, Springer, ref [48a],
(E) Copyright 2021, ACS, ref [37b], (F) Copyright 2021, USNAS, ref [33d], (G) Copyright 2021,
Springer, ref [22].

2.3 Anisotropic cores

Though DNA can be used to overcome differences in particle size and shape, particle
anisotropicity itself can be exploited to provide directed interaction at the nanoscale. As opposed
to excluded volume considerations in packed isotropic particle systems (generally FCC and BCC
phases), spontaneous organization of anisotropic particles is governed by an entropy maximization
achieved through maximized contact area.l'> ''®1 Through organization of the flat facets on a
polyhedral object, preferential three-dimensional alignments can be supported. Spherical particles
inherently do not contain directionality in their interactions, and thus resulting lattice constructs
are completely based on modifying enthalpic and entropic tradeoffs of an engineered corona.
Based on an additional entropic consideration, anisotropic nanoparticles synthesized in a variety
of different shapes including cubic, octahedral, and bipyramidal structures, provide a further means
of controlling phase formation. Anisotropic particle cores allow access to a form of directional
interaction where defined particle faces facilitate organization along specified growth directions
and thus offers a means of accessing further crystal habits inaccessible by isotropic particle
packing.!1% 4]

Organization through flat facets, rather than an isotropic curved surface, is supported by a
number of mechanisms that lower the interaction barrier in these arrangements. In particular, these
include the denser arrangement of interactions along the face of the facet and the reduced stress of
organizing along a non-curved surface.['% !®) The power of this strategy has been demonstrated
theoretically and experimentally for both microscale and nanoscale particles, shown in Figure 3A-
C.[10b, 11b, 33¢, 494, 501 One of the intrinsic challenges is the ability to create specifically defined
anisotropic building blocks of pre-determined shapes with sufficiently low polydispersity to
achieve a specific structural arrangement.[!% 26- 492 Additionally, the challenges in controlling
resulting phases becomes even greater when the nanoscale effects of ligand density can
significantly modulate the effective interactions and packing.[**> 3!’ As mentioned, where the
desired structure is either an FCC or BCC lattice with alternating particle types, the coronas can
be engineered to mimic that of an isotropic particle and mask anisotropic faces.['% 47) Where
different resulting crystal organizations are desired, recent work has shown the potential to achieve
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complex crystalline organizations, including clathrate crystals.*?) Such clathrate organization is
achieved through tailoring of bipyramidal particles, Figure 3A, yielding various assembly
subtypes based on changing parameters such as DNA grafting length, Figure 3A(ii).

Combinations of particle geometries naturally will have a tendency to phase separate given
entropic packing considerations,!>3! yet it has been demonstrated co-assembly can be favored
through tailored interaction. For example, functionalized spheres in combination with either cubes
or octahedra possessing complementary ssDNA yield various assemblies of different crystalline
flavors by directing interaction between the spherical particles, as shown in Figure 3B.[°! In this
manner, complementary-binding DNA is used to overcome the tendency for phase separation of
differently-shaped particles. While such systems make use of directionality in anisotropic binding,
anisotropic particles themselves, as mentioned, display novel behavior with respect to surface
density of DNA and the resulting functional corona. Fang et al. demonstrated that resulting ssDNA
density for a nanocube is based on DNA length, where shorter strands (16 bases) favor face
functionalization and longer strands (86 bases) the edges/vertices.’!) This range of interactions
allowed not only the formation of a range of crystal phases from one type of anisotropic particle,
including simple cubic, body center tetragonal, and body-centered cubic, but also allowed a
breaking of orientational symmetry within a unit cell through a so-called ‘zig-zag’ pattern, Figure
3C. A related phenomenon in DNA binding was achieved through decorating an anisotropic
particle rod with DNA of different lengths, where a preferential mesoscale linear assembly of
nanorods was achieved using longer DNA lengths.5# This insight into particle functionalization
introduces the concept of further controlling where ligand binding takes place on a particle through
patchy particle synthesis.

2.4 Patchy particles

Anisotropy does not solely have to be a function of particle shape but can be induced
through the introduction of interaction ‘patches’ on a spherical surface. This artificial introduction
of ‘facets’ has a similar overall effect on assembly as particle anisotropy—to guide valence and
coordination of neighboring interactions. However, rather than purely being a consequence of
entropic facet alignment, maximized binding enthalpy serves as the driving force within this
context. This idea is powerful and attractive due to the ability to specifically tailor binding
direction and valence on isotropic particles, and it has been investigated theoretically to understand
possible phase diagrams and design approaches.[* Practical realizations of this approach towards
actually assembly of mesoscopic materials are nascent, yet more recent research has achieved
patchy nanoparticle synthesis that has only previously been demonstrated at the microscale, Figure
3D-F 127 56]

Janus particles provide some of the earliest examples of patchy interactions, particularly
considering microparticle organization.®’l Their synthesis is most commonly achieved by
functionalizing a portion of a microparticle by quarantining particle surface area through surface-
binding and conducting either vapor or solution-based reactions on the free surface. While most
often utilized in microscale particle systems, such as in copolymer strings possessing 2D particle
patchiness,*”! this Janus particle technique has also been demonstrated at the nanoscale, showing
specific cluster formation as opposed to larger scale assemblies.[?) Other methods for more
complex patchy arrangements,”® some using DNA,[?” 31 have also been demonstrated on
microparticles, showing the potential to form assemblies from prescribed bonding.®”- ¢! This
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ability to create patchy microparticles, as well as particle clusters, has recently been utilized to
create a colloidal diamond crystal.[®!]

The apparent difference in progress concerning patchy particle organization using
microscale vs nanoscale nano-blocks is explained by the addition of arranged binding sites to
nanoparticles being a far greater challenge than their analogous microscale counterparts. Bulk
material strategies, such as depositions and evaporative coatings, do not directly transfer to the
nanoscale regime, and only recently have methods specifically been developed for nanoscale
systems, such as DNA origami ‘stamps’.[®?] 2D stamping onto a nanoparticle has been
demonstrated,'6??] as shown in Figure 3D, while only very recently 3D stamping has taken place.
Applying this concept of molecular ‘stamping’ onto 3D nanoparticles is considerably more
difficult to achieve than 2D systems due to more complex topological considerations. Full framing
of a nanoparticle is needed, although it is also possible to form a particle within a frame itself. In
the case of particle formation, a polymer-based particle, rather than being directly ‘imprinted’ in a
traditional sense, was formed with preset binding sites inside a DNA scaffold.!%! In demonstrating
imprinting onto metal nanoparticles, Shen et al. utilized a DNA origami ‘clamp’ to pattern ssDNA
onto a gold nanorod.[%>?! This methodology has recently been expanded for the transfer of three-
dimensional patches onto an approximately 13 nm nanoparticle sphere using DNA nanocages,
where the nanocage presents thiolated ssDNA towards its interior, covalently binding to the
nanoparticle surface in predetermined arrangements.[®¥ As opposed to the covalent linking of
binding sequences, Yan et al. used DNA strand transfer to spatially pattern a nanoparticle using a
wireframe DNA construct.[®] Nanoparticles were patterned with one or several kinds sequences
of DNA strands using a tetrahedron frame, and these patchy particles were further used to assemble
designed clusters of nano-components, Figure 3E.

Specific coating of nanoparticle surfaces can also be approached by taking advantage of
different polymer conformations in selected solvents to control particle patchiness, which was
demonstrated through the use of polystyrene as a particle capping agent for nanocubes. In this
case, reducing solvent ‘quality’ through addition of water to dimethylformamide (DMF) led to
reorganization of the polystyrene to particle edges, and thus allowed for an etching of the free
nanocube surface into a spherical structure with three defined patches.[62*] New research has shed
light on how to expand regioselective encoding at the nanoscale by controlling interfacial tension
between nanoparticle, solvent, and polymer through surface blocking to produce different particle
shapes and encoded binding modes, Figure 3F.[%¢ While all of these novel strategies discussed do
demonstrate significant progress in developing new concepts for patchy functionalization at the
nanoscale, the implementation of these patchy systems remains quite challenging. Particularly, the
yields and fidelity of patchy structuring necessary to assemble materials into mesoscale lattice
architectures must be further developed.!62% 7]
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Figure 3: Anisotropic particles and resulting DNA corona anisotropicity (A-C), as well as
controlled DNA binding in designated ‘patches’ (D-F), can lead to complex, mixed phases through
directed binding. (A) (i) Schematic and SEM image of bipyramidal structures used to form
clathrate crystal phases. (ii) Different clathrate orderings form depending on the facets or vertices
used to conduct ordering.5?! (B) Anisotropic particle sets can be utilized as homocrystal
components, or as a mixture of shapes in a heterogenous crystal. The resulting crystals from these
different shapes are produced through a consideration of binding partner size and geometric
configurations, with (i) schematic and (ii) SEM images of speres with cubes (left) and octahedra
(right) showing the varied crystal phases.?! (C) (i) Definition of face-or-edge and edge-or-corner
loading of DNA (ii) SEM images showing various structural configurations (SC, BCT, BCC) of
crystallized nanoparticle cubes. Scale bars, 200 nm. (iii) 3D models associated with each of the
structural configurations.®! (D) Patchy particle functionalization on nanoparticles through
imprinting of single-stranded DNA with an engineered, reusable DNA cage nanostructure.[®%] (E)
A DNA origami nanocage can be used to functionalize a nanoparticle with a defined coordination
of binding ssDNA, which possess different binding specifities. This imparts control over binding
topology as well as binding partner, enabling controlled organization of different materials. Scale
bar corresponds to 25 nm.[%] (F) By tuning the interfacial free energies between nanoparticles,
solvent, and a diblock copolymer, varying surface areas of gold nanoparticles could be
functionalized with binding ssDNA. Resulting assemblies of particle sphere and rods included
both discrete (i-iii) and periodic structures (iv).[°¢! This figure has been adapted with permission
from the following: (A) Copyright 2021, AAAS, ref [52] (B) Copyright 2021, Springer, ref [26]
(C) Copyright 2021, Springer, ref [51], (D) Copyright 2021, Springer, ref [62a], (E) Copyright
2021, ACS, ref [65], (F) Copyright 2021, Springer, ref [66].

3. Imparting order through scaffolds

Accessing crystalline order through particle packing entails an inherently complex set of
interactions that can be difficult to engineer in a predetermined manner. Three-dimensional
scaffold frameworks, however, offer a potential alternative path towards imparting structure on
particle systems without navigating the same delicate enthalpy-entropy balance as in packed
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particle systems. Various methods exist outside of DNA nanotechnology that enable formation of
structural scaffolds, including block copolymer organizations, backfilling interstitial space in
packed microparticles, and a ‘hub and spoke’ design model of organic ligands and metal ion
coordination centers, specifically MOFs. By incorporating functional materials of interest into
such scaffolds, it is possible to access organizations not possible through direct packing.

Such systems, however, do possess inherent limitations as scaffolding for nanomaterials
assembly. Block-copolymers demonstrate self-organization due to designed balances of
hydrophilic and hydrophobic parameters. As such, the order is not specifically crystalline, but does
offer a level of control over spacing parameters and allows for controlled etching/functionalization
of surfaces for particle attachment.[® %81 As mentioned, three-dimensional networks can also be
produced using interstitial filling of packed microparticle systems.[®) However, these packing
arrangements are often quite limited, and most often the resulting interstitial framework yields an
inverse opal lattice which can be used for materials depositions and growth.[’") More versatile are
MOF lattices, where the use of organic ligands in combination with multivalent binding centers
allows for the deliberate synthesis of 3D materials with desired crystalline characteristics.
Tailorability in pore design’!l has enabled applications involving functional guests with
applications in molecular storage, sensing, and catalysis.”) While examples exist of particle
incorporation and/or growth of nanoparticles inside the crystalline framework,!”!® 73] the vast
majority involve the smallest classes of nanoparticles (<5 nm) and yield incompletely-filled
networks.

In addition to these drawbacks, lacking in all of these approaches, is the ability to
specifically anchor nano-components at selected sites, thus relegating organization to particle
growth or what can be achieved through diffusion into a porous network. In contrast, DNA
scaffolds can be built from structural monomers, such as DNA tiles or origami, that offer (i) a
structural tailorability not found in non-biological chemistries, (ii) the ability to associate nano-
components with designated monomers before lattice synthesis through specific binding, and (iii)
the unique ability to create ‘colored’ (uniquely addressable) binding specificities, where binding
modes can be defined with regards to coordination, valence, and specificity. Recent works have
brought DNA nanotechnology into the field of particle scaffold synthesis, and offer newfound
control over binding coordination and specificity. Notably, the evolution from design of
topological linkers between nanoparticles, Figure 4A, to the full synthesis of directly-bound DNA
frameworks with internally bound materials, Figure SA, marks an important conceptual change in
design that guides future work.

3.1 DNA origami frames and topological linkers

DNA structural nanotechnology has seen rapid progress in producing a wide range of
structure at the nanoscale, most notably through DNA origami, and opens up a new ability to define
particle binding ‘patchiness’. In a similar manner to which spherical particles can be co-
crystallized with cubic particles to create directional binding,?®! Figure 3B, origami of defined
topologies can be synthesized as topological linkers between spherical particles. Three-
dimensional DNA origami have been used to construct 1D, 2D, and 3D assemblies,*> 21> 23] ysing
designed DNA architectures as a topological particle binder, as shown in Figure 4A(i).

In using origami as a topological linker between particles, one can define the binding
coordination through steric limitation and entropic energy costs of binding a large, defined
structure over a particle surface.?'® The defined DNA frame geometry allows for control of
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structures in different dimensions,**! as shown in Figure 4B. It is clear that the ability to control
coordination, as well as binding valence, between particles has a powerful effect on the resulting
macroscale organization. Modelling of these systems demonstrates that different topologies
produce different desired crystal classes, and these topologies can then be produced through
origami design. For example, a particle FCC lattice can be achieved through use of octahedral
origami linkers, Figure 4C, while tetragonal lattices can be synthesized using cubic origami.!®]

The concept of using a DNA frame to ‘imprint’ a binding coordination for patchy particles
also suggests the ability to bind a nanoparticle within an exterior frame. In this manner, the DNA
frame attachment is not a temporary binding state to enable further organization of the particle,
but rather a permanent state in which the material properties of the bound material may be used
while its binding definitions are encoded externally. This is a fundamental change from previous
systems using discrete DNA origami as nanoscale scaffolding tools, such as chiral particle
assemblies.[® 84 For example, a DNA frame method has been used to organize 1D and 2D
assemblies, such as the use of DNA origami constructs to create particle ‘nanoflowers’ that impart
2D control over binding properties.l’¥]

In further expanding this frame methodology by creating DNA origami frameworks where
both internal and external binding can be designed, the organizational potential of DNA material
scaffolds begins to take greater shape. Carrying through an earlier concept of using topologically-
defined particle linkers, the origami can be engineered to possess internally-oriented particle-
binding sequences, Figure 4A(ii). This setup enables difficult-to-assemble crystal classes that have
not been successfully synthesized using nanoparticles. Notably, a diamond lattice can be formed
by tetrahedra possessing an internally-linked particle and capable of binding 4 external particles,
as shown in Figure 4D.?%! This work represented the first synthesis of a diamond particle lattice,
achieved by the ability to tailor structure at the nanoscale.
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Figure 4: DNA origami can provide prescribed, complex linker topologies between nanoparticles
to gain control over directional binding interactions. (A) Origami can be utilized (i) solely as
topological linkers, or as (ii) dual-function linkers, possessing the ability to define binding between
particles and internally bind materials. (B) An analogy to patchy particle binding can be achieved
by specifically engineering topological DNA origami-linking structures, whereby a particle can
only bind a specific number of partners in an energetically favorable spatial organization.[*®! (C)
The extension of topological linking in 3D space offers access to crystal synthesis using a wide
range of different linkers, which in turn leads to different crystal phases.?!'® (D) Combining
topological linkers with binding sites in the internal volume of the linker enabled the first
nanoparticle-based diamond lattice.[*’] This figure has been adapted with permission from the
following: (B) Copyright 2021, Springer, ref [4b], (C) Copyright 2021, Springer, ref [21b], (D)
Copyright 2021, AAAS, ref [23].

3.2 Structural DNA frameworks

The capability to produce scaffold networks from predesigned geometries and binding
parameters is most clearly seen through the use of structural DNA nanotechnology. This method
has been particularly powerful in organizing two-dimensional networks, as the interactions of
ssDNA sets allows crossover networks of repeating structure as well as the arrangement of simple
structures, such as tensegrity triangles.[?4® 24> 751 More complex structure created through DNA
origami can also be controlled through arrangements of binding strands to create all DNA scaffolds
that can internally bind materials, shown in Figure 5A.

The simplest variation of a DNA crystal is one formed by an interlinking set of two ssDNA.
By utilizing sequence symmetry, both sheets and periodic patterns were formed.[24® 245 751 While
this yields a dense network of strands, 2D crystals utilizing specifically-defined DNA topologies
can also be synthesized.[4® 28 752,761 A defined 2D topology has binding strands on the exterior of
the designed shape, and thus possesses a predefined binding valence and coordination. A wide
variety of geometries have been used, particularly hexagonal! > 771 and six-sided star-shaped DNA
structures.[?®] These patterns have been utilized as templates for both thermal evaporative coatings
and the attachment of nanoparticles.[”®]

This concept can be expanded to include coordination and binding in three dimensions. In
doing this, local 3D structure can be applied into large scale, 3D organization. Similar to the 2D
assemblies, 3D structure can be achieved either by using an interacting set of ssDNA, such that a
group of strands organize through thermal annealing to form interlinked and networked tensegrity
triangles, !5 155 24¢. 2411 o1 by the use of pre-defined topologies formed from DNA origami. Seeman
and coworkers have demonstrated a high-level of control over tensegrity-triangle networks formed
through solution annealing of ssDNA, yielding high quality DNA crystals, Figure SB. Recent
work has demonstrated the ability to capture both particles and proteins within this crystalline
network. 241l

The formation of 3D crystalline DNA scaffolds has also been demonstrated using pre-
defined DNA origami. Previously, as shown in Figure 4, the resulting crystal phase still required
nodal binding through isotropic, spherical particles. More recent research has expanded on the use
of DNA origami as designable structural monomers in the formation of a 3D scaffold through
direct interactions between these structures, Figure SA(i). For example, Liedl and coworkers
produced a networked, three-dimensional DNA scaffold through stacking interactions between
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preformed origami, as seen in Figure 5C(i).°% This design could include binding sites for
nanoparticles, as seen in Figure SC(ii).

As opposed to this base-stacking interaction, Gang and coworkers utilized direct
hybridization at the vertices of a DNA octahedron, thermally annealed into a 3D network. In this
manner, the interior origami volume can be used to incorporate different classes of nano-
components. These structural monomers are termed ‘material voxels’ to encompass their ability to
define a generic material’s binding coordination and valence in 3D space, as seen in Figure SD(i).
By alternating nanoparticle ‘on’ and ‘off” positions, SC and FCC particle crystals could be formed,
Figure 5D(ii). Through incorporation of biomolecules, such as enzymes, and quantum dots, the
versatility to use such material voxels in catalytic and optical applications was demonstrated.
Additional recent works have demonstrated the ability to capture and pattern enzymes in a 3D
latticel>® 241 and to maintain enzymatic activity inside this architecture. Such novel organization
provides the ability to couple catalytic reactions to an imposed ordering, enabling exploration of
synergistic organizations in 3D space. In this manner, material functionality and organization at
the nanoscale, which have always been intimately associated, can finally be decoupled based on a
desired application. Moreover, the ability to utilize covalent bonds between DNA frames allows
for permanent crosslinking of formed architectures. %%
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Figure 5: DNA structural frameworks can be synthesized through design of direct interactions
between either ssDNA sets or pre-defined DNA topologies. (A) DNA crystals can exist as (i) all-
DNA frameworks, or (ii) possess binding sites for nanoparticles or other classes of functional
materials, such as (iii) enzymes and catalytic biomolecules. (B) Networking of ssDNA annealed
in solution can form a 3D DNA crystal through tensegrity triangle formation.!'3® 2411 (i) 3D model
showing three independent lattice directions, represented by different colors (left) with an outline
of the thombohedral cavity formed through this organization (right). (i) SEM imaging reveals
long-range order, with (iii) optical imaging confirming the resulting DNA crystal. (C) (i) A
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preformed DNA origami tensegrity triangle can self-assemble in 3D space using base-stacking
interaction, as opposed to sequence hybridization. (ii) TEM imaging of lattices with the capability
of incorporating gold nanoparticles (10 nm in left image, 20 nm in right image).’Y (D) (i) The
synthesis of material voxels, controlling an internally-placed material’s binding coordination and
valence, can be used to produce different crystal phases. (ii) Origami sets can be designed to
encode internal material binding, producing an FCC phase with respect to alternating particle
placement from a SC origami scaffold. The lower right image displays a Cryo-STEM
reconstruction of single origami with multiple streptavidin proteins bound internally.¢! This figure
has been adapted with permission from the following: (B) Copyright 2021, ref [15b]; Copyright
2021, ACS, ref [24£] (C) Copyright 2021, Wiley-VCH, ref [5d], (D) Copyright 2021, Springer, ref
[5c].

3.3 ‘Colored’ bonds for programmable assembly

A transformative view of programming a three-dimensional materials assembly requires
stepping away from the convention of an either/or methodology regarding particle vs scaffold
assemblies. Through addition of binding and interaction specificity into 3D lattice formation,
mesoscopic structure can now be formed with complexities not possible only a few years ago. In
this manner, these two views converge by having to integrate desired local interaction and
coordination with a global view of lattice organization. The material voxel, described in Figure
5D, can be viewed as a single DNA frame and material-binding unit with a user-described
coordination and valence that furthers define the overall DNA scaffold structuring a desired lattice.

“Chromatic” (“colored”) binding represents the addition of specificity into a nano-object’s
binding coordination and valence, and this chromatic bond can be encoded through one or multiple
(“polychromatic™) strands!*® >% 212l In this manner, it is largely different than isotropic particle
systems coated with specific DNA sequences and presents another dimension in DNA-framed
particle systems. Though sets of different DNA-functionalized particles can be grouped to change
their organization in a given crystal lattice based on binding strengths and geometric packing,
chromatic binding is a dramatic enabling-property because it allows specificity, and thus
anisotropy, in binding partners at each binding site of a patchy binding network.

Through addition of specificity, we can begin to see how richer, more versatile
organizations can be achieved. Figure 6A provides an example of how specific, or ‘colored’,
binding can be viewed in the context of material binding along with material ‘class’ (in this case,
containing a particle vs an empty space)i®¢l. In this manner, a rich set of particle options can be
produced and mixed, with resulting periodic and non-periodic structure arising from different
particle subsets (Figure 6B). This coloring of interaction type overcomes fundamental limitations
in the synthesis of 3D structure based on manipulating an enthalpy and entropy balance solely
through topological packing, and more resembles 3D printing at the nanoscale.
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Figure 6: The coupling of binding specificity, or ‘color’, with deﬁned coordination and valence
allows for the synthesis of non-periodic structure, peI‘IOdlC structure, and complex periodic
structures for the synthesis of mesoscopic materials. (A) The introduction of a 2D-DNA frame
around an isotropic particle provides both a defined binding partner number and type through
specific DNA binding.’8! (B) A set of particles presenting different binding coordination and
specificities can be mixed in different variations to produce both prescribed periodic or non-
periodic structure. (C) AFM images presenting realized periodic (i and ii) and non-periodic (iii)
structure from 2D-DNA origami frames with control over binding coordination and specificity.[>¢
(D) (i) Application of colored binding in 3D space to a nanoparticle surface, (ii) a schematic outline
of a frame needed to achieve a tetrameric binding coordination, and (iii) the use of multiple binding
specificities/colors within a single binding interaction.?!! (E) Binding color can be introduced
isotropically or directionally, with resulting effects on the mesoscopic growth of periodic or
discrete structures.[®”] (F) DNA bricks possess fully-defined binding and 3D control in a limited
scale system, providing the ability to etch interior spaces inside a dense DNA cuboid.l”! (G)
Binding interactions between frames can contain multiple bonds with a specific directionality in
color layout. (i) 1D assemblies of DNA nano-chambers, consisting of 4 bonds in the z-direction,
can be stacked consecutively with or without a rotational component to the color binding scheme.
(i1) 2D and (iii) 3D assemblies can be achieved by changing the strength, number, and layout of
the binding strands on the nano-chambers.?!3 This figure has been adapted with permission from
the following: (A,C) Copyright 2021, Springer, ref [5g], (D,G) Copyright 2021, ACS, ref [21a],
(E) Copyright 2021, APS, ref [67], (F) Copyright 2021, Springer, ref [78].

Figure 6C shows the realization of designated structure through chromatic, patchy
interactions. Gang and coworkers used a two-dimensional, planar hollow square origami structure,
illustrated in Figure 6A, to internally bind a spherical particle and then confine it to a “colored”
valence of four with a planar, square binding coordination.* This integration of nanoparticle with
origami in a building block with complexly prescribed colored interactions opens possibilities for
modular design. For example, such a platform allows the assembly of what may appear to be two
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equivalent, 2D scaffold sheets (Figure 6C(i) and (ii)), but in fact are structurally identical
scaffolds with differing particle binding specificities. Through mixing of a different elements of a
colored set, prescribed non-periodic structure can be achieved (Figure 6B(iii)). The relationship
between assembly encoding of desired structures and design of colored bonds, their strengths and
stoichiometry of components was investigated in detail.[>¢

Chromatic binding can be applied more generically towards interactions in 3D space, as
viewed through the lens of a nanoparticle demonstrating chromatic, tetrameric binding in Figure
6D. An idealized view is represented in (i) while a sketch of a potential material frame to achieve
this patchy binding is shown in (ii). The realization of 2D-encoded binding organization provides
further support for the promise of 3D encoded chromatic binding structures, as discussed in
theoretical works considering chromatic binding capabilities on patchy particles through DNA
binding specificity.[’® ¢7- 71 While sets of isotropically-functionalized nanoparticles can yield
designated periodic structure, as discussed in the 2D case, directional, chromatic particle
interactions in 3D space provide the ability to fully encode mesoscale object structure, Figure
6E.[67]

These methods consider the particle and its associated DNA as a nano-block capable of
organization. In the realm of purely DNA-based structures, a dense volumetric scaffolds,
consisting of 10,000 structurally identical, yet sequence-specific, DNA ‘bricks’ with about 20,000
voxels, has been constructed.l”® 891 This resulting cuboid structure can then be synthesized with
designed 3D cavities in its interior, confirmed by microscopy and DNA sequencing. As the space
is entirely addressable, complex cavities could be formed, as seen Figure 6F. It is important to
note that this technique created a negative-space structure, and required a subtractive process from
a dense structure set to achieve the final design. Though this method does provide complete
addressability and high resolution, it has limitations when attempting to apply this assembly
concept to materials. As powerful nanoscale assembly methods move from DNA-only structures
to nanomaterials, methods to structure nano-objects with such exquisite levels of control in 3D
need to be established. We stress that the discussed DNA-brick methodology cannot be simply
“copied” for nano-objects.

While the DNA-brick method powerfully shows the ability to encode specificity at the
nanoscale using DNA, the use of chromatic binding in conjunction with defined coordination and
valence can be used to create structure from a minimal set of DNA or nano-object components. In
this truly bottom-up method, a system can be optimized to include a minimal, but sufficient,
amount of complexity to provide a desired periodic or non-periodic mesoscale architecture. A
system does not have to be fully defined at every material position, and significantly fewer unique
monomer structures are needed to synthesize a specific lattice layout or crystal group than required
spatial positions. In this manner, large-scale organizations can practically be formed. Tikhomirov
et al. utilized a 2D hierarchical, fractal assembly method to create arbitrary DNA patterns up to
0.5 micrometers with up to 8,704 pixels.!??! While this idea showed to be successful in 2D and for
pure DNA structures, the challenge is to develop experimentally realizable concepts for 3D and
for building architectures from nanoscale objects. Tkachenko and coworkers have theoretically
utilized chromatic binding to demonstrate a pathway towards achieving a unique hexagonal
diamond structure, which can be formed from a minimal mixture of 8 monomers possessing
tetrahedral symmetry and a total grouping of 16 unique binding sequences.!””]

The future realization of fully designed 3D architectures may use a chromatic binding
strategy through the ‘material voxel’ platform (Fig. 5D), whereby DNA-frames integrate nano-
objects and provide them with both polychromatic and anisotropic bonds.¢ 2!2l Indeed, while
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hybridization of origamil® allows for the building of ordered 3D frameworks, a multiple
hybridization system based on bond specificity opens the possibility of introducing sequence-
specific, colored binding at the vertices or faces of selected topologies. Recent studies have used
binding specificity in a lattice of DNA origami octahedra to build planar particles organizations.®!]
(821 These groups used different binding specificities at different octahedra vertices, and given the
permutation space of 4" sequences at a given n sequence length, a large library of sequence binding
‘colors’ is available. Thus, such an approach is a promising strategy for prescribing larger scale
nanomaterial systems since it allows to introduce the desired material nano-objects and encode the
connectivity between them for achieving a targeted structure. Though this binding color library is
theoretically large, DNA assembly requires that binding sets not possess sequence overlaps to
reduce off-target binding, and secondary structure formations must be minimized. Additionally,
the spread of bond energies might present a challenge for optimizing an assembly pathway, and
this aspect should be accounted in the potential designs. Furthermore, though vertex-vertex
binding minimizes the potential for mis-aligned frames, face-face binding between nanoscale
topologies must account for such possibilities.

Zhiwei et al. approached these possibilities by introducing polychromatic binding sets for
individual inter-origami of hollow cuboid structures (termed DNA nano-chambers) 1212l shown in
Figure 6G. These composite bonds allow a much higher degree of encoding through the use of
multiple DNA strands in a single neighbor binding interaction. Also, they permit tuning the bonds
characteristics and orientation of linked origami. For example, two different binding interactions,
each held together through 8 bonds, may consist of the same 4 sequence binding set, but permuted
differently. This binding fingerprint, acting as a ‘permutation of permutations’, enables high
degree of bond encoding, through multiple sequences rather than one. This allows to increase
binding complexity from a small sequence set, as well as to control the mutual orientation and
alignment of encoded components. This control was shown through the construction of 1D, 2D,
and 3D systems, with the capability of chiral particle constructs assembled through specific DNA
binding sequence combinations on individual faces. Importantly, this study demonstrated that to
support the growth of different structures, different numbers of bonds were needed based on both
the binding direction and overall dimensionality of growth. For example, in Figure 6G(i), 1D
assemblies grow through a 4-bond interaction in the z direction, while in 6G(iii), 3D assembly is
mediated by 16 bonds in the z direction.

To consider such assembly processes more generally, however, the energy landscape of
anisotropic structure formation is also a major consideration when viewing yields and defects, with
works suggesting a functional upper limit to the number of unique particles used in arbitrary
structure synthesis from equilibrium interactions.®¥) Thus, the relationship between desired
structural complexity and the chromatic interactions utilized to connect the topological building
blocks becomes increasingly important as research groups rapidly expand the capability to produce
defined structure at the nanoscale.®¥ Additionally, a fast progresste 622 65851 jn our ability to
generate nanoparticles with specifically prescribed spatial anisotropic and colored bonds opens
exciting opportunities for their use in assembly of complex 3D architectures.

4. Summary and outlook
Traditional views of building or imposing order on nanoparticle assemblies are inherently

limited by an inability to access desired arbitrarily-defined periodic and non-periodic structures.
Work over the past two decades has demonstrated the power of programmable assembly,
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introduced by DNA, for directing an organization of materials at the nanoscales. More recent
strides have proven that chromatic binding, in combination with valence-defined and coordinative
binding of nano-objects, can enable a new generation of nano-materials synthesis. In this regime,
the boundary between particle and its defining structural frame becomes less clear; a monomer
scaffold, or DNA material voxel in this instance, must possess binding specificities for neighboring
scaffolds as well as specificity for material binding. The material voxel acts both as a minimal
scaffold component and a designable structure itself.

For the first time in nanoparticle crystallization, we can begin to separate material form
from function by using both defined binding topology and binding specificity to remove particles
from the factors that typically govern their packing. As opposed to macroscale systems, where
more straightforward engineering can modify a given material without affecting its inherent
properties, a bare material’s form and function are inexorably linked at the nanoscale. This requires
a rethinking of current assembly methods and the addition of a forward-looking component to
nanoscale, topological interaction—specificity, otherwise called chromatic binding.

To gain full access to three-dimensional structure without the need for a fully-prescribed
materials, we further propose an interplay between two classes of chromatic binding—those
defining interactions between scaffolds and those defining each scaffold’s specific connection to
a selected particle or material. At the nanoscale, where the number of unique components and
binding regimes not only is a technical issue to model and produce but directly contributes to
entropic considerations, addressable structure can not only be a matter of fully defining a 3D space.
A material voxel, while offering the ability to fully define a volume, importantly offers the
capability to minimize overall system complexity to achieve a desired outcome. Control over 3D
lattice morphology and particle placement within that structure offers an exciting path forward to
moving theory into actual practice. Addressability within 3D space allows one to break from
traditional synthesis schemes, which often attempt to expand atomic analogues into larger scales,
in order to explore the creation of novel, impactful and fully designed 3D materials architectures.

Realizing the fabrication of functional devices from these architectures must consider new
assembly questions focused on how chromatic binding is incorporated into a desired assembly.
Though a DNA binding sequence set can be obtained through inverse design considerations,
development of these materials requires further experimentation to see how sequence selection and
redundancy affect resulting crystal dimensions and geometry as well as defect incorporation. As
discussed, while a fully-prescribed 3D space may not be required, a minimal set of components
may not provide the desired material growth or function. In practice, design rules for chromatic
materials organization must be explored and defined as materials are synthesized with this new
assembly pathway.

As soon as we can demonstrate control over creating complex nanoparticle organizations,
there will be increasing interest to utilize these highly engineered materials for a variety of
applications. This need requires the establishment of methods that convert these organizations into
robust forms. Several approaches were recently introduced that show the ability to template DNA
with inorganic materials and with the ability to preserve a complex 3D organization of DNA
nanostructures and nanoparticle components, 25 23 812, 861 thyg enabling a creation of functional
and robust nanomaterials using DNA-assembly methods.[¥!% 871 Thus, in coupling the enormous
power of DNA to organize nanoscale objects via designed bottom-up processes with recent
advances in inorganic templating, DNA-based assembly offers vast potential to establish a
designer platform for fabricating and manufacturing complexly prescribed nanomaterials.
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