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Abstract—Age of Information (AoI) is a widely used metric of
information freshness in a status update communication system.
In this paper, we study the AoI performance in a multi-source
system in which multiple sources generate updates, but only one
can be transmitted to a monitor at a time. Scheduling, or selecting
the source update to transmit, is an important problem in such a
system. We consider a time-slotted system with Bernoulli sources
with no buffer. An update selected for transmission in a slot is
delivered at the end of the slot. The AoI is analyzed for four
different scheduling policies - random scheduling, round robin
scheduling, age-greedy scheduling, and the Whittle index-based
policy proposed in [1], [2]. Our analytical results are validated
with simulation results, and a numerical performance comparison
of the scheduling policies is presented.

I. INTRODUCTION

To maintain the information freshness in many mission-
critical real-time applications, Age of Information (AoI) is pro-
posed in [3] as a metric measuring the freshness of information
at the receiver of a status update system. In recent years, the
AoI metric has been proposed as a useful metric in numerous
applications that require timely availability of information at
the receiving end of a communication or remote-controlled
system, including autonomous driving or UAV-assisted edge
computing network. The AoI has been analyzed and optimized
for numerous single-source, single-server systems, e.g., see
[4]–[9].

More recently, researchers have started paying attention to
multi-source systems [1], [2], [10]–[23]. In particular, [1],
[2] are the most closely related papers to our work. In
[1], the authors developed the Greedy, Randomized, Max-
Weight and Whittle’s Index policies in a network in which
packets are generated periodically and transmitted through
unreliable channels. The authors showed the optimality of
Greedy, Whittle’s Index, and Max-Weight for the case of sym-
metric networks, i.e., networks which have equally unreliable
channels, and then derived performance guarantees for all four
policies. In [2], the authors considered a network with random
arrivals and studied the AoI by designing and analyzing four
scheduling algorithms, namely, structural Markov Decision
Process (MDP) scheduling, index scheduling, MDP-based
online scheduling, and index-based online scheduling. The
optimality of these algorithms was theoretically investigated.
Meanwhile, in [10], the authors developed Juventas, a low-
complexity scheduling algorithm that was shown to offer
near-optimal and guaranteed performance when there is no
synchronization among the source nodes. In [11], the authors

investigated the age performance of Whittle’s index policy
in a network with a central entity over unreliable channels,
and provided analytical results on its optimality. The multi-
sensor scheduling problem is decoupled into a single sensor
level-constrained MDP in [12] where the authors reveal the
threshold structure of the optimal stationary randomized policy
for the single sensor. They convert the optimal scheduling
problem into a linear program, and a truncated scheduling
policy that satisfies the hard bandwidth constraint is proposed
based on the solution for each decoupled sensor. Two multi-
source information update problems in IoT are proposed in
[13], named AoI-aware Multi-Source Information Updating
(AoI-MSIU) and AoI-Reduction-aware Multi-Source Informa-
tion Updating (AoIR-MSIU) problems. It is shown in that
paper that scheduling terminals in a round-robin fashion where
each terminal only retains the most up-to-date packet achieves
the optimum asymptotically in a network with a number
of terminals sharing a common wireless uplink based on a
collision model with random packet arrivals.

These multi-source system papers generally focus on the
design of the scheduling algorithm and demonstrating its
optimality. On the other hand, there appears to be very limited
work on analyzing the AoI of given scheduling algorithms for
multi-source systems. In this paper, the AoI is analyzed for
four scheduling policies – random scheduling, round robin
scheduling, age-greedy scheduling, and the Whittle index-
based policy proposed in [1], [2]. To the best of our knowl-
edge, this is the first work that analyzes the AoI performance
of these simple scheduling policies.

The paper is organized as follows. We present our system
model and preliminaries in Section II. The analysis of the
scheduling policies is presented in Sections III, IV, and V.
Numerical results and discussion are presented in Section VI,
and the paper is concluded in Section VII.

II. SYSTEM MODEL AND PRELIMINARIES

Similar to [2], we consider a multi-source system with a
transmitter sending status updates from N sources, numbered
1, 2, . . . , N , to a receiver/monitor as shown in Fig. 1. Time is
slotted and each source is a Bernoulli source which generates
a status update packet in a slot independent of other sources
and other slots. The packet generation probability for source
i is denoted by pi. We use ai(t) as the indicator of packet
generation for source i in slot t; ai(t) = 1 indicates that
an update packet is generated for source i at time t. Thus,
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.
.
.

Sources

Transmitter Monitor

Fig. 1. System Model where multiple sources connect to single transmitter
and offload their updates packet to single monitor.

P [ai(t) = 1] = pi. At the beginning of each time slot, the
transmitter selects a packet for transmission from one of the
sources according to a scheduling policy π, and the packet is
assumed to be delivered to the monitor at the end that time slot.
We use π(t) to denote the index of the selected source at time
slot t; π(t) = i indicates that source i is selected to transmit
its update packet at time slot t. If no update packets is selected
for transmission at time slot t, we set π(t) = 0. Following [4],
we assume that the sources do not have any buffer, and if a
source’s packet is not selected for transmission in a time slot,
it is dropped.

A. Age of Information

In this multi-source system, the AoI for each source will be
counted separately at the monitor. For our time-slotted model,
we assume that the AoI for each source will increase by one at
the beginning of each time slot and will stay there for the rest
of the time slot. If a source with an update packet is selected
for transmission at time slot t, then its AoI becomes one at
the end of time slot t (equivalently, the beginning of time slot
t + 1). This is because of our assumption that packets are
generated at the beginning of a time slot, and a transmitted
packet is delivered to the monitor at the end of that time slot,
and the AoI is updated only at time slot boundaries. Therefore,
letting ∆i(t) denote the AoI for source i at time slot t, we
have:

∆i(t+ 1) =

{
1 if ai(t) = 1 and π(t) = i,

∆i(t) + 1 else.
(1)

We show the AoI evolution for an arbitrary source i in
Fig. 2. For each source i, we index the packets that are
delivered to the monitor (as opposed to the packets generated
by the source), and let Xi(n) denote the number of time slots
elapsed between the delivery of packets with indices n−1 and
n for source i. (Note that Xi(n) is a function of the scheduling
policy π, but this dependence is not shown in the notation for
simplicity.) In Fig. 2, the first packet for source i is transmitted
at time slot t1 and the second packet at time slot t2; therefore
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Fig. 2. Evolution of AoI for source i in the multiple sources system.

Xi(2) = t2 − t1. Let us define Qi(n) as the area under the
AoI curve between tn−1 and tn. For example, Qi(2) is shown
as the shaded area in Fig. 2.

Now, Qi(n) =
Xi(n)(Xi(n)+1)

2 . The average AoI for source
i can then be written as:

∆̄i = lim
t→∞

∑n∗(t)
n=1 Qi(n)∑n∗(t)
n=1 Xi(n)

= lim
t→∞

∑n∗(t)
n=1 Qi(n)/n

∗(t)∑n∗(t)
n=1 Xi(n)/n∗(t)

where n∗(t) is the index of the most recent delivered packet
for source i at time slot t. Therefore, we have:

∆̄i =
E[Qi]

E[Xi]
=

E[X2
i ]

2E[Xi]
+

1

2
(2)

B. Work-Conserving Scheduling Policies

Our focus in this paper is the analysis of four simple
scheduling policies including the Whittle index-based policy
in [1], [2]. The policies we analyze are all work-conserving
policies in the sense that the transmitter will not stay idle if
there is an update packet from at least one of the sources.
This is because the AoI of any non work-conserving policy
can only be worse because of the no-buffer assumption.

III. RANDOM SCHEDULING POLICY

We start by considering the random scheduling policy
(RANDOM), in which the transmitter selects one among the
sources with an available update with equal probability. Due to
the randomness of this policy, we model the interval between
two consecutive delivered packets for source i, Xi, as a
geometric distribution with probability p∗i , where p∗i is the
probability that source i has an update and is scheduled for
transmission in a time slot. Therefore, we get the average AoI
for RANDOM from (2) as:

∆̄i =
2− p∗i
2p∗i

+
1

2
=

1

p∗i
. (3)

Next, we show how to derive p∗i for source i. Since the
probability of selection is based on the number of sources
with an available update packet at that time slot, we have the
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conditional probability that source i is selected in time slot t
as:

P [π(t) = i|a(t)] = 1∑N
k=1 ak(t)

,

where a(t) = {a1(t), a2(t), ..., aN (t)} is the vector denoting
the the arrival event for all the sources at time slot t. Note
that a(t) ∈ A where A is the state space for all combinations
of arrival events, and the occurrence of any state in this state
space is independent of all other states and of other time slots.
Therefore, we can remove the time variable and rewrite the
equation as:

P [π = i|a] = 1∑N
k=1 ak

. (4)

Since only when there is an update packet for source i can it
be selected for transmission, we define the state space A′

i =
{a|ai = 1} ⊆ A, which consists of the vectors of A with
ai = 1. We can then write the stationary probability for event
a as:

S(a) =
N∏

k=1

(akpk + (1− ak)(1− pk)). (5)

Therefore, p∗i can be expressed as:

p∗i =
∑
A′

P [π = i|a]S(a), (6)

and the average AoI for RANDOM can be obtained using (3).
A simple closed-form expression can be obtained for the

special case of all sources having equal update generation
probability, i.e., pi = p ∀i. In this case,

p∗i = p

N−1∑
m=0

(
N−1
m

)
pm(1− p)N−m−1

m+ 1

=
N−1∑
m=0

(N − 1)!

(m+ 1)!(N −m− 1)!
pm+1(1− p)N−m−1

=
(N − 1)!

N !

N−1∑
m=0

(
N

m+ 1

)
pm+1(1− p)N−m−1

=
1

N

[
N∑

x=0

(
N

x

)
px(1− p)N−x − (1− p)N

]
=

1

N
[1− (1− p)N ],

where m is the number of sources with an update packet
except source i, and x = m+ 1.

IV. ROUND-ROBIN SCHEDULING POLICY

The next policy we analyze is the work-conserving round-
robin scheduling policy (ROUNDROBIN). In ROUNDROBIN,
in each time slot, the transmitter selects the next source in
sequence with an update packet. If there is no update packet
available in a time slot, following the idle slot, the transmitter
selects a source with an available update packet randomly
in the next slot. For example, if the transmitter has selected

source 2 for transmission in time slot t, then in time slot
t + 1, the transmitter will check source 3 to see if there is
a generated packet or not. If there is a new packet for source
3, the transmitter will transmit it to the monitor otherwise the
transmitter will check source 4, and so on. If none of the
sources has an update packet, the transmitter will be idle, i.e.,
π(t + 1) = 0, and in the time slot t + 2, the transmitter will
reset the round and select a source among those sources with
generated update packets with equal probability.

First we obtain the conditional probability that source i is
selected at time slot t when source j is selected in the previous
time slot t− 1. We have:

P [π(t) = i|π(t− 1) = j] =
pi

∏i−1
k=j+1(1− pk) if i > j, j ̸= 0

pi
∏i−1

k=1(1− pk)
∏N

l=j+1(1− pl) if i ≤ j, j ̸= 0

p∗i if j = 0,

(7)

where p∗i is from (6).
Let fi,j(x) denote the probability that it takes x time slots

to select source i after source j. Clearly, fi,j(1) = P [π(t) =
i|π(t − 1) = j]. fi,j(x) is then given by the following
recurrence relation:

fi,j(x) =
N∑

k=0,k ̸=j

fk,j(1)fi,k(x− 1). (8)

Using the recurrence relation, we can then obtain the first two
moments of Xi as:

E[Xi] =
∞∑
x=1

xfi,i(x), E[X2
i ] =

∞∑
x=1

x2fi,i(x).

As a closed-form expression does not seem possible, in order
to numerically calculate the average AoI approximately, we
assume that Xi is upper bounded by M , which then yields:

E[Xi] =

M∑
x=1

xfi,i(x)

E[X2
i ] =

M∑
x=1

x2fi,i(x). (9)

Finally, the approximate average AoI for ROUNDROBIN can
be derived using (2) and (9). The complexity of computing
the average AoI with upper bound M is O(N2M). We will
investigate the effect of M on the accuracy of the results in
Section VI.

V. AGE-GREEDY AND WHITTLE-INDEX SCHEDULING
POLICIES

A. Age-greedy Scheduling

While RANDOM and ROUNDROBIN are simple scheduling
policies that can be implemented without any knowledge about
source statistics, they do not attempt to optimize the average
AoI for the sources. In contrast, the AGEGREEDY scheduling
policy selects the source with the highest instantaneous AoI
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Fig. 3. A Markov chain of AoI states for a two-source system.

among the sources with an available update packet in the
current time slot. If there are multiple sources with equal
largest AoI, the transmitter selects one among them randomly
with equal probability.

To analyze this scheduling policy, we construct an N -
dimensional Markov chain which models the evolution of the
joint AoI of all the N sources. We show the analysis for a
two-source system in this paper, which can be extended to
the N -source system in a straightforward manner. The 2-d
Markov chain is presented in Fig. 3 where the state (∆1,∆2)
means the age of source 1 is ∆1 and the age of source 2 is
∆2. Note that there are three possible transitions from state
(∆1,∆2) – the next state can be (1,∆2 + 1), (∆1 + 1, 1), or
(∆1 +1,∆2 +1). Since the transition from state (∆1,∆2) to
state (∆1+1,∆2+1) (which is shown with red arrow in Fig. 3)
only happens when both sources have no update packets, the
state transition probability P [(∆1 + 1,∆2 + 1), (∆1,∆2)] =
(1− p1)(1− p2).

A transition from state (∆1,∆2) to state (1,∆2+1) or state
(∆1 +1, 1) is caused by the event that at least one of the two
sources has an available update packet, and such transitions are
shown with blue arrows in Fig. 3. The transition probability
from state (∆1,∆2) to state (1,∆2 + 1) is given by:

P [(1,∆2 + 1), (∆1,∆2)] = p1 if ∆1 > ∆2

p1(1− p2) if ∆1 < ∆2

p1(1− p2) +
p1p2

2 if ∆1 = ∆2.
(10)

The state transition probability from (∆1,∆2) to (∆1 + 1, 1)
can be obtained similarly. To solve the 2-d Markov chain, we
assume that the ages for both sources are upper bounded by
a constant M . Note that the meaning of the upper bound here
is the same as the meaning of the upper bound in the analysis
of ROUNDROBIN since both of them are assumed bounds for
the instantaneous AoI in the system. Let F (∆1,∆2) denote
stationary probability for state (∆1,∆2). Then we have the

average AoI for source 1 as:

∆̄1 =
M∑

∆1=1

M∑
∆2=1

∆1F (∆1,∆2).

The average AoI for source 2 can be derived similarly.

B. Whittle Index-based Scheduling

In [1], [2], the authors presented a Whittle index-based
scheduling policy (WHITTLEINDEX) for optimizing the AoI
in a multi-source system. Unlike the other three policies,
this policy requires the transmitter to know the pi’s. As it
turns out, this system’s AoI can be easily obtained using the
methodology used for AGEGREEDY. The Whittle index for
source i with age ∆i can be calculated based on equation (8)
from [2] as:

Ii(∆i(t)) =

{
0 if ai(t) = 0

∆i(t)
2 − ∆i(t)

2 + ∆i(t)
pi

else.
(11)

In WHITTLEINDEX [2], the transmitter schedules the source
with the largest instantaneous Whittle index in (11) for trans-
mission. Now, we can write the state transition probabilities
for WHITTLEINDEX as:

P [(1,∆2 + 1), (∆1,∆2)] = p1 if I1(∆1) > I2(∆2)
p1(1− p2) if I1(∆2) < I2(∆2)

p1(1− p2) +
p1p2

2 if I1(∆1) = I2(∆2).

The AoI for each source can then obtained by solving this
Markov chain.

VI. NUMERICAL RESULTS

In this section, we present analytical results for the four
scheduling policies. We performed simulations for 106 time
slots to verify the analytical results. The average AoI over all
sources calculated as

∑N
i=1 ∆̄i

N are shown in the figures.
We start with Fig. 4 where we compare the RANDOM policy

with the ROUNDROBIN policy. We set the update generation
probability pi for each source to be identical and equal to 0.5.
As the number of sources N increases, we can observe that
the average AoI for each source increases since the recurrence
time for the transmitter to re-select the source increases.
We can also observe that RANDOM is always worse than
ROUNDROBIN since ROUNDROBIN has lower probability to
serve the same source in nearby time slots. The analytical
results can be seen to closely match the simulation results for
RANDOM. For ROUNDROBIN, we can see the impact of the
upper bound M in Fig. 4. When M = 30, the difference be-
tween the simulation and analytical result becomes noticeable
as N approaches 10, whereas when M = 50, the analytical
results match the simulation results very well. As the number
of sources increases, the instantaneous AoI for a source has
a higher probability to exceed the upper bound when M is
small and a larger upper bound M is required to get a good
approximation for analytical average AoI.
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Fig. 4. Average AoI with respect to N for RANDOM and ROUNDROBIN
for fixed pi = 0.5 for each source and upper bound M = 30, 40, 50 for
analytical results of ROUNDROBIN.
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Fig. 5. Average AoI with respect to p2 for AGEGREEDY and WHITTLEINDEX
for fixed p1 = 0.5 and upper bound M = 20 and M = 5.

Next, we present results for AGEGREEDY and WHITTLEIN-
DEX policies in a two-source system in Fig. 5. We fix the
update generation probability for source 1 to p1 = 0.5 and
vary the probability for source 2. We can observe that our
analytical results match the simulation results extremely well
for M = 20 whereas M = 5 significantly underestimates
the average AoI. This shows that M = 20 is a sufficiently
good upper abound, and we use this in the next figure.
Another important observation here is that the performance of
AGEGREEDY and WHITTLEINDEX are similar to each other
for a two-source system. This is due to the following. In a
two-source system, when the difference between p1 and p2 is
small, the instantaneous AoI is the dominant variable in the
Whittle index function, and therefore both WHITTLEINDEX
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Fig. 6. Average AoI with respect to p for RANDOM, ROUNDROBIN, and
AGEGREEDY for a two-source system with upper bound M = 20.

and AGEGREEDY select the source with the larger instanta-
neous AoI. On the other hand if the difference between p1 and
p2 is large, there is a high probability that only one source has
an update packet in a time slot, and both WHITTLEINDEX and
AGEGREEDY will select the source with the update packet.

Finally, we compare RANDOM, ROUNDROBIN and AGE-
GREEDY in a two-source system in Fig. 6. (WHITTLEINDEX
is not shown here because its performance is similar to
AGEGREEDY for this system.) We set M = 20 here, which is
sufficiently large to get an accurate AoI in this system from our
observation in Fig. 4 and Fig. 5. The two sources have identical
generation probability p. We can observe that when p is small,
the differences between these three polices are small. This is
because for a two-source system, there is a high probability
that neither or only one source has an update. In the former
case, the transmitter will be idle, and in the latter case the
source with the update will be scheduled in all three schemes.
As p increases, RANDOM performs noticeably worse than the
other two. ROUNDROBIN and AGEGREEDY have very similar
performance, with AGEGREEDY being slightly better. When
p = 1, AGEGREEDY and ROUNDROBIN become identical as
both policies alternate between the two sources.

VII. CONCLUSION

In this paper, we analyze the AoI performance in a multi-
source system in which multiple sources generate status up-
dates, only one of which can be transmitted to the monitor
at a time. We compare the performance of four different
scheduling policies, namely, random scheduling policy, round-
robin scheduling policy, age-greedy scheduling policy, and the
Whittle index-based policy proposed in [1], [2]. The analytical
results were validated with extensive simulation results.
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