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Abstract
Wedevelop a theory of linear intertwining periods in a special case, and use it to reduce
a conjecture of Prasad and Takloo-Bighash on epsilon dichotomy to the supercuspidal
case. Combined with the proved previous results, this proves the conjecture of Prasad
and Takloo-Bighash under very mild assumptions.
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1 Introduction

1.1 Epsilon dichotomy

Let E/F be a quadratic field extension of local nonarchimedean fields of characteristic
zero and η the quadratic character of F× attached to E via the local class field theory.
Let n be a positive integer. Take a central division algebra D over F of dimension
d2 and suppose that E can be embedded in Matn(D) as F-algebras. Note that this
implies that nd is even. Put G = GLn(D) and let H be the centralizer of E× in G.
Note that H is the multiplicative group of a central simple algebra over E . We say that
an admissible representation π of G is H -distinguished if

HomH (π,C) �= 0.

This Hom-space is at most one dimensional if π is irreducible [4]. A (special case of
a) conjecture of Prasad and Takloo-Bighash [26] predicts when this Hom-space is one
dimensional in terms of local root numbers.

Conjecture 1.1 Let π be an irreducible admissible representation of G with trivial
central character. If π is H-distinguished, then

(1) the Langlands parameter of π takes values in the Spnd(C);
(2) the root number satisfies ε(π)ε(π ⊗ η) = (−1)nηE/F (−1)nd/2.

Conversely, if π is square integrable and satisfies (1) and (2), then π is H-
distinguished.

The original conjecture of Prasad and Takloo-Bighash requires that the Jacquet–
Langlands transfer ofπ toGLnd(F) is generic. It is explained in [29] that the genericity
condition is not necessary.We should note that the converse implication is not expected
to hold in the stated form when π is not square integrable.

The case nd = 2 recovers the celebrated theorem of Saito and Tunnell. The case
nd = 4 was proved in [26]. Both cases can be proved by local theta correspondences.
There are currently two approaches when nd > 4. Using the relative trace formulae
proposed by Guo, the second author [32] proved the forward implication of Conjec-
ture 1.1 completely and the converse implication when either π is supercuspidal and
d ≤ 2 or the Jacquet–Langlands transfer of π to GLnd(F) is supercuspidal. Sécherre
[28] proved the direct implication using type theory and some intermediate results from
[32] and the converse direction when π is supercuspidal and the residue characteristic
is odd using type theory.

The goal of this paper is to prove the following theorem. Recall that we always
assume F is of characteristic zero.

Theorem 1.2 Assume that either the residue characteristic of F is odd or d ≤ 2. Then
the converse implication of Conjecture 1.1 holds.

This completes the proof of Conjecture 1.1 under the stated hypothesis.
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1.2 Distinguished representations

Let t, k be positive integers and n = tk. Let P be the standard parabolic subgroup of
G corresponding to the partition (k, · · · , k) of n and M its standard Levi subgroup
isomorphic to GLk(D) × · · · × GLk(D). Let ρ be an irreducible supercuspidal rep-
resentation of GLk(D). Its Jacquet–Langlands transfer [10] to GLkd(F) is a square
integrable representation. It is well-known by the classification of Zelevinsky [34] that
it is the unique irreducible quotient of

ρ′ν(1−lρ)/2 × · · · × ρ′ν(lρ−1)/2 (1.1)

where lρ is an integer and ρ′ is an irreducible supercuspidal representation of
GLkd/lρ (F). Here following the usual convention, the product × · · · × stands for the
parabolic induction, and ν stands for the absolute value of the reduced norm of any
central simple algebra. The representation

ρν(1−t)lρ/2 × ρν(3−k)lρ/2 × · · · × ρν(t−1)lρ/2

of G has a unique irreducible quotient which is square integrable. By [10, B.2], all
irreducible square integrable representations of G are of this form.

Given this description of irreducible square integrable representation, the idea of
proving Theorem 1.2 is simple. Assume that π satisfies the conditions in Conjec-
ture 1.1. These two conditions are transformed into conditions on ρ. We thus need to
relate the distinguishedness of ρ and π . This is the content of the next theorem. Note
that no assumptions on the residue characteristic or d are imposed in this theorem.
The L-factor L(s, ρ′,Sym2) in the theorem is defined either by the local Langlands
correspondence or the Langlands–Shahidi method, which agree by [9, 14].

Theorem 1.3 Let π and ρ be as above. Assume that ρ is not one dimensional if k = 1.
We have the following assertions.

(1) If t is odd, then E× embeds in GLk(D) and we denote by Hk the centralizer of
E×. Then π is H-distinguished if and only if ρ is Hk-distinguished.

(2) If t is even, then π is H-distinguished if and only if L(s, ρ′,Sym2) has a pole at
s = 0.

Remark 1.4 It is shown in [33] that ρ′ is self-dual if L(s, ρ′,Sym2) has a pole at s = 0.
See [33, Theorem A and Remark 1.13].

Proof of Theorem 1.2 assuming Theorem 1.3 If k = 1 and ρ is a character, then π is a
twist of the Steinberg representation of G. This case has been taken care of by [7] so
we assume that we are not in this situation and thus Theorem 1.3 applies.

Assume that t is odd first. Since π satisfies the two conditions in Conjecture 1.1,
simple computation of the root numbers gives that ρ also satisfies analogous condi-
tions, cf. [32, Section 4.2]. Under the assumption of Theorem 1.2, we see that ρ is
Hk-distinguished. Theorem 1.3 then implies that π is H -distinguished.
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Now assume that t is even. Again the computation from [32, Section 4.2] shows
that condition (2) of Conjecture 1.1 always holds. The Langlands parameter of π takes
the form

φρ′ � Symtlρ−1
C
2 : WF × SL2(C) → Spnd(C),

where φρ′ is the Langlands parameter of ρ′. Since t is even, the image of Symtlρ−1(C)

lies in Sptlρ (C). Thus condition (1) implies that φρ′ lies in the orthogonal group

Okd/lρ (C). This is equivalent to that L(s, ρ′,Sym2) has a pole at s = 0. By Theo-
rem 1.3 we conclude that π is H -distinguished. ��
Remark 1.5 In both cases t being odd or even, we only need the “if” direction to deduce
Theorem 1.2. In fact, the “if” direction is one of the main results of this paper, and
the “only if” direction can be quickly deduced from previous results. The argument
above essentially proves that Conjecture 1.1 holds for all irreducible square integrable
representations if it holds for all irreducible supercuspidal representations.

In general, for real numbers a < b, we call the unique irreducible quotient

ρνlρa × · · · × ρνlρb,

or the set {ρνlρa, · · · , ρνlρb} a segment. Segments are in one-to-one correspondence
with irreducible square integrable representations. Two segments are linked if they do
not contain each other and their union is again a segment. Otherwise they are called
unlinked. Combining Theorem 1.2 with the classification result from [29] we obtain
the following immediate corollary.

Corollary 1.6 Assume that either the residue characteristic of F is odd or d ≤ 2. Let
π = �1×· · ·×�t be a parabolic induction of unlinked segments, or equivalently the
Jacquet–Langlands transfer of π to GLnd(F) is generic. Then π is H-distinguished
if and only if we can relabel �i ’s so that

(1) �i 	 �∨
i+1, for i = 1, 3, · · · , 2a − 1;

(2) �i satisfies the analogous conditions in Theorem 1.2, for i = 2a + 1, · · · , t .

Remark 1.7 If D = F and E = F × F , the analogues of Theorem 1.3 and Corol-
lary 1.6 have been established by [20, Theorem 6.1], [21, Theorem 3.13] and [33,
Theorem 3.18].

1.3 Intertwining periods

Let us keep the notation from Theorem 1.3. If π is H -distinguished, it is relatively
easy to deduce information about ρ. The other direction is harder. Assume ρ is Hk-
distinguished if t is odd and L(s, ρ′,Sym2) has a pole at s = 0 if t is even (as remarked
before this implies that ρ′ and hence ρ is self-dual). By [25, Proposition 7.2], the full
induced representation

ρν(1−t)lρ/2 × ρν(3−k)lρ/2 × · · · × ρν(t−1)lρ/2
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is H -distinguished and moreover the H -invariant linear form on it is unique up to a
scalar. Thus we are reduced to show that this H -invariant linear form factors through
its unique irreducible quotient. To proceed let us introduce some notation. For any real
number a, the representation

ρνalρ × ρν(a+1)lρ

contains a unique irreducible subrepresentation. We denote this subrepresentation by
Z([a, a + 1]ρ). The kernel of the quotient

ρν(1−t)lρ/2 × ρν(3−t)lρ/2 × · · · × ρν(t−1)lρ/2 → π

is generated by

ρν(1−t)lρ/2 × · · · × ρν( j−3)lρ/2 × Z([( j − 1)/2, ( j + 1)/2]ρ) × ρν( j+3)lρ/2

× · · · × ρν(t−1)lρ/2.

for 2 − t ≤ j ≤ t − 2 and j ≡ t (mod 2). Jacquet module computation implies that
these representations are not H -distinguished if j �= 0 or j = 0 but Z([−1/2, 1/2]ρ)

as a representation of G2k is not H2k-distinguished. Therefore if t is odd, then Theo-
rem 1.3 follows as j can never be zero. In the case t being even, to prove Theorem 1.3
we are reduced to show that Z([−1/2, 1/2]ρ) is not H2k-distinguished, or in other
words, Theorem 1.3 when t = 2.

We now assume that t = 2. Following Jacquet, Lapid and Rogawski, one constructs
an explicit H -invariant linear form

J (·, s) : I (ρ, s) = ρνs × ρν−s → C.

This is the (open) intertwining period alluded in the title of this paper. This linear form
is meromorphic in s, holomorphic at s = −lρ/2, and defines a nonzero H -invariant
linear form. Let

M(τ, s) : I (ρ, s) → I (ρ,−s)

be the usual intertwining operator. Then Z([−1/2, 1/2]ρ) is the cokernel of the inter-
twining operator M(τ,−lρ/2). Since the space of H -invariant linear forms on I (ρ, s)
is at most one dimensional, we conclude that there is a meromorphic function α(s)
such that

α(s)J (φ, s) = J (M(τ, s)φ,−s). (1.2)

The following is the main technical result of this paper.

Proposition 1.8 Let the notation be as above. We fix a nontrivial additive character ψ

of F. Then

α(s) ∼C[q±s ]× γ (−2s, JL(ρ)∨,∧2, ψ)−1γ (2s, JL(ρ),Sym2, ψ)−1,
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where JL(ρ) stands for the Jacquet–Langlands transfer of ρ to GLkd(F) and the
notation ∼C[q±s ]× means the ratio of both side lies in C[q±s]×.

With this proposition, elementary computation gives that α(s) has a zero at
s = −lρ/2. The desired Theorem 1.3 in the case t = 2 follows quickly from this.
The proof of this proposition is neverthelss quite technical. Our proof is inspired
by [22, Section 10.4] and uses global-to-local arguments. We are not sure if one
can prove this proposition using purely local methods because the appearance of the
Jacquet–Langlands transfer. The proof uses the global counterpart of the intertwining
periods and the global functional equation analogous to (1.2). Global intertwining
periods appear as regularized periods of Eisenstein series and the functional equation
of intertwining periods is naturally a consequence of that of Eisenstein series. In the
computation, we use regularized periods of Eisenstein series introduced in [35] and
follow closely the path paved in [15, 19] by the pioneers. We tailor the computation
to precisely what we need and make it very explicit. A thorough study of regularized
linear periods of Eisenstein series and general intertwining periods is itself a very
interesting subject. We hope to come back to it in our future work.

2 Preliminaries

2.1 General notation

Without no explicit mention of the contrary, F is always a number field or a local field
of characteristic zero. Thus by saying that “F is a local field”, we mean that “F is a
local field of characteristic zero”. If F is a number field we denote byA orAF the ring
of adeles. We fix a nontrivial additive character ψ of A/F (resp. F) if F is a number
field (resp. local field).

Suppose thatG is a connected algebraic group defined over F .We denote by X∗(G)

the group of rational characters of G. Put as usual

a∗
G = X∗(G) ⊗Z R, aG = HomZ(X∗(G),R),

which are real vector spaces dual to each other and a∗
G,C

and aG,C their complexifi-
cations respectively. Let Lie(G) be the Lie algebra of G.

For any reductive group G over F , we denote by AG its split center. We fix a
minimal parabolic subgroup P0 of G and a maximal split torus A0 of G contained in
P0. Put M0 be the centralizer of A0 in G and letU0 denote the unipotnet radical of P0.
Then P0 = M0U0 is a Levi decomposition. Parabolic subgroups containing A0 are
called semi-standard. A semi-standard parabolic subgroup has a unique Levi subgroup
which contains A0 and such Levi subgroup is called semi-standard. We consider only
semi-standard parabolic subgroups. Thus by “P = MU is a parabolic subgroup” we
mean “P is a semi-standard parabolic subgroup, M is its semi-standard Levi subgroup
and U is its unipotent radical”. For any parabolic subgroup P = MU , we denote by
ρP ∈ a∗

M the usual half sum of all positive roots in n = Lie(N ) (countingmultiplicity).
Let WM = NM (A0)/M0 be the Weyl group of M with respect to A0, where NM (A0)

denotes the normalizer of A0 in M .
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2.2 Automorphic forms

Let F be a number field. For a parabolic subgroup P = MU and a smooth function
φ on P(F)\G(A), we define the constant term along P by

φP (g) =
∫
U (F)\U (A)

φ(ug)du, g ∈ G(A). (2.1)

There is a natural function HP : M(A) → aP characterized by

〈χ, HP (m)〉 = log|χ(m)|A

for any χ ∈ X∗(M) and m ∈ M(A). Here, for any place v of F we denote by |·|v the
absolute value of Fv normalized in the usual way and by |·|A = ∏

v|·|v the absolute
value on A×. We require that |·|A× takes value one on F×. The modulus character on
P(A) is given by e〈2ρP ,HP (·)〉. We fix a maximal compact subgroup K of G(A) so that
G(A) = P(A)K and extend HP to G(A) by

HP (muk) = HP (m), m ∈ M(A), u ∈ U (A), k ∈ K .

Put F∞ = F ⊗ R. Then R embeds in F∞ naturally via x �→ 1 ⊗ x . Choose an
isomorphism AM 	 G

l
m for some integer l and let A∞

M be the image of (R>0)
l in

AM (F∞). Then HP induces an isomorphism A∞
M 	 aP .

We now recall the definition of automorphic forms, Eisenstein series and intertwin-
ing operators following the convention in [19, Section 5 and 7]. LetA(M) be the space
of automorphic forms on M(F)\M(A). These are smooth moderate growth functions
onM(F)\M(A)which are finite under the translation of amaximal compact subgroup
of M(A) and the center of the universal enveloping algebra of Lie(M(R)). LetAP (G)

denote the set of automorphic forms onU (A)M(F)\G(A). These are smooth, K -finite
functions such that for all k ∈ K , the functionm �→ φ(mk) belongs toA(M).Wewrite
A1

P (G) for the set of φ ∈ AP (G) such that the function m �→ e−〈ρP ,HP (m)〉φ(mg) on
M(A) is A∞

M -invariant for any g ∈ G(A) and satisfies

sup
g∈G(A)

∣∣∣e−〈ρP ,HP (g)〉φ(g)
∣∣∣ < ∞.

For a cuspidal automorphic representation ρ of M(A) with a central character trivial
on A∞

M , letA1
P (G)ρ be the space of functions φ ∈ A1

P (G) such that for all k ∈ K , the
function m �→ φ(mk) belongs to the space of ρ. Set A1

P (G)c = ∑
ρ A1

P (G)ρ , where
ρ runs through cupidal automorphic representations of M(A) with a central character
trivial on A∞

M .
The Weyl group WG is NG(A0)/M0. Let P = MU and Q = LV be parabolic

subgroups of G. We say that P and Q are associate if M and L are conjugate by an
element in NG(A0). LetW (M, L) be the set ofw ∈ WG of minimal length in the coset
wWM with wMw−1 = L . Let w ∈ W (M, L), and s ∈ a∗

P,C
, we have the standard
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intertwining operator

M(w, s) : A1
P (G) → A1

Q(G),

given in the domain of convergence by

M(w, s)φ(g) = e〈−ws,HQ (g)〉
∫
V (A)∩wU (A)w−1\V (A)

φ(w−1ug)e〈s,HP (w−1ug)〉du.

(2.2)

For φ ∈ A1
P (G)c and s ∈ a∗

P,C
, we have the cuspidal Eisenstein series E(g, φ, s)

which is given, in its domain of absolute convergence, by

E(g, φ, s) =
∑

δ∈P(F)\G(F)

φ(δg)e〈s,HP (δg)〉. (2.3)

Further properties of cuspidal Eisenstein series and their constant termswill be recalled
when we need them.

2.3 Symmetric pairs

Let D be a central division algebra over F of dimension d2. Set Gn = GLn(D). We
denote by 1n the identity matrix in Gn and wn the matrix whose anti-diagonal entries
are one and zero elsewhere. We usually suppress the subscript n and write only G
when there is no confusion.

Let E/F be a quadratic field extension and τ be an element of F× so that E =
F[√τ ]. Assume that E can be embedded into Matn(D) as an F-subalgebra. If this is
the case, nd is even and such an embedding is unique up to an inner automorphism by
the Skolem-Noether theorem. Let H be the centralizer of E× in G. We fix an explicit
embedding of E into Matn(D) as follows. If d is odd and hence n is even we take

a + b
√

τ �→
(
a · 1n/2 τbwn/2
bwn/2 a · 1n/2

)
, a, b ∈ F .

Then DE = D ⊗ E is a central division algebra over E and H is isomorphic to
GLn/2(DE ) and consists of matrices

h(a, b) =
(

a τbwn/2
wn/2b wn/2awn/2

)
, a, b ∈ Matn/2(D).

Let θ be the involution on G defined as the conjugation by h(0n/2, 1n/2). Then H
is the group of fixed points of θ . If d is even then E embeds into D. We obtain an
embedding of E into Matn(D) from the embedding into D. The centralizer H equals
GLn(C), where C is the centralizer of E in D which is a central division algebra over
E . In this case, let θ be the involution on D or on Matn(D) defined as the conjugation

123



Linear intertwining periods and epsilon dichotomy for linear models

by
√

τ or
√

τ1n . Then H is the group of the fixed points of θ . We also fix an element
μ ∈ D× such that θ(μ) = −μ. Such an element exists because θ is an involution on
D which is not the identity map.

We will also consider the case E = F × F . This will only play an auxiliary role
in the global-to-local argument. We make a further assumption that d = 1 which will
be sufficient for our purposes. Then G = GLn(F) and we take the embedding of
F× × F× → G with

(a, b) �→
(
a1n/2

b1n/2

)
, a, b ∈ F×.

The centralizer H of F× × F× is isomorphic to GLn/2(F) × GLn/2(F) consisting
of diagonal n

2 × n
2 blocks. It is the group of fixed points of the involution given by

conjugation of the image of (1,−1).
Each (ordered) partition (n1, · · · , nt ) of n corresponds to an upper triangular

parabolic subgroup P = MU . Unless explicitly saying the contrary, by a parabolic
subgroup of G we always mean an upper triangular parabolic subgroup. From now on
assume that t and k are positive integers such that n = tk and P the parabolic sub-
group corresponding to (k, · · · , k). Explicit coset representatives for P\G/H have
been given in [7, Section 2.2 and 3.2]. We do not need it but only the representative
of the open double coset. Assume that E is a field. If d is odd we take η = 1n . If d is
even and t is odd we put

η1 = 1k, ηi+1 =
⎛
⎝1k −μ1k

ηi
1k μ1k

⎞
⎠ ,

and take η = η(t+1)/2. If d and t are even we put

η1 =
(
1k −μ1k
1k μ1k

)
, ηi+1 =

⎛
⎝1k −μ1k

ηi
1k μ1k

⎞
⎠ ,

and take η = ηt/2. With these choices, the double coset PηH is open in G. Now
assume that E = F × F and d = 1. Put

η =
(
1n/2 1n/2
1n/2 −1n/2

)
.

Then PηH is open in G. For any subset Y of G, we set Y η = Y ∩ ηHη−1 and
Y (η) = η−1Yη ∩ H . Note that P(η) = M(η)U (η) by [7, Porposition 2.2 and 3.2].

2.4 Representations

Suppose that F is a nonarchimedean local field. By a representationwemean an admis-
sible representation. Let P = MU be the standard parabolic subgroup corresponding
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to the partition (n1, · · · , nt ) of n and we fix a maximal compact subgroup K of G
such that G = PK . As in the global case, there is a natural function HP : M → aP
characterized by

〈χ, HP (m)〉 = log |χ(m)|F

for any χ ∈ X∗(M) and m ∈ M , where | · |F is the normalized absolute value on F .
We extend HP to G by

HP (muk) = HP (m), m ∈ M, u ∈ U , k ∈ K .

The space a∗
P,C

is identified with C
t as usual. Let s = (s1, · · · , st ) ∈ C

t . Let
ρ1, · · · , ρt be irreducible representations of Gn1, · · · ,Gnt respectively, and ρ =
ρ1 � · · · � ρt be the representation of M . Let

I GP (ρ, s) = IndGP ρ1ν
s1 ⊗ · · · ⊗ ρtν

st

be the normalized parabolically induced representation,where ν stands for the absolute
value of the reduced norm of any central simple algebra. Following usual practice we
also write the parabolic induction I GP (ρ, s) as

ρ1ν
s1 × · · · × ρtν

st .

We stick to the convention that all parabolic inductions in this paper are normalized.
Suppose that P = MU and Q = LV are associate parabolic subgroups, and

w ∈ W (M, L). We have the standard intertwining operator

M(w, s) : I GP (ρ, s) → I GQ (wρ,ws)

defined in the domain of absolute convergence by

M(w, s)φ(g) = e〈−ws,HQ (g)〉
∫
V∩wUw−1\V

φ(w−1ug)e〈s,HP (w−1ug)〉du. (2.4)

Here wρ is the representation of L = wMw−1 given by wρ(l) = ρ(w−1lw) for all
l ∈ L .

We now recall the local Jacquet-Langlands transfer and classification of square
integrable representations of G. The local Jacquet-Langlands transfer JL is a bijective
map from the set of irreducible square integrable representations of Gk to that of
GLkd(F) [2, Section 2.3]. Let ρ be an irreducible supercuspidal representation of Gk .
Since JL(ρ) is a square integrable representation of GLkd(F), by the classification of
Zelevinsky [34, Theorem 9.3], it is the unique irreducible quotient of

ρ′ν(1−lρ)/2 × · · · × ρ′ν(lρ−1)/2 (2.5)
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where lρ is an integer and ρ′ is an irreducible supercuspidal representation of
GLkd/lρ (F). By [10, B.2], the representation

ρν(1−t)lρ/2 × ρν(3−k)lρ/2 × · · · × ρν(t−1)lρ/2

of G has a unique irreducible quotient Stt (ρ) which is a square integrable representa-
tion and all irreducible square integrable representations of G are of this form. Note
that JL(Stt (ρ)) = Sttlρ (ρ

′).
We make some remarks on the archimedean places. The consideration at the

archimedean places only appears in the global-to-local argument. Suppose that F = R

or C. Without explicit mentioning of the contrary, by a representation of a reductive
Lie group G, we mean an admissible finitely generated (g, K )-module, where g is
the complexified Lie algebra of G, and K is a maximal compact subgroup of G,
cf. [31, Section 3.3.2]. One notable exception is Proposition 4.2 where we make use
the canonical Casselman–Wallach globalization of an admissible finitely generated
(g, K )-module, cf. [31, Chapter 11], in particular Theorem 11.6.6.

Finally suppose that F is a number field. The global Jacquet-Langlands transfer is an
injectivemap from the set of irreducible discrete series representations ofGn(A) to that
of GLnd(A) [2, Theorem 5.1]. We use JL to denote this map since there is no chance
of confusion. Let σ be an irreducible discrete series representation of Gn(A). The
representation JL(σ ) is characterized by JL(σ )v = σv for any place v at whichGn(Fv)

is isomorphic to GLnd(Fv). Note also that if σv is a square integrable representation
of Gn(Fv), then JL(σ )v = JL(σv).

3 Intertwining periods: global theory

3.1 Regularized periods

We recall the theory of relative truncation operators developed by Zydor [35]. We
temporarily switch to the setup of reductive symmetric spaces. So G is a reductive
group over a number field F , together with an F-rational involution θ on G. In what
follows θ acts on various objects and we use −θ to denote the fixed point of θ .
Let H = Gθ be a symmetric subgroup. The setup of [35] is more general, but we
specialize to this case and translate some terminologies in [35] into more familiar
ones of symmetric spaces.

We fix a maximal θ -stable F-split torus A0 of G such that A′
0 = Aθ

0 is a maximal
F-split torus of H (whose existence is guaranteed by [13, Proposition 3.5]). Parabolic
subgroups containing A0 or A′

0 will be referred to as semi-standard. All parabolic
subgroups that we work with in the regularization process will be semi-standard. We
recall from [12, Lemma3.1] that parabolic subgroups P ′ of H are precisely those of the
form P ∩ H where P is a θ -stable parabolic subgroup of G (the reference [12] works
with local nonarchimedean local fields, but this lemma and its proofwork over any base
field of characteristic not two).We fix aminimal parabolic subgroup P ′

0 = M ′
0U

′
0 of H

and a θ -stable parabolic subgroup P0 = M0U0 ofG with P ′
0 = P0∩H . Inwhat follows

for any θ -stable parabolic subgroup P = MU of G, unless otherwise explained, we
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always write P ′ = M ′U ′ = P∩H . To ease notation, aP0 , aP ′
0
and other related spaces

will be abbreviated as a0, a0′ and etc. We will encounter various bilinear pairings and
we denote them all by 〈−,−〉. There should be no confusion which pairing it is.

Let P = MU be a θ -stable parabolic subgroup of G. Let �P ⊂ a∗
P be the set of

simple roots for the action of AP on Lie(U ). Define the positive chamber

a+
P = {v ∈ aP | 〈v, α〉 > 0 for all α ∈ �P }.

We also define the positive chamber a+
P ′ of aP ′ similarly using the parabolic subgroup

P ′ of H . We write a+
0′ for a

+
P ′
0
. The involution θ acts on a0. We have a0′ = aθ

0 and

hence for any subset Y of a0 we have Y θ = Y ∩ a0′ . In particular a+,θ
P = a+

P ∩ a0′
for all θ -stable parabolic subgroups P of G. If Y is a subset of a0′ we denote by Y its

closure in a0′ . The relative chambers denoted by zP , z
+
P and z+P in [35, Section 3] are

indeed our aθ
P , a

+,θ
P and a+,θ

P , respectively. We fix an inner product on a0′ which is
invariant under the action of the Weyl group of H .

Let Q′ be a parabolic subgroup of H . We set

PG(Q′) = {
θ -stable parabolic subgroupsP of G satisfying P ∩ H = Q′} ,

and

FG(Q′) =
⋃

Q′⊂P ′
PG(P ′)

where the union ranges over all parabolic subgroups P ′ of H containing Q′. By
[35, Example 0.3, Proposition 3.1], FG(P ′

0) is precisely the set of θ -stable parabolic

subgroups P of G such that a+,θ
P �= ∅. Moreover by [35, (3.1)], we have

a+
Q′ =

∐
P∈PG (Q′)

a+,θ
P , a+

Q′ =
∐

P∈FG (Q′)
a+,θ
P .

For P, Q ∈ FG(P ′
0) such that P ⊂ Q, let aQ,θ

P be the orthogonal complement of

aθ
Q in aθ

P with respect to the fixed inner product on a0′ . We write aQ,θ for aQ,θ
P0

. For

X ∈ a0′ , let XP (resp. XQ , resp. XQ
P ) be the orthogonal projection of X onto aθ

P (resp.

aQ,θ , resp. aQ,θ
P ).

For P, Q ∈ FG(P ′
0) such that P ⊂ Q, let z be any fixed point in a+,θ

Q . Following

[35, Section 3.2], we put τ̂ Q
P the characteristic function of the interior of the cone

{
v ∈ a0′ | 〈v, x − z〉 > 0 for all x ∈ a+,θ

P

}
,
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and τ
Q
P the characteristic function of the interior of the dual cone

{
λ(x − z) ∈ aθ

P | λ > 0, x ∈ a+,θ
P

}
.

These definitions are independent of the choice of z.We omit the superscript if Q = G.
Let us fix an element Treg = TH ,reg ∈ a0′ as in [35, Section 3.5]. It is by definition

an element so that [35, Lemma 2.7] holds. The definition of this element is part of the
reduction theory and is rather technical, but we do not really need the precise form
of it. The point is that any element T ∈ Treg + a+

0′ will be sufficiently regular, i.e.
sufficiently away from the walls of the Weyl chambers.

Let Q be a parabolic subgroup in FG(P ′
0) and φ a locally integrable function on

Q(F)\G(A). For a parabolic subgroup P contained in Q, recall that the constant term
φP is defined by (2.1). The relative truncation operator is defined as follows, cf. [35,
Section 3.7]

�T ,Qφ(x) =
∑

P∈FG (P ′
0)

P⊂Q

(−1)dim a
Q,θ
P

∑
δ∈P ′(F)\Q′(F)

τ̂
Q
P (HP ′

0
(δx)Q − T Q)φP (δx),

(3.1)

for all x ∈ Q′(F)\H(A). The sums in the definition of �T ,Q are all finite, cf. [35,
Lemma 2.8]. When Q = G, we write �T = �T ,G . We observe that if φ is a locally
integrable function on G(F)\G(A) then

�T ,Qφ = �T ,QφQ .

We also have an inversion formula [35, Lemma 3.7]

φ(x) =
∑

Q∈FG (P ′
0)

∑
δ∈Q′(F)\H(F)

τQ(HP ′
0
(δx)Q − TQ)�T ,Qφ(δx) (3.2)

for all φ being a locally integrable function on G(F)\G(A) and x ∈ H(A).
Take a parabolic subgroup Q = LV in FG(P ′

0). We define

L ′(A)Q,1 = {x ∈ L ′(A) | HQ′(x)Q = 0}.

For T ∈ Treg +a+
0′ , the function h �→ �Tφ(h) is of rapid decay by [35, Theorem 3.9].

Thus we can define a functional PT on A(G) by

PT (φ) =
∫
H(F)\H(A)G,1

�Tφ(h)dh.

To each φ ∈ A(G) and each P ∈ FG(P ′
0), one associates a set of relative exponents

EP (φ)′ ⊂ a0′,C, cf. [35, Section 4.2]. Let ρP be the projection of ρP − 2ρP ′ to a0′ .

123



M. Suzuki, H. Xue

Define a subspace of A(G) by

A(G)reg = {φ ∈ A(G) | 〈λ + ρP , aG,θ
P 〉 �= 0 for all λ ∈ EP (φ)′

and all maximalP ∈ FG(P ′
0)}.

According to [15, Section 9], all cuspidal Eisenstein series defined as in (2.3) whose
parameter (s in (2.3)) takes generic values belong to this space. In fact the argument
of [15] shows that these Eisenstein series lie in a slightly smaller subspaceA(G)∗∗ ⊂
A(G)reg. Strictly speaking only the Galois symmetric spaces are considered in [15],
but the argument carries over in general without change.

The main assertion of [35, Theorem 4.1] is that the map

T �→ PT (φ)

is a polynomial exponential in T and if moreover ϕ ∈ A(G)reg, its purely polynomial
part is a constant. This constant is denoted by

P(ϕ) =
∫ ∗

H(F)\H(A)G,1
ϕ(h)dh,

and is referred to as the regularized period of ϕ.

3.2 Global intertwining periods

In this subsection we return to the setup of the symmetric space introduced in Subsec-
tion 2.3.Wewill consider a very special case, namely t = 2 and k = 1 soG = GL2(D)

where D is a central division algebra over a number field F . If d is odd then H = D×
E ,

which is anisotropic. If d is even, then E embeds in D and H = ResE/F GL2(C)

where C is the centralizer of E in D.
Let P = MU be the unique upper triangular parabolic subgroup of G. Then P and

its transpose are the only proper parabolic subgroups ofG and aG,∗
P is one dimensional.

We fix an identification aG,∗
P,C

	 Cwhich sends the unique simple weight to 1. We also

fix an identification aGP 	 R so that the unique simple coroot is sent to 1. Then the

pairing between aGP,C
and aG,∗

P reduces to the usual multiplication of real and complex
numbers.

If d is odd, then G = PH and we put η = 1. If d is even, then there are two double

cosets. We have fixed a representative of the open one as η =
(
1 −μ

1 μ

)
. In this case

Mη is isomorphic to D×, embedded in M as

(
a

θ(a)

)
, a ∈ D×. The other double

coset is PH which is closed and P ∩ H = M ∩ H is isomorphic to C× × C×.
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Let φ ∈ A1
P (G)c and s ∈ aG,∗

P,C
. We define the global (open) intertwining period

by

J (φ, s) =
∫
P(η)(A)\H(A)

(∫
Mη(F)\Mη(A)P,1

φ(mηh)dm

)
e〈s,HP (ηh)〉dh, (3.3)

where Mη(A)P,1 = Mη(A) ∩ M ′(A)P,1. Let us first check the invariance property.

Since Mη consists of elements of the form

(
a

θ(a)

)
, a ∈ D×, the function

h �→ e〈s,HP (ηh)〉

is left invariant by P(η)(A). Moreover Mη(A)P,1Aη∞ = Mη(A) where Aη∞ consists

of

(
a
a

)
, a ∈ F×∞. Since φ ∈ A1

P (G), we have φ(zg) = φ(g) if z ∈ Aη∞. It follows

that the function

h �→
∫
Mη(F)\Mη(A)P,1

φ(mηh)dm

is left invariant by P(η)(A). The defining integral of J (φ, s) thus makes sense.

Theorem 3.1 Let π be an irreducible cuspidal automorphic representation of D×(A),
and φ ∈ A1

P (G)π�π∨ . The integral (3.3) is absolutely convergent when Re s >> 0
and has a meromorphic continuation to the whole complex plane. Moreover if π is
not self-dual, then we have the functional equation

J (φ, s) = J (M(w, s)φ,−s)

where w ∈ W (M, M) is the nontrivial element.

Wenote that if d is odd, this theorem is essentially trivial. The group H is anisotropic
modulo the center so absolute convergence andmeromorphic continuation are obvious.
Moreover recall that we have the Eisenstein series E(g, φ, s) on G(A), defined as
in (2.3). The usual unfolding argument gives that

∫
H(F)\H(A)G,1

E(h, φ, s)dh = J (φ, s) (3.4)

The functional equation then follows from that of the Eisenstein series.
The rest of this subsection will deal with the case d being even. We will prove a

relation similar to (3.4), with the period integral on the left hand side replaced by the
regularized period. Theorem 3.1 follows immediately.

Let us first check the absolute convergence.
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Lemma 3.2 There is an s0 ∈ R so that ifRe s > s0 then the defining integral of J (φ, s)
is absolutely convergent. Moreover for a fixed s1 > s0, the function

t �→ J (φ, s1 + √−1t)

is bounded.

Proof The proof is essentially that of [15, Lemma 27]. As D is a division algebra, the
inner integral of (3.3) is over a compact region. Since cusp forms are bounded, it is
enough to show the integral

∫
P(η)(A)\H(A)

e〈s,HP (ηh)〉dh

converges absolutely when Re s is sufficiently large. Boundedness in the imaginary
part of s also follows from this, since |e〈s,HP (ηh)〉| = e〈Re s,HP (ηh)〉. Explicitly the
function g �→ e〈s,HP (g)〉 is given by

(
a ∗
b

)
k �→ ν(ab−1)s

where a, b ∈ D×(A) and k lies in the maximal compact subgroup K of G used to
define HP .

As in [15, Lemma 27], we represent the function g �→ e〈s,HP (g)〉 by an integral.
We consider the integral

∫
D×(A)

φ(t)ν(t)sdt,

where φ is a Schwartz function on D(A) and dt is the multiplicative measure on
D×(A). This integral is a type of Godement–Jacquet zeta integral, which is convergent
when Re s is large and is a holomorphic multiple of ζD(s − 1

2 (d − 1)), the standard
zeta function for D. We can choose φ so that it actually equals ζD(s − 1

2 (d − 1)). Let
� be a Schwartz function on D(A)× D(A) that is invariant under the right translation
of K and �(0, t) = φ(t). Consider

ν(g)s

ζD(2s − 1
2 (d − 1))

∫
D×(A)

�((0, t)g)ν(t)2sdt, g ∈ G(A).

By our choice this integral equals e〈s,HP (g)〉. We can rewrite this integral as an integral
over Mη as

e〈s,HP (g)〉 = 1

ζD(2s − 1
2 (d − 1))

∫
Mη(A)

�((0, 1)yg)ν(yg)sdy.
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After a change of variables we get for h ∈ H(A)

e〈s,HP (ηh)〉 = 1

ζD(2s − 1
2 (d − 1))

∫
M(η)(A)

�((0, 1)ηyh)ν(ηyh)sdy.

Since M(η) = P(η) we have

∫
P(η)(A)\H(A)

e〈s,HP (ηh)〉dh = 1

ζD(2s − 1
2 (d − 1))

∫
H(A)

�((0, 1)ηh)ν(ηh)sdh.

(3.5)

For a, b, c, d ∈ C , the function

(
a b
c d

)
�→ �(a − μc, b − μd)

is a Schwartz function on M2(C). Moreover if

h =
(
a b
c d

)
∈ GL2(C),

we have

�((0, 1)ηh) = �(a − μc, b − μd).

It follows that the right hand side of (3.5) is a Godement–Jacquet zeta integral for
GL2(C). Therefore it converges absolutely for Re s sufficiently large. This proves the
lemma. ��
Theorem 3.3 Let π be an irreducible cuspidal automorphic representation of D×(A)

and φ ∈ A1
P (G)π�π∨ . Assume that π is not self-dual. Then if �s is sufficiently large

then
∫ ∗

H(F)\H(A)G,1
E(h, φ, s)dh = J (φ, s). (3.6)

Proof Beforewe delve into the proof, let us firstmake various objects in Subsection 3.1
explicit in our context.

The space aP is spanned by two coroots e1 and e2, where

e1(a) =
(
a
1

)
, e2(a) =

(
1
a

)
.

The involution θ acts trivially on aP and a∗
P . Thus we have aP = aP ′ and a∗

P = a∗
P ′ .

For all m ∈ M ′(A), we have HP (m) = HP ′(m). We also have

ρP = 2ρP ′
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as dimF D = 2 dimF C .
The subspaces aG and aGP are spanned by e1 + e2 and e1 − e2 respectively. The

element e1 − e2 is the unique simple coroot, and we have made an identification
aGP 	 Rwhich sends e1 − e2 to 1. The function τP is the characteristic function of the
region

{ae1 + be2 | a > b}.

Therefore when restricted to aGP , it is nothing but the characteristic function of R>0.
There is an element Treg ∈ aP and the truncation operator T lies in Treg + a+

P . In the
current situation, this simply means that TG ∈ aGP is a large real number.

There are only two proper parabolic subgroups of G, i.e. P and its transpose. We
have

FG(P ′) = {P,G}.

The group H(A)G,1 consists of elements h with ν(h) = 1. The group M ′(A)P,1

consists of
(
a
b

)
, a, b ∈ C×(A), ν(a) = ν(b) = 1.

Therefore M ′(F)\M ′(A)P,1 is compact.
Put A1

M ′ = A∞
M ′ ∩ H(A)G,1. Then the map HP ′ : A1

M ′ → aGP is a bijection and its
inverse is denoted by

aGP → A1
M ′ , X �→ eX .

By the Iwasawa decomposition, cf. [35, Subsection 4.3], we have

H(A)G,1 = U ′(A)A1
M ′M ′(A)P,1K (3.7)

where K is a maximal compact subgroup of H(A). That is, any element h ∈ H(A)G,1

can be written in the form

ueXmk, u ∈ U ′(A), X ∈ aGP , m ∈ M ′(A)P,1, k ∈ K .

We fix a measure on K and on U ′(A) such that the volumes of K and U ′(F)\U ′(A)

equal one. The space aGP is given the usual Lebesgue measure. We fix a measure on
H(A)G,1 and then there is a unique measure on M ′(A)P,1 such that

∫
H(A)G,1

f (h)dh =
∫
U ′(A)

∫
aGP

∫
M ′(A)P,1

∫
K
e〈−2ρP ′ ,X〉 f (ueXmk)dkdmdXdu,

(3.8)

for all compactly supported locally integrable function f on H(A)G,1.

123



Linear intertwining periods and epsilon dichotomy for linear models

We have HP ′(ueXmk) = X . If T ∈ aGP , with the identification aGP 	 R, then

τP (HP ′(ueXmk) − T ) =
{
1, X > T

0, X ≤ T

We now begin the proof of the theorem, following the argument of
[19, Theorem 9.1.1] closely. Due to our specific situation the computation can be
made very explicit.

Let f be a Paley–Wiener function on aG,∗
P,C

, cf. [23, II.1.2]. In our current setup,

with the identification aG,∗
P,C

	 C, this means that f is of the form

f (s) =
∫ ∞

−∞
ϕ(t)etsdt,

where ϕ is a compactly supported function on R. In particular f is holomorphic and
is of rapid decay uniformly as Im s → ∞ in any vertical strip a ≤ Re s ≤ b.

Claim. Assume that f vanishes at 0. Then for some sufficiently large real number
s0 we have

∫
H(F)\H(A)G,1

∫
Re s=s0

E(h, φ, s) f (s)dsdh =
∫
Re s=s0

∫ ∗

H(F)\H(A)G,1

E(h, φ, s) f (s)dhds, (3.9)

both sides being convergent as iterated integrals.
Using the inversion formula (3.2), the left hand side of (3.9) equals

∑
Q∈FG (P ′)

∫
Q′(F)\H(A)G,1

∫
Re s=s0

�T ,QE(h, φ, s) f (s)τQ(HP ′(h)Q − TQ)dsdh

As the central character of E(h, φ, s) is trivial, we may assume that T ∈ aGP . We
recall that by definition �T ,QE(g, φ, s) = �T ,QEQ(g, φ, s) where EQ stands for
the constant term along Q. The sum over Q contains only two terms: Q = G or
Q = P . If Q = P , then the constant term is computed in [15, Section 9]

EP (g, φ, s) = φ(g)e〈s,HP (g)〉 + M(w, s)φ(g)e〈−s,HP (g)〉,
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where w is the unique nontrivial Weyl group element of G. The left hand side of (3.9)
thus equals

∫
H(F)\H(A)G,1

∫
Re s=s0

�T E(h, φ, s) f (s)dsdh

+
∫
P ′(F)\H(A)G,1

∫
Re s=s0

φ(h)e〈s,HP (h)〉 f (s)τP (HP ′(h) − T )dsdh

+
∫
P ′(F)\H(A)G,1

∫
Re s=s0

M(w, s)φ(h)e〈−s,HP (h)〉 f (s)τP (HP ′(h) − T )dsdh.

We denote these terms by I + I I + I I I and compute them separately.

• Since s0 is large and �T E(h, φ, s) is of rapid decay, the double integral I is
absolutely convergent and we can change the order of integration.

• We now compute I I . Write h = ueXmk as in (3.8). Then

I I =
∫
M ′(F)\M ′(A)P,1

∫ ∞

T

∫
Re s=s0

φK (eXm)e(s−2ρP ′ )X f (s)dsdXdm.

HereφK (g) = ∫
K φ(gk)dk, andwe havemoved the integral over K inside because

K is compact. Since φ ∈ A1
P (G), we have

φ(ag) = e〈ρP ,HP (a)〉φ(g)

for all a ∈ A∞
M by definition. It follows that

φK (eXm)e(s−2ρP ′ )X = φK (m)esX .

Thus

I I =
∫
M ′(F)\M ′(A)P,1

∫ ∞

T

∫
Re s=s0

φK (m)esX f (s)dsdXdm.

Let s′
0 be a sufficiently negative real number. We can shift the integral over Re s =

s0 to Re s = s′
0 because f is a Paley–Wiener function. Along the line Re s = s′

0
the inner two integrals are absolutely convergent and can be switched. Elementary
computation then gives

I I =
∫
M ′(F)\M ′(A)P,1

φK (m)dm ×
∫
Re s=s′0

−esT

s
f (s)ds.

As f (s) vanishes at s = 0, the integrand is holomorphic. Thus we can shift the
contour Re s = s′

0 back to Re s = s0 and obtain that

I I = −
∫
M ′(F)\M ′(A)P,1

φK (m)dm ×
∫
Re s=s0

esT

s
f (s)ds.
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• The integral I I I can be computed similarly. Like the integral I I , it equals

I I I =
∫
M ′(F)\M ′(A)P,1

∫ ∞

T

∫
Re s=s0

(M(w, s)φ)K (m)e−sX f (s)dsdXdm.

The domain of the outer integral is compact. As s0 is a large real number, the
intertwining operator M(w, s) is given by the convergent integral (2.2). It follows
from (2.2) is bounded by some constant independent of the imaginary part of s.
Therefore the integral I I I is absolutely convergent. We can change of the order
of integration, and there is no need of shifting the contour as in the computation
of integral I I . The result is

I I I = −
∫
Re s=s0

e−sT

−s
f (s)

(∫
M ′(F)\M ′(A)P,1

(M(w, s)φ)K (m)dm

)
ds.

With these computations, the conclusion is that the left hand side of (3.9) equals

∫
Re s=s0

∫
H(F)\H(A)G,1

�T E(h, φ, s) f (s)dsdh

−
∫
M ′(F)\M ′(A)P,1

φK (m)dm ×
∫
Re s=s0

esT

s
f (s)ds

−
∫
Re s=s0

e−sT

−s
f (s)

(∫
M ′(F)\M ′(A)P,1

(M(w, s)φ)K (m)dm

)
ds.

(3.10)

The right hand side of (3.9) is computed in [35, Corollary 4.3]. The regularized period
of E(g, φ, s) equals

∫
H(F)\H(A)G,1

�T E(h, φ, s)dh

− esT

s

∫
M ′(F)\M ′(A)P,1

φK (m)dm − e−sT

−s

∫
M ′(F)\M ′(A)P,1

(M(w, s)φ)K (m)dm.

(3.11)

The computation in [35] assumes that A∞
G is trivial. But as our Eisenstein series has

trivial central character, we may view it as an automorphic form on AG(A)\G(A). In
the computation (3.11), this amounts to assuming that T ∈ aGP , which is what we have
done. Thus the result of [35] applies.

Each term of (3.11) is bounded along the line Re s = s0. It follows that the regular-
ized period of E(g, φ, s) is also bounded along this line. The integration of of (3.11)
along Re s = s0 against f (s) is absolutely convergent and it follows from (3.11) that
the right hand side of (3.9) equals (3.10). This proves the claim, i.e. the identity (3.9).
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Let us now unfold the left hand side of (3.9). The usual unfolding argument gives
that the left hand side of (3.9) equals

∫
P(η)(F)\H(A)G,1

φ(ηh)

(∫
Re s=s0

e〈s,HP (ηh)〉 f (s)ds
)
dh

+
∫
P ′(F)\H(A)G,1

φ(h)

(∫
Re s=s0

e〈s,HP (h)〉 f (s)ds
)
dh.

(3.12)

We show that the second term vanishes. Indeed with the choice of the measures (3.8),
we can rewrite the second integral as

∫ ∞

−∞

∫
M ′(A)\H(A)

∫
M ′(F)\M ′(A)P,1

∫
Re s=s0

φK (mh)esX f (s)dsdmdhdX .

The inner two integrals, i.e. those over m ∈ M ′(F)\M ′(A)P,1 and over s, can be put
in any order, as the integrand containingm and that containing s are separated. By our
assumption, π is not self-dual and hence it is not distinguished by C×(A). It follows
that the integral over M ′(F)\M ′(A)P,1 vanishes. This proves that the second term of
(3.12) vanishes.

The first double integral in (3.12) is absolutely convergent by Lemma 3.2. We can
switch the order and conclude that the left hand of (3.9) equals

∫
Re s=s0

J (φ, s) f (s)ds.

In conclusion, we have proved that

∫
Re s=s0

(∫ ∗

H(F)\H(A)G,1
E(h, φ, s)dh

)
f (s)ds =

∫
Re s=s0

J (φ, s) f (s)ds

for all Paley–Wiener functions on aG,∗
P,C

which vanish at s = 0. The desired iden-
tity (3.6) then follows from the following calculus fact, which is a very special case
of [19, Lemma 9.1.2].

Fact. Let α be a bounded countinuous function on Re s = s0. If

∫
Re s=s0

α(s) f (s)ds = 0

for all Paley–Wiener functions f vanishing at s = 0, then α(s) = 0. ��

Proof of Theorem 3.1 As in the case d being odd, Theorem 3.1 follows from Theo-
rem 3.3 immediately. ��

123



Linear intertwining periods and epsilon dichotomy for linear models

4 Intertwining periods: local theory

4.1 Local intertwining periods

We assume that F is a local field and E/F a quadratic étale algebra. Let r , k, d be
positive integers, t = 2r and n = tk. We keep the setup in Sect. 2.3, i.e. G = Gn with
an embedding E× → G, H the centralizer of E× in G. As in Sect. 2.3, for simplicity
we further assume that d = 1 if E = F × F . In this section, to ease notation, we
usually write G instead of G(F) for the group of F-points. Similar notation applies
to other groups.

Assume t = 2. Let P be the parabolic subgroup of G corresponding to the partition
(k, k) and PηH the open double coset in G. We fix a maximal compact subgroup K
of G with G = PK . Let ρ be an irreducible representation of Gk . Then π = ρ � ρ∨
is an irreducible Mη-distinguished representation of M . Indeed, an element of Mη is
of the form

(
m

ϑ(m)

)

where m ∈ GLk(D),

ϑ(m) =

⎧⎪⎨
⎪⎩

wkmwk, E is a field and d is odd,

θ(m), E is a field and d is even,

m, E = F × F .

For any element h ∈ Gk , we define a representation hρ by hρ(g) = ρ(hgh−1). Put

ϑρ =

⎧⎪⎨
⎪⎩

wkρ, E is a field and d is odd,
√

τ ρ, E is a field and d is even,

ρ, E = F × F .

and we fix a nonzero Gk invariant pairing 〈·, ·〉 between ρ and ϑρ∨. Then

β(v ⊗ v′) = 〈v, v′〉
is a nonzero Mη-invariant linear form on π .

We identify aG,∗
P,C

with C, the unique simple weight being sent to 1 ∈ C. Let s ∈ C

and φ be a section of I GP (π, 0) and we put

φs(g) = φ(g)e〈s,HP (g)〉 ∈ I GP (π, s), β(φs(g)) = β(φ(g))e〈s,HP (g)〉.

These φs are sections of I GP (π, s), independent of s when restricted to K and will be
referred to as flat sections. We define the local (open) intertwining period

J (φ, s) =
∫
P(η)\H

β(φs(ηh))dh. (4.1)
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The following result is [3, Théorèm 2.8] if F is nonarchimedean and
[6, Théorème 3] if F is archimedean.

Theorem 4.1 The integral (4.1) converges absolutely when Re s is sufficiently large.
As a function of s, J (φ, s) has a meromorphic continuation to C. Moreover for any
s where J (φ, s) is holomorphic, φ �→ J (φ, s) is an H-invariant linear form on
IGP (π, s).

Uniqueness of linear models implies the following functional equation.

Proposition 4.2 Letw be the nontrivial element in W (M, M). There is a meromorphic
function α(s) such that

α(s)J (φ, s) = J (M(w, s)φ,−s)

for all sections φ.

Proof At a generic point s, the induced representation I GP (π, s) is irreducible, and
J (φ, s) and J (M(w, s)φ,−s) are holomorphic. For any s we can find some φ sup-
ported in the open double coset such that the defining integral of J (φ, s) is convergent
and J (φ, s) �= 0. Both J (φ, s) and J (M(w, s)φ,−s) define H -invariant linear forms
on I GP (π, s). The existence of α(s) then follows from the uniqueness of such linear
forms (See [16, Theorem 1.1] and [1, Theorem 8.2.4] when E = F × F and [4,
Corollary 5.8 and Theorem 6.7] when E is a field). The archimedean case needs more
explanation. We make use of the canonical Casselman–Wallach globalization of an
admissible finitely generated (g, K )-module, cf. [31, Chapter 11]. The statement of
[1, Theorem 8.2.4] asserts that there is a unique continuous H -invariant linear form
on the Casselman–Wallach globalization of I GP (π, s). By [6, Théorème 3], the inter-
twining period J (·, s) extends continuously to the Cassleman–Wallach globalization
of I GP (π, s). Actually [6] showed that when Re s is sufficiently large, the defining
integral for J (·, s) is absolutely convergent for all φ in the Cassleman–Wallach glob-
alization of I GP (π, s), and φ �→ J (φ, s) is a continuous linear form. The existence of
α(s) then follows. Finally in any case the function α(s) is meromorphic in s because
both J (φ, s) and J (M(w, s)φ,−s) are. ��

4.2 The local functional equation

The goal of this subsection is to compute the constant α(s) in Proposition 4.2 when
F is nonarchimedean. One can also compute it in the case F being archimedean, but
we do not do it as this is not relevant to our purpose. Let us keep the notation from
Proposition 4.2. Throughout this subsection, we assume that F is nonarchimedean
and ρ is an irreducible supercuspidal representation of Gk . When k = 1, we further
assume that ρ is not a character. This in particular implies that the Jacquet–Langlands
transfer JL(ρ) is not a twist of the Steinberg representation of GLkd(F), cf. [2, p. 425].

We use global methods. First we prove a globalization result.

Proposition 4.3 We can find the following data.
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(1) Aquadratic extension of number fields E/F which split at all archimedean places,
a p-adic place v0 of F so that Ev0/Fv0 = E/F, and v0 is the only place of F
above p.

(2) A central division algebra D over F of dimension (kd)2, Dv0 is isomorphic to
Mk(D) and Dv is isomorphic toMatkd(Fv) if v splits in E .

(3) An irreducible cuspidal automorphic representation σ of D×(A) so that σ is not
self-dual, σv0 	 ρ, JL(σ ) is a cuspidal automorphic representation and σv is an
unramified principal series representation if v | ∞.

Proof Wecan take E/F and v0 having the property (1) according to [17, Lemma 5] and
the proof of [17, Theorem 6]. By Brauer–Hasse–Noether theorem, there is a central
division algebra D with the property (2).

Let D∞ = ∏
v|∞ Dv . Let GLk(D∞)1 be the subgroup of elements g = (gv)v

in GLk(D∞) satisfying |det gv|v = 1 for all v | ∞. Then we have a decomposition
GLk(D∞) = GLk(D∞)1×Z∞, where Z∞ is the connected component of the identity
of the center of GLk(D∞).

Fix a non-empty set V ⊂ Ẑ∞, where Ẑ∞ is the unitary dual of Z∞. Take a
non-empty open set U (1) of irreducible tempered unramified principal series repre-
sentations of GLk(D∞)1 so that if σ ∈ U (1) then it is not self-dual. Note also thatU (1)

has positive Plancherel measure. LetU (2) = {ρ} be a subset of the tempered spectrum
of GLk(D). Then U (2) is an open subset with positive Plancherel measure. We also
take a finite place v′ different from v0 so that Dv′ is isomorphic to Matkd(Fv′) and
an irreducible supercuspidal representation ρ′ of D×

v′ . Let U (3) = {ρ′} be a subset of
the tempered spectrum of D×

v′ . Again U (3) is an open subset with positive Plancherel
measure. By [11], i.e. the limit multiplicity property forD× (the group is anisotropic),
there is an irreducible cuspidal automorphic representations σ of D×(A), such that
σ∞|GLk (D∞)1 ∈ U (1), σv0 = ρ, σv′ = ρ′ and the restriction of the central character of
σ to Z∞ is in V . In particular, all archimedean components of σ are unramified prin-
cipal series. Since JL(σ )v′ = σv′ is supercuspidal, JL(σ ) is a cuspidal automorphic
representation of GLkd(A). This completes the proof. ��
Remark 4.4 The argument is borrowed from [5, Theorem 3.8.1], and it makes use
of strong results from [11]. What we need to prove essentially is that elements in a
dense subset of tempered unramified principal series representations of GLk(D∞) can
be globalized to cuspidal automorphic representations whose components at v0 and
another split place v′ are fixed supercuspidal representations. We have not checked all
the details, but a much softer argument like [27, Section 16.4] should suffice for this
purpose.

We denote by A the ring of adeles of F . We embed E× in G = GL2(D) as in
Sect. 3.2 and let H be the centralizer of E×. Let P = MU be the upper triangular
parabolic subgroup of G. Let be the representative of the open double coset as in
Sect. 3.2. Let φ ∈ A1

P(G)σ�σ∨ . As before we identify aG,∗
P,C

with C. By Theorem 3.1,
we have a global intertwining period J (φ, s) which is given when Re s >> 0 by

∫
P(η)(A)\H(A)

∫
Mη(F)\Mη(A)P,1

e〈s,HP(ηh)〉φ(mηh)dmdh.
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Let us fix a nonzero element

βv ∈ HomMη(Fv)(σv � σ∨
v ,C)

for each place v of F so that the product of βv equals the linear form

φ �→
∫
Mη(F)\Mη(A)P,1

φ(m)dm.

If φ = ∏
v φv is factorizable, we have

J (φ, s) =
∏
v

Jv(φv, s), (4.2)

when Re s >> 0. The absolute convergence of the right hand side will be proved as
a corollary of Proposition 4.5. Note that our proof of the convergence of the defining
integral of J (φ, s), i.e. Lemma 3.2 does not give the absolute convergence of the right
hand side. Instead the convergence of the right hand side gives an independent proof
of the absolute convergence of the defining integral of J (φ, s).

Our next goal is to compute Jv(φv, s) for almost all v. Let us first remark that the
embedding Ev → Dv at the place v might not be the same the one fixed in Sect. 2.3,
but this does not affect the calculation as all such embeddings are conjugate and hence
different embeddings give the same function α(s). We will take the embedding of
Ev → Dv as given in Sect. 2.3.

Let us assume the following.

• The place v is either unramified or split in E . If v is nonarchimedean then the
residue characteristic is odd.

• The division algebra D splits at v.
• The representation σ is unramified at v and φv ∈ σv is spherical.
• The linear form βv is chosen so that βv(φv(1)) = 1.

Of course, these conditions are satisfied at almost all places.

Proposition 4.5 With the above assumptions, we have

Jv(φv, s) = L(2s, σv,∧2)L(s + 1
2 , σv)L(s + 1

2 , σv ⊗ ηv)

L(2s + 1, σv,Sym2)
.

Proof This has been established in [24] (v nonsplit) and [18] (v split), and we just
need to transport their results to our situation. First we observe that we have

L(2s, σv,∧2) = L(0, σv|·|s,∧2)

and similar equalities hold for other L-factors appearing in the proposition. Therefore
by suitably twisting σv’s we only need to prove the proposition when s = 0.
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As σv is unramified, we assume that σv is a subrepresentations of

χ1 × χ2 × · · · × χkd ,

where χ1, · · · , χkd are unramified characters of F×. A pairing between σv and σ∨
v is

given by

〈 f , f ′〉 =
∫
Pkd (Fv)\GLkd (Fv)

f (g) f ′(gwkd)dg, f ∈ σv, f ′ ∈ σ∨
v .

where Pkd is the upper triangularBorel subgroup ofGLkd(Fv) and themeasure is taken
so that the volume of Pkd(Fv)\GLkd(Fv) equals one. Recall that M(Fv) consists of
matrices of the form

(
m

wkdmwkd

)
, m ∈ GLkd(Fv).

The Mη(Fv)-invariant linear form βv on σv � σ∨
v is then given by

βv( f ⊗ f ′) = 〈 f , f ′〉.

Let f ◦, f ◦,∨ be spherical sections of σv and σ∨
v respectively, normalized so that

f ◦(1) = f ◦,∨(1) = 1. Let φ be the spherical section of IndG(Fv)

P(Fv)
σv � σ∨

v satisfying

φ(1) = f ◦ ⊗ f ◦,∨.

It is also viewed as a spherical sections of the unramified principal series

χ1 × · · · × χkd × χ−1
1 × · · · × χ−1

kd .

Let φχ be the spherical section of

χ1 × · · · × χkd × χ−1
kd × · · · × χ−1

1

normalized so that φχ(1) = 1. There is a standard intertwining operator

M(w′) : χ1 × · · · × χkd × χ−1
kd × · · · × χ−1

1 → χ1 × · · · × χkd × χ−1
1 × · · · × χ−1

kd ,

given by the Weyl group element

w′ =
(
1kd

wkd

)
.

By the Gindikin–Karpelevich formula we have

M(w′)φχ = c(χ) · φ (4.3)
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where

c(χ) =
∏

1≤a<b≤kd

L(0, χaχ
−1
b )

L(1, χaχ
−1
b )

.

We write χi = |·|si for some si ∈ C. Let us assume that

Re s1 >> Re s2 >> · · · >> Re skd >> 1.

which guarantees that the integrals under consideration (including the defining integral
of M(w′)) are absolutely convergent. It is enough to prove the proposition under these
assumptions as both sides are meromorphic with respect to s1, · · · , skd . Write the
Levi decomposition of Pkd as Pkd = TkdUkd , where Ukd is the unipotent radical of
Pkd and Tkd is the diagonal torus. Note that the defining integral (2.4) of the standard
intertwining operator becomes in this case

M(w′)φχ(g) =
∫
Ukd (Fv)

φχ

(
w′

(
1kd

u

)
g

)
du.

Let P0 be the standard upper triangular Borel subgroup of G. Since H(Fv) ∩ P0(Fv)

consists of matrices of the form
(
t

wkd twkd

)
, t ∈ Tkd(Fv)

and H(Fv) ∩ P(Fv) coincides with Mη(Fv), we have

βv(M(w′)φχ (h)) =
∫
Pkd (Fv)\GLkd (Fv)

M(w′)φχ

((
g
gwkd

)
h

)
dg

=
∫
Pkd (Fv)\GLkd (Fv)

∫
Ukd (Fv)

φχ

(
w′

(
1kd

u

) (
g
gwkd

)
h

)
dgdu

=
∫
Pkd (Fv)\GLkd (Fv)

∫
Ukd (Fv)

φχ

((
u

wkduwkd

) (
g

wkd gwkd

)
h

)
dgdu

=
∫
H(Fv)∩P0(Fv)\H(Fv)∩P(Fv)

φχ (mh)dg.

Hence we obtain
∫
H(Fv)∩P0(Fv)\H(Fv)

φχ (h)dh =
∫
H(Fv)∩P0(Fv)\H(Fv)∩P(Fv)

∫
H(Fv)∩P(Fv)\H(Fv)

× φχ(mh)dmdh

=
∫
H(Fv)∩P(Fv)\H(Fv)

βv(M(w′)φχ(h))dh

= c(χ) · Jv(φ, 0).
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For the last equality, we used (4.3). By [24, Lemma 5.6 and (89)] and [18, Section 4.5],
the first integral equals

∏
1≤i< j≤kd

L(0, χiχ j )L(0, χiχ
−1
j )

L(1, χiχ j )L(1, χiχ
−1
j )

kd∏
i=1

L(1/2, χi )L(1/2, χiηE/F )

L(1, χ2
i )

.

A little computation gives that this simplifies to

c(χ) × L(0, σv,∧2)L(1/2, σv)L(1/2, σv ⊗ ηv)

L(1, σv,Sym2)
.

The proposition then follows. ��
Corollary 4.6 The right hand side of (4.2) is absolutely convergence when Re s >> 0.

Proof Let S be a finite subset of places of F such that the conditions before Proposi-
tion 4.5 are satisfied if v /∈ S. By Proposition 4.5, the right hand side of (4.2) equals

∏
v /∈S

L(2s, σv,∧2)L(s + 1
2 , σv)L(s + 1

2 , σv ⊗ ηv)

L(2s + 1, σv,Sym2)
×

∏
v∈S

J (φv, s).

The product over v /∈ S is absolutely convergent because of the convergence of the
partial L-functions. The product over v ∈ S is finite. ��

For convenience we introduce the following notation. Let R be a commutative ring,
R′ be a subring and a, b ∈ R. We write a ∼R′× b if there is some c ∈ R′× so that
a = cb.

Let us fix a nontrivial additive character ψ = ⊗ψv of F\A. The gamma factors
in the next proposition are those defined by the Langlands–Shahidi method which
coincide with those defined using local Langlands correspondences [9, Theorem 2.1].

Proposition 4.7 Let the notation be as in Proposition 4.2. Then

α(s) ∼C[q±s ]× γ (−2s, JL(ρ)∨,∧2, ψv0)
−1γ (2s, JL(ρ),Sym2, ψv0)

−1.

Proof Let S be the finite set of place such that if v /∈ S then the assumptions before
Proposition 4.5 are satisfied. By Proposition 4.5, we obtain

J (φ, s) = LS(2s, σ,∧2)LS(s + 1
2 , σ )LS(s + 1

2 , σ ⊗ ηE/F )

LS(2s + 1, σ,Sym2)
×

∏
v∈S

Jv(φv, s).

This equality, a priori holds for Re s >> 0, in fact holds for all s as both side have
meromorphic continuation. Moreover for any v /∈ S, by the Gindikin–Karpelevich
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formula, we have

M(w, s)φv = L(2s, σv × σv)

L(2s + 1, σv × σv)

w

φv,

wherewφv is the spherical section of Ind
G(Fv)

P(Fv)
σ∨

v �σv , normalized so thatwφv(1) = 1.
This, combined with the global functional equation J (φ, s) = J (M(w, s)φ,−s),
gives that

∏
v∈S

Jv(M(w, s)φv,−s)

Jv(φv, s)

equals

LS(2s + 1, σ,∧2)

LS(−2s, σ∨,∧2)

LS(s + 1
2 , σ )

LS( 12 − s, σ∨)

LS(s + 1
2 , σ ⊗ ηE/F )

LS( 12 − s, σ∨ ⊗ ηE/F )

LS(1 − 2s, σ∨,Sym2)

LS(2s, σ,Sym2)
.

We have the functional equations

LS(s, σ,∧2) =
∏
v

γv(s, JL(σv),∧2, ψv)L
S(1 − s, σ∨,∧2) (4.4)

and similar functional equations for all partial L-functions above. This needs some
explanation. Recall that JL(σ ) is a cuspidal automorphic representation of GLkd(A)

with JL(σ )v = σv if v /∈ S (we have identified GLk(Dv) with GLkd(Fv)). Then by
definition we have

LS(s, σ,∧2) = LS(s, JL(σ ),∧2),

and similar equalities for all other partial L-functions. Thus (4.4) is nothing but the
global functional equation of LS(s, JL(σ ),∧2).

We thus conclude that

∏
v∈S

αv(s) =
∏
v∈S

γ (s + 1
2 , JL(σv), ψv)γ (s + 1

2 , JL(σv ⊗ ηv), ψv)

γ (−2s, JL(σv)∨,∧2, ψv)γ (2s, JL(σv),Sym2, ψv)
.

The point is that S contains only nonarchimedean places and by [22, Lemma 9.3]
the factors with different residue characteristics are algebraically independent. By
Proposition 4.3, the place v0 is p-adic and it is the only place above p in S. It follows
that there is a nonzero constant C so that

αv0(s) = C × γ (s + 1
2 , JL(ρ), ψv0)γ (s + 1

2 , JL(ρ ⊗ ηv0), ψv0)

γ (−2s, JL(ρ)∨,∧2, ψv0)γ (2s, JL(ρ),Sym2, ψv0)
.
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The representation JL(ρ) is a square integrable representation of GLkd(F). It is the
unique irreducible quotient of

ρ′ν(1−lρ)/2 × · · · × ρ′ν(lρ−1)/2

where lρ is a positive integer, ρ′ be an irreducible supercuspidal representation of
GLkd/lρ (F). Thus by [8, Theorem 2.3] we have

L(s, JL(ρ)) = L

(
s + lρ − 1

2
, ρ′

)
.

By our assumption, JL(ρ) is not a twist of the Steinberg representation. Thus

nd/lρ �= 1. Therefore by [8, Section 2.6.1], L(s, JL(ρ)) = L
(
s + lρ−1

2 , ρ′
)

is the constant 1. Similarly L(s, JL(ρ ⊗ ηv0)) is also the constant 1. It follows
that γ (s + 1

2 , JL(ρ), ψv0)γ (s + 1
2 , JL(ρ ⊗ ηv0), ψv0) equals the epsilon factor

ε(s + 1
2 , JL(ρ), ψv0)ε(s + 1

2 , JL(ρ ⊗ ηv0), ψv0), which is an element in C[q±s]×.
The proposition follows. ��

4.3 Applications to distinction

The goal of this subsection is to prove Theorem 1.3. The setup is the same as Theo-
rem 1.3 which we now recall. The following notation will be kept in this subsection.
We have n = kt and P the parabolic subgroup of G = GLn(D) corresponding to the
partition (k, k, · · · , k). Note that unlike the previous two subsections, here t can be
an arbitrary integer. Recall that η is the fixed representative of the open double coset
PηH in G and Mη = M ∩ η−1Hη. Let ρ be an irreducible self-dual supercuspidal
representation of Gk with JL(ρ) being the unique irreducible quotient of

ρ′ν(1−lρ)/2 × · · · × ρ′ν(lρ−1)/2

where ρ′ be an irreducible self-dual supercuspidal representation of GLkd/lρ (F). We
assume that if k = 1, then ρ is not a character. We consider distinction of π , where π

is the unique irreducible quotient of

ρν(1−t)lρ/2 × ρν(3−t)lρ/2 × · · · × ρν(t−1)lρ/2.

First let us link the local factors of ρ to those of ρ′.
Lemma 4.8 We have

γ (−s, JL(ρ),∧2, ψ)−1γ (s, JL(ρ),Sym2, ψ)−1

∼C[q±s ]×

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

L(−s, ρ′,Sym2)

L(−s + lρ, ρ′,Sym2)

L(s, ρ′,∧2)

L(s + lρ, ρ′,∧2)
if lρ is even,

L(−s, ρ′,∧2)

L(−s + lρ, ρ′,Sym2)

L(s, ρ′,Sym2)

L(s + lρ, ρ′,∧2)
if lρ is odd.
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Proof To simplify notation, we set

L+1(s, JL(ρ)) = L(s, JL(ρ),∧2), L−1(s, JL(ρ)) = L(s, JL(ρ),Sym2)

ε+1(s, JL(ρ), ψ) = ε(s, JL(ρ),∧2, ψ), ε−1(s, JL(ρ), ψ) = ε(s, JL(ρ),Sym2, ψ)

γ+1(s, JL(ρ), ψ) = γ (s, JL(ρ),∧2, ψ), γ−1(s, JL(ρ), ψ) = γ (s, JL(ρ),Sym2, ψ).

Since we have the relation

L+1(s, JL(ρ)) =
lρ∏
i=1

L(−1)i−1(s + lρ − i, ρ′), L−1(s, JL(ρ))

=
lρ∏
i=1

L(−1)i (s + lρ − i, ρ′), (4.5)

we get

L−1(s, JL(ρ))

L+1(1 + s, JL(ρ))
=

lρ∏
i=1

L(−1)i (s + lρ − i, ρ′)
L(−1)i−1(s + lρ − i + 1, ρ′)

= L(−1)lρ (s, ρ′)
L+1(s + lρ, ρ′)

.

Similarly we have

L+1(−s, JL(ρ))

L−1(1 − s, JL(ρ))
=

lρ∏
i=1

L(−1)i−1(−s + lρ − i, ρ′)
L(−1)i (−s + lρ − i + 1, ρ′)

= L(−1)lρ−1(−s, ρ′)
L−1(−s + lρ, ρ′)

.

Because ρ is self-dual we conclude that there is some a(s) ∈ C[q±s]×

γ (−s, JL(ρ),∧2, ψ)−1γ (s, JL(ρ),Sym2, ψ)−1

= a(s)
L+1(−s, JL(ρ))

L−1(1 − s, JL(ρ))

L−1(s, JL(ρ))

L+1(1 + s, JL(ρ))

= a(s)
L(−1)lρ−1(−s, ρ′)
L−1(−s + lρ, ρ′)

L(−1)lρ (s, ρ′)
L+1(s + lρ, ρ′)

.

This proves the lemma. ��
We now begin the proof of Theorem 1.3. The strategy is to treat t = 2 first and then

reduce the general case to it.

Lemma 4.9 The space of H-invariant linear forms on ρν−slρ × ρνslρ is one dimen-
sional for all s.

Proof First we assume that s �= 1
2 . In this case, the induced representation ρν−slρ ×

ρνslρ is irreducible and the lemma follows from [4, Corollary 5.8].
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Next we consider the case s = 1
2 . In the proof of [4, Proposition 5.6], it is observed

that the only double coset which contributes to the space of H -invariant linear forms
is PηH . Denote by

(
ρν− 1

2 lρ × ρν
1
2 lρ

)◦

the H -invariant subspace of sections supported in this open coset. We have

HomH

(
ρν− 1

2 lρ × ρν
1
2 lρ ,C

)
= HomH

((
ρν− 1

2 lρ × ρν
1
2 lρ

)◦
,C

)
, (4.6)

the map being given by restriction.
By Frobenius reciprocity the right hand side of the above equality is isomorphic to

HomMη (ρν− 1
2 lρ � ρν

1
2 lρ ,C)

Recall that Mη consists of elements of the form

(
a

θ(a)

)
, a ∈ GLk(D). Therefore

this space is one dimensional. ��
Lemma 4.10 The local intertwining period J (·, s) is holomorphic at the point s =
− 1

2 lρ and defines a nonzero H-invariant linear form on ρν− 1
2 lρ × ρν

1
2 lρ .

Proof Suppose that the local intertwining period is not holomorphic at − 1
2 lρ , then for

some positive integer a

(s + 1
2 lρ)a J (·, s)

defines a nonzero H -invariant linear form on ρν− 1
2 lρ ×ρν

1
2 lρ . However for any section

supported in the open double coset the defining integral of the local intertwining period
is absolutely convergent and therefore (s + 1

2 lρ)a J (·, s) is zero when restricted to(
ρν− 1

2 lρ × ρν
1
2 lρ

)◦
. This is contradictory to (4.6). Thus the local intertwining period

is holomorphic. It is also clear that it is nonzero because we can choose some φ

supported in the open cell such that J (φ,− 1
2 lρ) �= 0. ��

Let us introduce the following notation. For a real number a, the representation

ρνlρa × ρνlρ(a+1)

has a unique irreducible quotient. Its kernel is denoted by Z([a, a+1]ρ). It is also the
unique irreducible quotient of

ρνlρ(a+1) × ρνlρa .

Recall that ρ and hence ρ′ are self-dual. It follows that precisely one of
L(s, ρ′,Sym2) and L(s, ρ′,∧2) has a pole at s = 0. The next proposition proves
Theorem 1.3 in the case t = 2.
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Proposition 4.11 Let the notation be as above. The following are equivalent.

(1) Z([−1/2, 1/2]ρ) is H-distinguished.
(2) L(s, ρ′,∧2) has a pole at s = 0.

Proof Let σ = ρ � ρ be a representation of M and take a non-zero element β of
HomMη (σ,C). Let w be the nontrivial element in W (M, M). The intertwining oper-
ator

M(w,− 1
2 lρ) : ρν− 1

2 lρ × ρν
1
2 lρ → ρν

1
2 lρ × ρν− 1

2 lρ .

is holomorphic and nonzero according to [22, Proposition 7.1]. Simple Jacquetmodule

computation shows that all intertwining maps ρν− 1
2 lρ × ρν

1
2 lρ → ρν

1
2 lρ × ρν− 1

2 lρ

are multiples of the intertwining operator M(w,− 1
2 lρ). It follows that the image of

M(w,− 1
2 lρ) is the unique irreducible submodule of ρν

1
2 lρ ×ρν− 1

2 lρ . By Lemma 4.10

the space of H -invariant linear forms on ρν
1
2 lρ × ρν− 1

2 lρ is one dimensional and is
given by multiples of the local intertwining period. It follows that Z([−1/2, 1/2]ρ) is
H -distinguished if and only if J (·, 1

2 lρ) vanishes on the image of M(w,− 1
2 lρ).

Now assume (1). Let φs be a flat section of I GP (ρ, s). By Proposition 4.7 and
Lemma 4.8, J (M(w, s)φ,−s) equals J (φ, s) multiplied by

L(−2s, ρ′,Sym2)L(2s, ρ′,∧2)

L(−2s + lρ, ρ′,Sym2)L(2s + lρ, ρ′,∧2)
(4.7)

and an element in C[q±s]×. Thus (4.7) has a zero at s = − lρ
2 . All factors in (4.7) are

holomorphic and nonzero at s = − lρ
2 except for L(2 s + lρ, ρ′,∧2) which could have

a pole. Therefore we see that (1) implies (2).
The converse direction follows from reversing the argument. ��
We return to the situation of an arbitrary t . For each 2 − t ≤ j ≤ t − 2 with

j ≡ t mod 2, we define a subrepresentation π j (ρ) of ρν(1−t)lρ/2 × · · · × ρν(t−1)lρ/2

by

π j (ρ)=ρν(1−t)lρ/2×· · ·×ρν( j−3)lρ/2×Z([( j − 1)/2, ( j + 1)/2]ρ)×ρν( j+3)lρ/2

× · · · × ρν(t−1)lρ/2.

Set

I(π) =
∑

2−t≤ j≤t−2
j≡t mod 2

π j (ρ).

It follows from the proof of [30, Proposition 2.7] that this is the maximal (proper)
subrepresentation of ρν(1−t)lρ/2 × · · · × ρν(t−1)lρ/2 and is the kernel of the natural
projection

ρν(1−t)lρ/2 × · · · × ρν(t−1)lρ/2 → π.
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Lemma 4.12 For 2 − t ≤ j ≤ t − 2 which satisfies j ≡ t mod 2, suppose that the
representation π j (ρ) is H-distinguished. Then we have j = 0 and L(s, ρ′,∧2) has a
pole at s = 0. In particular, if t is odd, any π j (ρ) is not H-distinguished.

Proof Assume to the contrary that either j �= 0 or j = 0 but L(s, ρ′,∧2) does not
have a pole at s = 0. Let us prove that π j (ρ) is not H -distinguished. Let Pj = MjU j

be the parabolic subgroup of G corresponding to the partition (k, . . . , k, 2k, k, . . . , k)
of n with 2k in position t+ j

2 . Let

σ = ρν(1−t)lρ/2 � · · · � ρν( j−3)lρ/2 � Z([( j − 1)/2, ( j + 1)/2]ρ) � ρν( j+3)lρ/2

� · · · � ρν(t−1)lρ/2

be a representation of Mj . Then we have π j (ρ) = IndGPj
σ . In [7, Section 2.2 and 3.2],

representatives of Pj\G/H have been analyzed and to each double coset represen-
tative λ there is an associated parabolic subgroup Pj,λ. We write rλ for the Jacquet
module functor along the unipotent radical of Pj,λ ∩ Mj . Mackey theory implies that
HomH (π j (ρ),C) is embedded in

⊕
λ

HomMλ
j
(rλ(σ ),C),

where the sum runs over all double coset representatives of Pj\G/H . Let us prove that
all summands are zero. Assume that rλ(σ ) admits an Mλ

j -invariant linear form. Note
also that ρ is supercuspidal and the only nonzero Jacquet module of Z([( j−1)/2, ( j+
1)/2]ρ) is from the parabolic subgroup corresponding to the partition (k, k), cf. [30,
Proposition 2.7]. Hence there are only two possibilities: we either have Pj,λ = Pj or
Pj,λ = P .

First suppose that Pj,λ = P , then rλ(σ ) is isomorphic to ρ1 � · · · � ρt , where
ρi = ρν(1−t+2(i−1))lρ/2. The description of the double coset representative in [7,
Section 2.2 and 3.2] indicates that λ corresponds to a symmetric matrix S = (si, j ) of
size t − 1 with non-negative integer entries, which satisfies the following.

(a) The sum of i-th row equals 2k if i = t+ j
2 and k otherwise.

(b) Let λ′ = (λ′
1, . . . , λ

′
t ) be the partition (s1,1, s1,2, . . . , s1,t−1, s2,1, . . . , st−1,t−1)

of n, where 0-entries are ignored. Then λ′ = (k, k, k, . . . , k).

Let ι be the involution on the set of idices {1, 2, . . . , t} induced from transpose si, j �→
s j,i . By [7, Proposition 2.2 and 3.2], Mλ

j -distinction implies the following.

• If ι(i) �= i , then ρi 	 ρ∨
ι(i).

• If ι(i) = i , then ρi is Hk-distinguished, where Hk is the centralizer of E× in
GLk(D).

In any case we have ρi 	 ρ∨
ι(i) and taking the central characters into consideration,

the only possibility is ι(i) = t − i + 1 for all i . Therefore the matrix S should be
anti-diagonal, but this is not possible because of the conditions (a) and (b).
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Now we suppose that Pj,λ = Pj , then rλ(σ ) = σ and Z([( j − 1)/2, ( j + 1)/2]ρ)

as a representation of GL2k(D) is GL2k(C)-distinguished if d is even and GLk(DE )-
distinguished if d is odd. But this is not possible if j �= 0 since the central character
of Z([( j − 1)/2, ( j + 1)/2]ρ) is not trivial and is also not possible if j = 0 by
Proposition 4.11. ��

Finally we prove Theorem 1.3. For readers’ convenience we restate the result as
follows. We do not assume that ρ is self-dual.

Theorem 4.13 (1) Suppose t is odd and hence E× embeds in GLk(D) and we let
Hk be the centralizer of E×. Then π is H-distinguished if and only if ρ is Hk-
distinguished.

(2) Suppose t is even. Then π is H-distinguished if and only if L(s, ρ′,Sym2) has a
pole at s = 0.

Proof Assume that t is odd first. By (the proof of) [4, Proposition 5.6] π being H -
distinguished implies that ρ is Hk-distinguished.

Conversely, suppose that ρ is Hk-distinguished. Then it is self-dual. By
[25, Proposition 7.2], ρν(1−t)lρ/2 × · · · × ρν(t−1)lρ/2 is H -distinguished. From
Lemma 4.12, we see that I(π) is not H -distinguished. Therefore any non-zero H -
invariant linear form on ρνlρ(1−t)/2 ×· · ·×ρνlρ(t−1)/2 factors through π . This proves
the first assertion.

Now assume that t = 2r is even. Suppose thatπ is H -distinguished. The Langlands
parameter of π takes the form

φρ′ � Symtlρ−1
C
2 : WF × SL2(C) → GLnd(C),

where φρ′ is the Langlands parameter of ρ′. By [32, Theorem 1.1], the Langlands
parameter of π takes value in Spnd(C). Since t is even, the image of Symtlρ−1(C)

lies in Sptlρ (C). This implies that φρ′ lies in the orthogonal group Okd/lρ (C). This is

equivalent to that L(s, ρ′,Sym2) has a pole at s = 0.
Conversely, suppose that L(s, ρ′,Sym2) has a pole at s = 0. Then ρ′ is self-dual by

[33, Theorem 3.18]. Therefore ρ is self-dual, and L(s, ρ′,∧2) is holomorphic at s = 0.
By [25, Proposition 7.2] again, ρν(1−t)lρ/2 × · · · × ρν(t−1)lρ/2 is H -distinguished. It
follows from Lemma 4.12 that I(π) is not H -distinguished. Therefore the non-zero
H -invariant linear form on ρν(1−t)lρ/2 × · · · × ρν(t−1)lρ/2 factors through π . ��
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