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A B S T R A C T

Refractory high entropy alloys (RHEAs) have gained significant attention in recent years as potential
replacements for Ni-based superalloys in gas turbine applications. Improving their properties, such as their
high-temperature yield strength, is crucial to their success. Unfortunately, exploring this vast chemical space
using exclusively experimental approaches is impractical due to the considerable cost of the synthesis,
processing, and testing of candidate alloys, particularly at operation-relevant temperatures. On the other hand,
the lack of reasonably accurate predictive property models, especially for high-temperature properties, makes
traditional Integrated Computational Materials Engineering (ICME) methods inadequate. In this paper, we
address this challenge by combining machine-learning models, easy-to-implement physics-based models, and
inexpensive proxy experimental data to develop robust and fast-acting models using the concept of Bayesian
updating. The framework combines data from one of the most comprehensive databases on RHEAs (Borg et al.,
2020) with one of the most widely used physics-based strength models for BCC-based RHEAs (Maresca and
Curtin, 2020) into a compact predictive model that is significantly more accurate than the state-of-the-art.
This model is cross-validated, tested for physics-informed extrapolation, and rigorously benchmarked against
standard Gaussian process regressors (GPRs) in a toy Bayesian optimization problem. Such a model can be
used as a tool within ICME frameworks to screen for RHEAs with superior high-temperature properties. The
code associated with this work is available at: https://codeocean.com/capsule/7849853/tree/v2.
1. Introduction

Refractory high entropy alloys (RHEAs) have gained significant
attention over the past 10 years [1] due to their ability to retain their
strength at temperatures much higher than the operating limit of most
other structural alloys [2,3]. Very recently, initiatives such as ARPA-E’s
LTIMATE program [4] have further encouraged research on refractory
egions of the HEA space. Specifically, RHEAs could potentially replace
tate-of-the-art Ni-based superalloys in gas turbine engines, increasing
heir operating temperature and enhancing their efficiency. However,
o supersede Ni-based superalloys, improvements must be made in the
roperties of these alloys. These properties include ductility, oxidation
esistance, and, of particular interest to this work, high temperature yield
trength (HT YS), while maintaining a density comparable to Ni-based
uperalloys.
Early research on RHEAs focused on equimolar compositions.

enkov et al. [5] pioneered research into RHEAs with the discovery
hat the equimolar RHEAs NbMoTaW and VNbMoTaW both possess
ompetitive HT YS (405 MPa and 477 MPa at 1600 ◦C, respectively).

∗ Corresponding author.
E-mail address: brentvela@tamu.edu (B. Vela).

Although some equimolar RHEAs have been deemed to have attractive
properties such as high melting points, high-temperature mechanical
strength, and wear resistance, further improvements in their proper-
ties can be realized by deviating from equimolarity. For example, in
our previous work [6], considering every permutation of the above
alloys that Senkov et al. studied, we designed three high-strength,
lightweight, non-equimolar RHEAs. Similarly, based on the results for
the equimolar VNbZrTi alloys published in [7–9], Chen et al. [10] tuned
the compositions within this chemistry space to improve strength and
ductility.

Breaking away from conventional equimolar RHEAs and exploring
the vast combinatoric chemistry space to find optimally strong alloys is
a difficult task [11], especially considering the difficulty and the lack
of high-temperature (>1000 ◦C) tensile testing results for RHEAs in
the literature [3]. The RHEA design space is so vast and the cost of
HT YS tests are so high, due to the requirement of testing under high
vacuum levels, as a result of oxygen sensitivity of refractory alloys,
large sample requirements of existing high-temperature tensile testing
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List of Symbols and Abbreviations

Symbol/Abrev. Description
RHEA Refractory High Entropy Alloy
HT High temperature
RT Room temperature
ICME Integrated computational materials engi-

neering
YS Yield strength
HV Vickers hardness
SSS Solid Solution Strengthening
HTP High-throughput
DFT Density functional theory
GPR Gaussian Process Regressor
HGPR Gaussian Process Regressor
BO Bayesian Optimization
𝛿 Lattice strain
G Shear modulus
R Metallic radius
𝐸 Young’s modulus
𝑇𝑚 Solidus Temperature
VEC Valence Electron Concentration
B Bulk modulus
G Shear modulus
𝜈 Poison’s Ratio
𝜒𝐴𝑙𝑙𝑒𝑛 Allen Electronegativity
𝑆𝑐𝑜𝑛𝑓 . Configurational Entropy
𝜌 Density
𝐶11 or 𝐶12 or 𝐶44 Elastic constants

systems, and difficult-to-process nature of refractory alloys to obtain
wrought microstructures, that conventional ICME methods for alloy
design become impractical.

Conventional ICME methods for predicting YS can be broadly placed
into the following categories, arranged in order of expense: (1) data-
hungry empirical/machine-learning models based on statistical anal-
ysis [12] (2) computationally expensive atomistic and/or macroscale
simulations to predict the yield strength [13–15], (3) and fast-acting
analytical models that capture the microstructure and/or dislocation
behavior of the alloys [16–18].

In terms of phenomenological models belonging to the first cate-
gory, a simple empirical model often employed in the high-entropy
alloy (HEA) domain is the Tabor relationship [19–21]. This model
provides an estimate of the yield strength (YS). According to the Tabor
relationship, the YS of a metal is approximately one third of its Vickers
hardness (HV), defined as 9.81 × 𝐻𝑉 ∕3 [𝑀𝑃𝑎] ≈ 𝑌 𝑆 [𝑀𝑃𝑎]. Several
authors have corroborated this relationship within body-centered cubic
(BCC) refractory high-entropy alloys (RHEAs), thus it is often used as a
cost-effective experimental surrogate in swift experimental endeavors.
As a case in point, Ferreirós et al. [19], in the absence of YS measure-
ments, relied on room temperature (RT) HV experiments as an upper
limit for YS and the Maresca–Curtin model [22] as the lower limit.
They deduced that the yield strength of the VNbCrMo alloy would
not exceed 2.1 GPa at room temperature or fall below 0.85 GPa at
1000 ◦C. Kustas et al. [23] validated the utility of the Tabor relationship
against the publicly accessible HEAs dataset from Gorsse et al. [24].
When uniaxial YS measurements (compression and tension) with HV
measurements, they substantiated the validity of the Tabor relationship
for HEAs, thus enabling them to avoid YS measurements and to use HV
as an economical proxy for YS instead.

Moving on to the second category, we encounter models such as
2

the one by Rao et al. [16], which serves as an extension of the Suzuki t
solid solution strengthening (SSS) model to RHEAs [17]. Their atomistic
simulations revealed that the characteristic preservation of YS at HT
in RHEAs could be traced back to a significant energy barrier that
hampers kink migration. This barrier originates from local chemistry
variations along screw dislocation lines and from the dipole dragging
stress connected with screw dislocation movement. However, the very
need for these atomistic simulations restricts this model’s applicability
in the high-throughput (HTP) prediction design of RHEAs.

Third, we examine models that are analytical and provide informa-
tion about SSS in RHEAs [18]. A notable example was proposed by
Senkov et al. [25], who introduced a simple SSS model based on the
disparities in atomic size and shear modulus among the constituent
elements of the RHEA. Although this model is compatible with HTP
and provides a reasonable initial approximation for the YS of RHEAs,
it does not account for thermally activated mechanisms [25].

In light of the strengths and weaknesses of each of these models, our
objective in this study is to amalgamate the precision and reliability of
experimental data (akin to the first category) with the HTP attributes
of analytical models (as in the third category).

In order to better verify the Tabor relationship for RHEAs, in this
work we have taken the publicly available dataset of HEAs compiled
by Borg et al. [26] (which itself is an expansion of the dataset of
Gorsse et al. [24]) and compared the HV measurements to the YS mea-
surements. Fig. 1b demonstrates the utility of the Tabor relationship
in BCC RHEAs. RT HV measurements are successfully related to RT
YS measurements via the Tabor relationship. The Pearson correlation
coefficient between YS and HV is 𝜌 = 0.74, indicating that there
is a meaningful correlation between the two properties. Despite the
simplicity and accuracy of the Tabor relationship, it is not appropriate
for the HTP design of RHEAs because it is a data-hungry empirical
model, i.e. many alloys must be synthesized, their homogeneity must be
assured (if not, a homogenization heat treatment should be performed
in a high vacuum without forming and volatilizing certain refractory
oxides), and a hardness experiment must be performed in order to
estimate the yield strength of an alloy.

Perhaps the most important model for HTP screening of RHEAs is
the Maresca–Curtin model [22]. In their work, Maresca et al. postulate
that, in RHEAs with high lattice strains (𝛿) and/or extremely high shear
moduli (G), the dominant high temperature strengthening mechanism
at high temperature is SSS caused by the sluggish movement of edge
dislocations through a complex energy landscape within the RHEA
matrix. This is in contrast to the typical theory of strengthening in
BCC refractory alloys, which assumes screw dislocations are respon-
sible for solid solution strengthening. This screw-controlled theory is
appropriate when RHEAs have little lattice strain (𝛿) and/or moderate
to low shear moduli (G). This theory is captured in models such as those
proposed by Rao [16] and Maresca [27].

Despite this, Baruffi et al. [28] justify the use of the Maresca–
urtin model for alloy design by: (1) demonstrating that it acts as a
ower bound for yield strength in RHEAs regardless of whether the
eformation mechanism is screw or edge dislocation mediated; (2) and
mphasizing that edge-controlled theory only relies on Vegard’s law
o predict critical quantities whereas the screw-controlled theory re-
uires DFT-derived quantities such as solute misfit volumes and elastic
onstants. For these two reasons, the Maresca–Curtin model is widely
sed in the RHEA community to guide the design and development of
HEAs [20,29,30].
As the Maresca–Curtin model has been shown to be safe for design

nd is widely used by the HEA community, it is important to benchmark
t against a chemically diverse data set. The largest publicly available
ata set of RHEAs to date is that compiled by Borg et al. [26]. This data
et captures various mechanical properties associated with a chemically
iverse set of HEAs. There are 468 single-phase BCC RHEAs present
n the database. Of these single-phase BCC RHEAs, 365 have YS data
vailable and 100 have HV data available. Approximately 63% of

hese BCC RHEAs with YS data have a lattice strain (𝛿) greater than
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Fig. 1. (a) RHEAs with high shear moduli and/or high lattice mismatch are more likely to have yield mechanisms dictated by the glide of edge dislocations. RHEAs with standard
shear moduli and/or standard lattice mismatch are more likely to have yield mechanisms dictated by screw dislocations. Approximately 63% of the Borg database is appropriate
for the Maresca–Curtin model. (b) Tabor relationship as observed in the Borg dataset [26] (c) Parity plot for yield strength predictions from the Maresca–Curtin model when
benchmarked against RHEAs in the Borg dataset that likely exhibit the same deformation mechanism as captured by the model. (d) Parity plot for yield strength predictions from
the Maresca–Curtin model when benchmarked against all single-phase RHEAs in the Borg dataset without consideration for the likely deformation mechanism.
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3.5%, indicating the YS of these alloys is edge-controlled and the
Maresca–Curtin model is applicable [28], as shown in Fig. 1a.

Figs. 1c and d demonstrate that regardless of strengthening mech-
nisms (edge or screw-controlled) the Maresca–Curtin model under-
redicts the YS of RHEAs in general. This is indeed in line with
ssertions from Baruffi et al. [28] that the Maresca–Curtin model
cts as a lower bound for YS. When compared against the entire
atabase, the mean absolute error (MAE) and the root-mean-square
rror (RMSE) of the Maresca–Curtin model are 469 MPa and 546 MPa,
espectively. However, one cannot dismiss the Maresca–Curtin model
s wholly inaccurate, as it evidently captures useful information about
he composition and temperature dependence of the yield strength of
HEAs.
The Maresca–Curtin model is a HTP model that is safe to use

n design, however, when benchmarked against a database of 365
HEAs, its accuracy is low. The Tabor model is a simple and accurate
mpirical relationship that enables Vickers hardness to act as a proxy
or yield strength, although, as mentioned above, it is not appropriate
or HTP exploration of RHEA design spaces due to its reliance on syn-
hesis, processing, and experiments. Given the Maresca–Curtin model,
00 experimental observations of hardness, and 365 observations of
3

o

ield strength, this paper seeks to address the following question: How
oes one use all information at hand to better model the temperature-
ependent yield strength of arbitrary RHEAs in a HTP manner?We propose
quipping Hierarchical Gaussian Process Regressors (HGPRs) [21] with
nformative priors in order to create a model that fuses information
rom multiple types of experimental data and analytical models.
In the context of HGPRs, Karumuri et al. [21] proposed a nested-

PR framework where a Gaussian Process regressor (GPR) is employed
o derive feature values for a subsequent GPR. The authors exploited
he Tabor relationship, using the Vickers hardness (HV) values – which
ere inferred from a GP – as a noisy feature in a subsequent GP for
ield strength (YS). In doing so, they effectively utilized HV as a cost-
ffective surrogate experiment for YS experiments, circumventing the
eed for direct HV measurements on a specific alloy to estimate its YS.
ather, the optimal estimate of HV, based on the trained GP regres-
or, replaces actual experimental values. Nonetheless, this approach
olely harnesses two types of experimental measurements (HV and YS)
ithout incorporating insights from high-throughput (HTP) analytical
odels.
Regarding the use of HTP analytical models as informative pri-

rs during GP regression, to better predict the electric double layer
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capacitance of carbon electrodes, Pan et al. [31] modified the mean
function of the GPR, imbuing the model with physics learned from
a semi-empirical model. The authors found that the physics-informed
GPR performed better during cross-validation and was less likely to
predict nonphysical electric-double layer capacitance values during
extrapolation.

Liu et al. [32] recently implemented a novel approach to predict
yield strength in fcc HEAs. They utilized experimental data to correct
the Varvenne–Curtin model [33]—a model similar to the Maresca–
Curtin model, specifically tailored for FCC HEAs. Specifically, the au-
thors used Bayesian inference to update their belief about the tem-
perature dependence of HEA elastic constants by calibrating model
parameters in the Varshni model [34] for the temperature dependence
of elastic constants. A quantitative relationship between the HEA com-
position and the elastic constants is predicted by an ensemble of support
vector regression models. These elastic constants were then fed to
the mechanistic Varvenne–Curtin model. Using Bayesian-inference to
calibrate the parameters of Varvenne–Curtin was shown to improve
the accuracy of the model. However, this framework is limited by the
inflexibility of the mechanistic model. If the strengthening mechanism
were to change in certain regions of the alloy space, the model would
be unable to adapt even when provided experimental yield strength
data. In the case of RHEAs, this modeling method would be inappro-
priate in design spaces where it is uncertain whether strengthening is
attributed to mechanisms involving screw or edge dislocations. In this
regard, Bayesian inference via Gaussian process regression equipped
with physics-informed priors is a promising alternative to Bayesian
inference via calibration of mechanistic models.

In this work, we propose combining data-hungry machine-learning
models with fast-acting analytical models (recall the 3 aforementioned
approaches to modeling yield strength) to develop a data-efficient
model capable of rapid correction when new data are introduced. The
proposed modeling approach is two-fold: (1) Using Hierarchical GP
regression as proposed by [21] Karumari et al. to predict hardness
values for arbitrary chemistries such that hardness can be used as an
informative feature during GP regression of yield strength; (2) Using
the Maresca–Curtin–Tabor model and the Maresca–Curtin model as
physics-informed priors during Hierarchical GP regression of hardness
and yield strength, respectively. In this way, we successfully fuse useful
information from HTP analytical models, cheap hardness experiments,
and ground-truth yield strength experiments.

We explore the utility of the proposed method with following three
analyses:

1. We successfully demonstrate that equipping HGPR models with
physics-informed priors increases accuracy and extrapolating
ability during GPR regression. Specifically, a data-sparse 2-Fold
cross-validation demonstrates that, despite data-sparse condi-
tions, HGPR with informative priors have better extrapolating
abilities along compositional and temperature axes.

2. Similarly, we demonstrate the improved extrapolating abilities
of physics-informed HGPRs by hiding high-temperature YS data
from standard GPRs and HGPRs with priors and demonstrate
that the HGPRs with priors perform physics-informed extrap-
olation whereas the standard GPR will provide non-physical
results i.e. will predict that yield strength does not monotonically
decrease with temperature.

3. Furthermore, we demonstrate the utility of physics-informed
HGPRs in Bayesian optimization (BO) schemes by performing a
design exercise within the Nb–Ta–W alloy system. Specifically,
we show that the BO schemes equipped with information from
proxy HV experiments and informative priors converge on the
maximum yield strength faster than BO schemes that utilize
4

standard GPRs.
2. Methods

Gaussian process regression

A Gaussian Process Regression (GPR) is a powerful statistical tool
in probabilistic modeling of objective functions in various fields due
to cheap computational costs and flexibility in training, updating,
and evaluation [35]. Given 𝑁 observations, {𝐗𝑁 , 𝐲𝑁}, where 𝐗𝑁 =
𝐱1,… , 𝐱𝑁 ) and 𝐲𝑁 =

(

𝑓 (𝐱1),… , 𝑓 (𝐱𝑁 )
)

, a GPR probabilistic modeling
t an unobserved location x is determined by a normal distribution as:

GP(𝐱) ∣ 𝐗𝑁 , 𝐲𝑁 ∼ 
(

𝜇(𝐱), 𝜎2GP(𝐱)
)

(1)

where
𝜇(𝐱) = 𝐾(𝐗𝑁 , 𝐱)T[𝐾(𝐗𝑁 ,𝐗𝑁 ) + 𝜎2𝑛𝐼]

−1𝐲𝑁
2
GP(𝐱) = 𝑘(𝐱, 𝐱) −𝐾(𝐗𝑁 , 𝐱)T[𝐾(𝐗𝑁 ,𝐗𝑁 ) + 𝜎2𝑛𝐼]

−1𝐾(𝐗𝑁 , 𝐱)
(2)

ith 𝑘 as a real-valued kernel function, 𝐾(𝐗𝑁 ,𝐗𝑁 ) as a 𝑁 ×𝑁 matrix
ith 𝑚, 𝑛 entry as 𝑘(𝐱𝑚, 𝐱𝑛), and 𝐾(𝐗𝑁 , 𝐱) is a 𝑁 × 1 vector with 𝑚th
ntry as 𝑘(𝐱𝑚, 𝐱). The term 𝜎2𝑛 accounts for stochasticity in observations
r observation errors.
The squared exponential function is a popular choice as the kernel:

(𝐱, 𝐱′) = 𝜎2𝑠 exp

(

−
𝑑
∑

ℎ=1

(𝑥ℎ − 𝑥′ℎ)
2

2𝑙2ℎ

)

(3)

where 𝑑 is the dimensionality of the feature space, 𝜎2𝑠 is the signal vari-
ance, and 𝑙ℎ, where ℎ = 1, 2,… , 𝑑, is the characteristic length-scale that
determines the correlation strength between observations within di-
mension ℎ. Due to the widespread use [36–38] and simplicity of the SE
kernel, we will investigate the effect of proxy experiments and informa-
tive prior means using GPRs equipped with this very standard kernel.

Typically, a GPR mean function is initially set to zero, disregard-
ing the opportunity to incorporate valuable prior knowledge into the
model. In some cases, the mean function is shifted so a GPR defaults to
the average of training data as the best prediction if no observation is
available. One approach to incorporate prior knowledge in the presence
of a prior model in constructing a GPR is to augment the prior model
as the GPR mean function, which we call a GPR with informative prior.
Then, it is trained with experimental observations to override the prior
model predictions, but it defaults to the prior model predictions at
regions with no observations. Mathematically, a GPR with an infor-
mative prior is built over the discrepancy between the prior model
and the experimental observations. Note that if 𝑓 ∼ GP (𝜇, 𝑘), then
𝑓 ′ = 𝑓 − 𝜇 is a zero-mean GP. Thus, a zero-mean GP is constructed
to represent the discrepancy between experimental observations and
prior, 𝑓 ′, and prior, 𝜇, is added to 𝑓 ′ to obtain posterior on 𝑓 . This
approach guarantees that a GPR override prior if observations exist,
else, exploits prior for probabilistic modeling.

In this work, we employ GPR with informative prior to creating a
machine-learning model that combines information from the Maresca–
Curtin model as the prior, 𝜇, with limited experimental HV data and
temperature-dependent YS data for RHEAs. Let the ground-truth (a
function that captures the true experimental composition-temperature
dependence of RHEAs) be denoted as 𝑓exp(𝐱), where 𝐱 is a vector that
defines the RHEA and temperature of the tensile test. Let the GPR
model built over the discrepancy between experimental data and prior,
𝑓exp(𝐱)−𝜇(𝐱), be denoted as 𝑓dis. Then the GPR built with a combination
of informative prior and experimental data is represented as 𝑓 = 𝑓dis+𝜇.

The effect of these informative priors can be seen in the simplified
toy problem depicted in Fig. 2. Here the ground-truth function is a sig-
moid deactivation function, depicted in black. To a first approximation,
this sigmoid deactivation function can be approximated by the pink
line with the negative slope. When this pink line is used as the prior
mean function during GPR, the model is better able to extrapolate than
the uninformed model. Specifically, in regions of the domain where

there are no observations of the ground-truth function, both models
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Fig. 2. Toy problems demonstrating the two proposed methods in 1D. (a) Demonstration of Hierarchical GP regression and the effect of cheap proxy experiments. The Gaussian
process for the cheap proxy experiment (depicted as the blue line) improves as more proxy experiments are performed (depicted as the blue circles). This model for the proxy
experiment is used to estimate the values of the proxy experiment at locations in the domain where there are observations of the expensive experiment (depicted as red circles).
Readers are encouraged to view the animated version of this figure in our repository: https://codeocean.com/capsule/7849853/tree/v2. (b) Demonstration of informative and
uninformative priors. The light-blue and pink lines are the uninformative and informative priors, respectively. When predicting far from observations of the ground truth, both
models will default to their prior mean function. When using an informative prior, defaulting to the mean function will yield better extrapolating abilities than in the case of the
uninformed prior.
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will default to their prior mean function. In the case of the uninformed
GP, the model will default to the average value of all ground-truth
observations (average of the yellow stars). However, this prediction
deviates significantly from the ground-truth model. In the case of the
informed GPR, the model will default to the informative prior. In this
case, all observations of the truth function shown to the model are
underpredicted by the prior (pink line). The model learns that the prior
systematically underpredicts the ground truth and thus defaults to a
version of the prior mean that is shifted up. While this model also
deviates from the ground-truth, the informed GPR is better able to
approximate the ground-truth function even when data is sparse.

Furthermore, Karumuri et al. [21] showed that GPRs can be used
n series in a technique known as Hierarchical GP regression in order
o leverage cheap proxy experiments as informative features when
erforming regression for more expensive experiments. Specifically, a
PR can be built to estimate values for the cheap proxy experiment
cross a domain. Once the proxy experiment has been estimated across
he domain, it can be used as an informative feature when performing
PR on a more expensive target. In their work, Karumuri et al. quan-
ify the uncertainty of this nested model by deriving semi-analytical
pproximations of the marginal likelihood and the posterior predictive
istribution. In this work, we only impute hardness values and use them
s an informative feature in a yield strength model and do not account
or uncertainty in the hardness inputted to the yield strength model, as
escribed by the workflow shown in Section 2.4.
5

s

Consider the synthetic problem depicted in Fig. 2a that demon-
trates this procedure. There are 15 observations of the expensive
round-truth function (red points), i.e. the function to be modeled.
o more queries to the ground truth can be made, however, there is
n unlimited budget of queries that can be made on the cheap proxy
xperiment (blue points). The proxy and the ground truth share a
inear correlation with Gaussian noise. When there are limited queries
f the proxy experiment, the GPR for the truth (red line) is not able
o approximate the ground-truth function well, as shown in Fig. 2a
n iteration 0. As more queries are made to the cheap proxy, the
PR for the proxy (blue line) improves and this, in turn, improves
he fidelity of the GPR for the truth. By the 20th iteration of proxy
xperiments, the GPR for the truth has improved significantly. The code
or this toy problem, implementation of these methods, and animated
ersions of 2a can be found in the following Code Ocean repository:
ttps://codeocean.com/capsule/7849853/tree/v2.
The two aforementioned toy problems demonstrate the proposed
ethods in a simplified manner. In this work, we seek to apply these
wo methods to the Borg dataset and a toy optimization problem in
rder to improve both GPR and BO of YS. Specifically, (1) a GPR
ill be built for HV and will be used to predict the HV of alloys
hat have YS experiments available. These HV predictions will be used
s a feature in the GPR model for YS. (2) The GPR for both the
V and YS models will be improved by leveraging informative priors
hat will help the GPRs during extrapolation. The prior for the yield

trength model is the Maresca–Curtin model. The prior for hardness

https://codeocean.com/capsule/7849853/tree/v2
https://codeocean.com/capsule/7849853/tree/v2
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Table 1
Explanation of elemental properties used during featurization
of RHEAs.
R Metallic radius

𝐸 Young’s modulus
𝑇𝑚 Solidus
VEC Valence Electron Concentration
B Bulk modulus
G Shear modulus
𝜈 Poison’s Ratio
𝜒𝐴𝑙𝑙𝑒𝑛 Allen Electronegativity
𝑆𝑐𝑜𝑛𝑓 . Configurational Entropy
𝜌 Density
𝐶11 or 𝐶12 or 𝐶44 Elastic constants

GP is the Maresca–Curtin–Tabor model, i.e. yield strength predictions
from the Maresca–Curtin are converted to hardness values via the Tabor
relationship.

2.1. Implementation of Maresca–Curtin model and Maresca–Curtin–Tabor
model

The prior belief of the temperature-dependent yield strength of
RHEAs in this work is based on the analytical model presented by
Maresca and Curtin in Ref. [22]. The model captures the behavior of
an edge dislocation within a randomly distributed solute field found in
a BCC HEA. The authors conducted a statistical analysis of the energy
required for thermally activated edge glide and derived the following
equations as a result:

𝜏𝑦0 = 0.040𝛼−1∕3𝜇̄
( 1 + 𝜈̄
1 − 𝜈̄

)4∕3
[
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𝛥𝐸𝑏
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)0.91
]

(6)

𝜎𝑦(𝑇 , 𝜖̇) = 𝑀𝜏𝑦0 (7)

In these equations, the variables are defined as follows: the line
tension parameter, 𝛼, which has been fixed at 1/12 for edge disloca-
tions [22]; 𝜇̄ represents the average shear modulus of the alloy, while
𝜈̄ is its average Poisson ratio. The Burger vector, 𝑏, is related to the
BCC edge dislocation in the random alloy, and the misfit volume of the
𝑛th solute, 𝛥𝑉𝑛, can be approximated using the rule-of-mixtures [22].
Another important variable is the zero-temperature yield stress, 𝜏𝑦0 ,
and the energy barrier for thermally-activated flow, 𝛥𝐸𝑏. The reference
train rate, ̇𝜖0, is generally set to 104 𝑠−1, while the applied strain rate,
𝜖̇, is typically 103 𝑠−1 and has been set to this value in the current work.
he equation also includes the Taylor factor for edge glide in a random
CC polycrystal, M, as well as the Boltzmann constant, 𝑘𝐵 , and the yield
trength, 𝜎𝑦(𝑇 , 𝜖), which is calculated at a finite temperature, 𝑇 , and
train rate, 𝜖̇. In order to estimate HV, the Tabor relationship can be
pplied to the results from the Maresca–Curtin model. Specifically, the
V can be estimated by 𝐻𝑉 = 𝑌 𝑆 × (3∕9.81)

.2. Feature selection

Following the feature selection methodology by Khan et al. [39], we
irst query a suite of features that are believed to be correlated to solid
olution strengthening. The suite of features relevant to SSS was taken
rom the work of Wen et al. [40]. A truncated list of these features can
e seen in Fig. 3a. These feature capture information directly relevant
o SSS. For example, features such as the atomic radius 𝑅𝑚 capture
nformation about size factors. Features such as bulk modulus (B) and
hear modulus (G) capture bond/modulus information. Features such
6

s VEC and 𝜒 capture electronic behavior. While there may exist more
elevant features, these features have been used in similar works where
he yield strength of HEAs is modeled with machine-learning [40–42].
Next, the mutual information [43] between each feature and the

arget (HV and temperature-dependent YS) are evaluated. Mutual infor-
ation describes the amount of information gained about one variable
rom knowing the value of another variable [43]. In the context of
eature selection, features with high mutual information have a strong
redictive ability for the target variable, whereas features with low
utual information have limited predictive ability for the target vari-
ble. The relevant features are then rank-ordered by their mutual
nformation with the target, and the top 𝑛 are selected, where 𝑛 is any
integer value. In this work 𝑛 = 8, however, the optimal 𝑛 will vary from
case to case.

To eliminate overtly colinear features, any features with a Pearson’s
correlation coefficient above 𝜌 > .85 is discarded and replaced with
the feature with the next highest mutual information. This threshold of
0.85 is arbitrary and can be modified depending on model performance.
Finally, features related to processing and test conditions are included
regardless of their mutual information score. This information is impor-
tant to include, as processing and test conditions can have a significant
impact on the observed outcomes. Furthermore, if predictions are to
be used to make decisions concerning which alloy merits scale-up
synthesis and processing for tensile testing, this information is relevant
to those predictions.

It should be noted that the features selected in this work may
not be the most optimal to model solid solution strengthening in
RHEAs, however, the goal of this work is to probe the effect of equip-
ping HGPRs with physics-informed prior mean functions in order to
fuse information from HV experiments, YS experiments, and analytical
models.

2.3. Calculation of selected features

The optimal features for the HV and YS models fall into three cat-
egories: compositionally-weighted averages, compositionally-weighted
average property differences (mismatches), and maximum composit-
ionally-weighted average property differences (min–max mismatches).
Averages are estimated by the rule of mixtures, as shown in Eq. (8)
where P𝑖 represents the property of interest for the i-th element and
x𝑖 represents the mole fraction of the i-th element in the RHEA. The
dummy variable P would be interchanged with R, B, G, 𝜈, 𝜒 , C11,
C12, C44, and VEC. Elemental values for any property P are then
passed to Eqs. (8)–(10). This set of elemental properties P are de-
scribed in Table 1. Following Eq. (8), averages are denoted by a bar
superscript. Given the averages, the mismatches can be calculated ac-
cording to Eq. (9). The mismatches capture the deviation of a property
with respect to the ROM average of the property of the elemental
constituents. Mismatches are denoted by the 𝛿 prefix. Likewise, the
min–max-mismatch can be calculated according to Eq. (10). Follow-
ing Eq. (10), the min–max-mismatch captures the largest property
mismatch that can occur within the RHEA. Furthermore, additional
features were considered such as the configurational entropy (𝑆𝑐𝑜𝑛𝑓 ),
the Zener Ratio (2𝐶44∕(𝐶44 − 𝐶44)), and ductility indicators such as the
Pugh Ratio (𝐵∕𝐺) and Cauchy Pressure (𝐶12−𝐶44). While other features
can be considered, the objective of this work is not to necessarily
determine the best set of features possible to model SSS in RHEA, but
rather to demonstrate the advantages of equipping HGPRs with physics-
informed prior mean functions in order to fuse information from HV
experiments, YS experiments, and analytical models.

𝑃 =
𝑁
∑

𝑖=1
𝑃𝑖𝑥𝑖 (8)
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Fig. 3. (a) Feature selection methodology for both GPs in the hierarchical GP regression framework. (b) Features relevant to SSS solution strengthening are calculated and used as
nputs to a GP regressor for HV. This HV GP regressor is equipped with the Maresca–Curtin–Tabor model as its prior mean function. The HV GP regressor is then used to impute
V values for arbitrary compositions for which there is YS data available. This circumvents the need to perform a HV experiment on an alloy that has YS data available but no
V data available. In this way, HV can be used as an informative feature for YS GP regressors. These imputed HV values and SSS-relevant features are then used as inputs to the
S GP regressor. The prior mean function of the YS GP regressor is the Maresca–Curtin model. The data posterior model can be considered a version of the Maresca–Curtin model
ugmented by experimental data. These YS predictions are then validated against experiments using 3-Fold cross-validation.
c
n
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.4. Machine-learning workflow

With these features calculated, they are used in the following ma-
hine learning framework. In the first step of the framework, features
elated to solid solution strengthening (SSS) are identified, scaled using
standard scaler [44], and utilized as inputs to a GP regressor for
ardness (HV). This HV GP regressor incorporates the Maresca–Curtin–
abor model as its prior mean function. By imputing HV values for
7

m

ompositions that have yield strength (YS) data but lack HV data, the
eed for additional HV experiments is bypassed. This allows HV to
erve as an informative feature for the YS GP regressors. The imputed
V values, along with the SSS-relevant features, are subsequently
mployed as inputs to the YS GP regressor, which employs the Maresca–
urtin model as its prior mean function. The resulting data posterior

odel can be considered an augmented version of the Maresca–Curtin
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Fig. 4. Description of datasets used in this work. (a) Element co-occurrence network demonstrating the frequency in which certain elements are alloyed with each other. It is
evident from this graph that the refractory elements (Mo,Zr,Ta,Nb,Hf) are most commonly alloyed together. (b) Elemental prevalence plotted as a heatmap on the periodic table.
(c) Venn diagram demonstrating the occurrence and co-occurrence of HV and YS experiments in the database. There are 107 compositions with yield strength experiments and
364 temperature-dependent yield strength experiments. Regarding hardness, there are 71 compositions with HV experiments and 99 hardness experiments in total. There are 51
compositions that have data available for HV and YS. (d) Chemical signatures of the HV and YS datasets. The majority of elements appear in alloys at concentrations near 20
at.%. There are no alloys concentrated in a single element beyond 60 at.%. This indicates that the majority of the database are truly high entropy alloys. (e) The distribution of
HV and YS measurements.



Acta Materialia 261 (2023) 119351B. Vela et al.

t
a
o
e
t

q
m
m
p
a
i
m
R
F
r
a
𝜏

c
f
s
s
v
r
r

𝑦
𝑥

i
s
u
d
e
m
i
a
a
p

d

model, incorporating experimental data. The accuracy of the YS pre-
dictions is then assessed through 2-Fold cross-validation, comparing
the predicted values against experimental measurements. The code
associated with this workflow can be found at the following Code Ocean
repository https://codeocean.com/capsule/7849853/tree/v2.

2.5. Model evaluation and error metrics

In order to benchmark the predictive ability of the models devel-
oped in this work, four error metrics are used: mean absolute error
(MAE), root mean squared absolute error (RMSE), Spearman rank
coefficient (R𝑠), and the Kendall rank coefficient (𝜏). The MAE captures
he average absolute error between predicted and actual values, serving
s a metric to assess the average prediction error of a model. RMSE,
n the other hand, captures the square root of the average of squared
rrors between predicted and actual values. The RMSE is more sensitive
o larger discrepancies than the MAE.
While MAE and RMSE are important error metrics that attempt to

uantify the discrepancy a user should expect from a model, these
etrics can be misleading when used alone [45]. For example, these
etrics do not provide any indication that a model is consistent with
hysics-dictated trends. There may be cases, for example, when MAE
nd RMSE are extremely low, but the rank ordering is poor, and that
s the result of a nonphysical (oftentimes but not necessarily overfit)
odel that happens to minimize MAE and RSME (as in the case of
ef. [46]). In the context of alloy design, the optimal solution is sought.
inding the optimal solution requires that the model is able to correctly
ank order candidate designs. For this reason, in addition to the MAE
nd RMSE, we use the two common ranking ordering metrics (R𝑠 and
) to evaluate the models in this work.
R𝑠 is commonly used to evaluate the extent to which the asso-

iation between two variables can be characterized by a monotonic
unction [47]. In this work, it is used to probe the physicality of yield
trength predictions in addition to each model’s ability to find optimal
olutions. R𝑠 captures the monotonicity of the relation between two
ariables i.e. how well the relationship between two variables could be
epresented using a monotonic function. R𝑠 = 1 or −1 indicates perfect
ank ordering and perfect monotonicity. R𝑠= 0, on the other hand, in-
dicates no rank ordering ability and no monotonicity. Mathematically,
R𝑠 can be calculated according to Eq. (13), where 𝑑𝑖 is the difference
between the two ranks of each observation, and 𝑛 is the total number
of observations.

Similarly, 𝜏 captures the probabilities of observing concordant and
non-discordant pairs given a dataset [48]. Considering that we are
modeling an arbitrary property 𝑦 for two alloys labeled alloy 𝑖 and alloy
𝑗. The ground truth for this property in each of these alloys is 𝑦𝑖 and
𝑗 while our predictions of 𝑦 in these alloys is 𝑥𝑖 and 𝑥𝑗 . If 𝑦𝑖 > 𝑦𝑗 and
𝑖 > 𝑥𝑗 , then the pairs (𝑥𝑖, 𝑥𝑗 ) and (𝑦𝑖, 𝑦𝑗 ) are concordant. If this is not
the case, the pair is discordant. This is expressed in Eq. (14).

A successful model will have an acceptable MAE and RSME and
competitive values for R𝑠 and 𝜏. With this suite of error metrics, the
magnitude of the error is considered, but the rank ordering ability
of the model is also taken into account. In accordance with best
practices [49], in order to mitigate any bias associated with how the
database is split during cross-validation or any bias associated with the
random initialization of the GPRs, a distribution of these error metrics
are reported as opposed to a single error metric per model. In this
way, the model performance can be evaluated and compared in a more
generalized sense.

MAE =
𝑛
∑

𝑖=1
|𝑥𝑖 − 𝑦𝑖| (11)

RMSE =

√

∑𝑛
𝑖=1(𝑥𝑖 − 𝑦𝑖)2

𝑛
(12)

𝜌 = 1 −
6
∑𝑛

𝑖=1 𝑑𝑖
2

𝑛(𝑛2 − 1)
(13)

𝜏 = 2
𝑛(𝑛 − 1)

∑

sng(𝑥𝑖 − 𝑥𝑗 )sng(𝑦𝑖 − 𝑦𝑗 ) (14)
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𝑖<𝑗
2.6. Description of dataset

The dataset used to the train the HGPRs in this work is a curated
version of the Borg dataset. Specifically, the dataset has been filtered
to only consider single-phase BCC RHEAs. This dataset is provided in
the following Code Ocean repository associated with this work: https:
//codeocean.com/capsule/7849853/tree/v2. This filtered dataset is de-
scribed as follows. Fig. 4a presents an element co-occurrence network,
illustrating the frequency of alloying specific elements together. It is
clearly observed from this graph that the refractory elements, namely
Mo, Zr, Ta, Nb, and Hf, are frequently combined in alloys. Fig. 4b
demonstrates the element prevalence in the dataset. Specifically, Ti,
Nb, and Ta are the most represented elements in the dataset. In general,
refractory alloys are more represented in the dataset than 3d transition
metals. In Fig. 4c, a Venn diagram displays the occurrence and co-
occurrence of HV and YS experiments on unique chemistries within
the database. The dataset contains 107 unique compositions with yield
strength experiments, 71 compositions with HV experiments, and a
total of 51 compositions that have data available for both HV and YS
measurements. Fig. 4d showcases the chemical signatures of the HV
and YS datasets, revealing that a significant number of elements appear
in alloys with concentrations around 20 at.%, while no alloys exhibit
a single element concentration exceeding 60 at.%. This observation
indicates that the majority of the database consists of high entropy
alloys as opposed to chemically complex alloys. Finally, Fig. 4e presents
the distribution of HV and YS measurements, providing insights into
the spread of values for these properties. Such visualizations are in
line with the best practices for machine learning in materials science
proposed by Wang and Sparks et al. [49].

Regarding the limitations of this dataset, it should be noted that
interstitial oxygen content of the RHEAs captured in the Borg dataset
is rarely reported. Accounting for interstitial oxygen content is impor-
tant as RHEAs suffer from extreme oxygen sensitivity [3]. Interstitial
content has been shown to increase the strength and decrease ductility
of RHEAs [50]. Furthermore, while processing information is reported
categorically (as-cast, annealed, wrought, powder-metallurgy, etc.), in-
formation regarding grain size and detailed descriptions of the resultant
microstructures are not reported. This is important as larger grain
sizes [51,52] dendritic microstructures have been shown to affect the
strength of RHEAs. These factors potentially account for the observed
discrepancy between experimental YS values and YS values predicted
using the Maresca–Curtin model.

3. Results

3.1. Temperature-series aware 2-fold cross validation

In order to benchmark the efficacy of (1) using hardness estimates
from GPRs as an informative feature in yield strength models and (2)
using physics-informed priors during GPR, four models were cross-
validated. The four models are comprised of every combination of the
following conditions: uses hardness as an informative feature or not,
and uses informative priors during GPR or not. The resultant models
are shown in Fig. 5. Specifically, the double-control model in Fig. 5a1
s a standard Gaussian process equipped with a SE kernel. The model
hown in Fig. 5a3 is a standard Gaussian process equipped with a SE but
ses hardness as a feature as predicted by a GPR trained on hardness
ata captured in the Borg dataset. The model shown in Fig. 5a2 is a GPR
quipped a SE kernel and uses the Maresca–Curtin model as the prior
ean function. The model shown in Fig. 5a4 is the double-test model
.e. a GPR that uses the Maresca–Curtin model as its informative prior
nd is also informed by hardness predictions that themselves come from
GPR that uses the Maresca–Curtin–Tabor model as an informative
rior for hardness.
Regarding cross-validation of these four models, the yield strength

ata-set contains 39 temperature series, meaning 39 unique alloy

https://codeocean.com/capsule/7849853/tree/v2
https://codeocean.com/capsule/7849853/tree/v2
https://codeocean.com/capsule/7849853/tree/v2
https://codeocean.com/capsule/7849853/tree/v2
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Fig. 5. 3-Fold Cross validation results for various yield strength models tested in this work. (a1) 3-Fold cross-validation results for the double-control model i.e. the standard
Gaussian process regression for yield strength. (a2) 3-Fold cross-validation results for a Gaussian process that uses the Maresca–Curtin model as a prior during GP regression.
(a3) 3-Fold cross-validation results for a Gaussian process that uses GP-imputed hardness as an informative feature for yield strength predictions. (a4) 3-Fold cross-validation
results for the double test model i.e. a yield strength GPR equipped with the Maresca–Curtin model as its prior and uses hardness as predicted by a GPR equipped with the
Maresca–Curtin–Tabor model as its prior. (b) Distributions of the 4 error metrics for the 4 models benchmarked in this work.
chemistries have been tested at various temperatures. During k-Fold
cross-validation, these temperature series may be split across training
and testing sets. When the model has seen some temperature-dependent
data for an alloy, it will interpolate between temperature-dependent
points, leading to improved accuracy when predicting the test set.
While interpolation is a cornerstone in machine learning, it is important
10
to understand the limitations of the proposed model when it is expected
to predict the yield strength of alloys for which no temperature-
dependent data is available. To that end, we performed a modified
k-Folds cross-validation where temperature series are not allowed to
be split across training and testing sets. Unique compositions were
selected with k-fold cross-validation, then the temperature-dependent
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Table 2
Error metrics of the 4 benchmarked models.
Model 𝑅𝑠 𝜏 MAE RSME

Prior & Hardness 0.798 ± 0.017 0.614 ± 0.021 296 ± 28 408 ± 36
Prior & No Hardness 0.793 ± 0.016 0.609 ± 0.019 302 ± 21 415 ± 26
No Prior & Hardness 0.635 ± 0.105 0.476 ± 0.074 292 ± 28 400 ± 34
No Prior & No Hardness 0.673 ± 0.098 0.503 ± 0.069 283 ± 27 392 ± 34

data was added back to the testing and training sets. This prevention
of data leakage is in line with the best practices for machine learning
in materials science proposed by Wang and Sparks et al. [49].

In order to rigorously benchmark the models under data-sparse con-
ditions, 2-Fold cross-validation was performed, i.e. 1/2 of the database
is allocated as training data, and the other 1/2 is allocated as test
data. Such data-sparse conditions are common when exploring the
RHEA property space, thus it is important to benchmark models un-
der such conditions. Furthermore, this ensures that the models are
benchmarked against a sufficiently large test set (compared to the
training set). As mentioned in Section 2.5, in order to mitigate bias
associated with how the database is split during cross-validation or bias
associated with stochasticity of the GPRs, 200 different instances of
2-Fold cross-validation were performed. Each of the 200 instances of 2-
Fold cross-validation used a database that was partitioned in a different
way. This way we ensure that the effects of random initialization of the
model are mitigated, and we are able to determine how each model
performs in general.

Fig. 5 demonstrates cross-validation results for the four models. As
mentioned in Section 2.5, the MAE and RMSE are important error
metrics to consider, however, when considered alone, these metrics
can be misleading. One must consider the physicality of predictions
as well as MAE and RMSE. For example, in the parity plots shown
in Fig. 5a1 and a3, the models without informative priors provide
a uniform prediction of yield strength for many alloys. This uniform
prediction is the mean of all yield strength observations within the
training set, represented by the horizontal dashed line in Figs. 5a1 and
a3. This happens because the model has not been trained in that region
of the input space, and thus the model has defaulted to its prior mean
function. Similar visualization of this can be seen in Figs. 2b and 6.
In the case of alloy design and optimization, the physicality and rank-
ordering ability of models is more important than simply minimizing
MAE and RMSE. A successful model will have an acceptable MAE and
RMSE and have optimum rank-ordering ability as quantified by R𝑠 and
.
With this in mind, 5b demonstrates that alloys with informative

riors (dark red and dark blue) are better able to rank-order alloys
ccording to yield strength than GPRs without informative priors (light
lue and light red). The average error metrics for the models that use a
rior and hardness, a prior and no hardness, no prior and hardness, and
o prior nor hardness are reported in Table 2. The distribution of MAE
nd RSME for all 4 of these models are similar however the models with
nformative priors outperform the models without informative priors
ith regards to the rank ordering coefficients 𝑅𝑠 and 𝜏.

.2. Physics-informed extrapolation

Conventional GPRs often violate physical constraints as these mod-
ls are not physics-informed [31] and instead solely rely on available
ata. In a situation where data is not available, GPRs predictions will
eturn to the prior mean function. Specifying an informative prior
ean function during GPR can help ensure physical predictions dur-
ng extrapolation, as shown in Fig. 6 where the yield strength of
alloys in the Borg dataset are plotted against their respective testing
temperatures. The yellow stars represent yield strength measurements
on the MoNbTaVW Senkov alloy. The circular points represent other
alloys in the data set. The color axis represents the cosine similarity
11

n

between these alloys and the Senkov alloy i.e. alloys that are similar
to the MoNbTaVW alloy are depicted as blue whereas alloys that are
dissimilar to the MoNbTaVW alloy are depicted in green. In order to
benchmark the extrapolating ability of informed and uninformed GPs,
yield strength observations above 600 ◦C, 1000 ◦C, and 1400 ◦C were
hidden from a conventional GPR and GPR using the Maresca–Curtin
model as its prior. When high-temperature data is hidden from any
GPR, the model will default to the prior mean function for regions of
the feature space where it has not been trained. What is important is
whether or not the model will default to a reasonable prior or not.

In the case of Fig. 6a, the prior mean function is the average of
all yield strength observations shown to the model, depicted as the
orange/blue/green horizontal lines. As the model extrapolates further
from the data, the model’s prediction coincides with the uninformative
prior. This results in the model predicting that yield strength does
not monotonically decrease with temperature, which is a nonphysical
prediction. Furthermore, it is clear that the extrapolation is highly
dependent on the training data as the HT predictions from the 3 models
(orange, green, and blue) do not coincide. In the case of Fig. 6b, in the
absence of data, the model will default to the Maresca–Curtin prior,
which predicts that YS monotonically decreases with temperature. Such
a benchmark is relevant as high-temperature yield strength data is
exceedingly difficult to obtain experimentally. These results indicate that
GPRs with physics-informed priors are safer to use during extrapolation than
uniform priors.

3.3. Significance to Bayesian optimization

This framework holds significance in the context of recent ini-
tiatives focused on Integrated Computational Materials Engineering
(ICME)-enabled closed-loop design platforms [53–55] and autonomous
materials discovery [56–58]. Bayesian optimization (BO) is a com-
monly used optimization scheme in the context of autonomous science
and self-driven laboratories [59]. BO relies on building surrogate mod-
els to approximate the underlying material property and guide the
search for compositions with optimal properties. The most common
choice of surrogate model for BO is the GP regressor. However, the
accuracy of these GP regressors depends highly on the availability of
high-quality experimental data. In many cases, high-quality experimen-
tal data may be limited or expensive to obtain, while low-quality data
from cheaper proxy experiments or HTP analytical models may be
readily available but less reliable.

For instance, in the case of optimizing yield strength in RHEAs,
often times there are budget constraints on the number of alloys that
can be synthesized and the number of high-temperature tensile tests
that can be performed. This framework can be applied so that (1)
HTP analytical models can be used as priors during BO and (2) cost-
effective hardness experiments can be conducted in order to investigate
promising compositions without committing to high-temperature yield
strength experiments.

Consider the toy optimization problem present in Fig. 7. Yield
trength is to be optimized within the Nb–Ta–W alloy space. For this
oy problem, the Ground-ground-truth yield strength model will be
he Maresca–Curtin model, i.e. the goal of the BO scheme is to find
here the Maresca–Curtin model is maximum in the chemistry space.
O schemes with two models are compared: a standard GPR and
GPR equipped with an informative prior and aided by HV proxy
xperiments. The Ground-ground-truth for the Proxy HV experiment
s the Maresca–Curtin–Tabor model and the prior for the proxy GPR
s ROM HV. The acquisition function for both schemes is the Expected
mprovement [60]. In the case of the HGPR, the proxy next-best HV
xperiment are selected according to the expected improvement of the
ield strength values. This ensures that the optimizer allocates hardness
xperiments to search for alloys with the highest yield strength and

ot the highest hardness, despite those two properties being correlated.
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Fig. 6. The effect of physics-informed priors during extrapolation. (a) The models that use the mean of all training data as the prior predict that yield strength increases with
temperature in regions where it has not seen training data. Such nonphysical predictions are unsafe for alloy design. (b) The models that use the Maresca–Curtin model as the
prior predict that yield strength monotonically decreases with temperature in regions where it has not seen training data. Incorporating this physics into the model allows for safer
prediction during extrapolation.
This code associated with this toy problem can be found in the follow-
ing Code Ocean repository: https://codeocean.com/capsule/7849853/
tree/v2.

In the initial iteration (0th iteration), when employing the GPR with
a zero mean, the predicted yield strength is evenly distributed across
the entire design space. There is no prior indication about which region
of the design space likely contains high-strength candidates. However,
when utilizing the yield strength obtained from the ROM as a prior,
it is evident that the W–Ta edge of the alloy space likely contains the
maximum. By iteration 4, the standard GPR is still in the process of
learning how the objective varies within the design space, while the
HGPR with an informative prior has already found the maximum value
via focusing its queries of the ground-truth and Proxy models in the
W-rich region of the design space, as indicated by the prior. The BO
scheme with the standard GPR converges after 10 iterations. The BO
scheme with the standard GPR spent iterations in the Nb–W edge of the
space, whereas the informed GPR spent all but one iteration exploring
the W–Ta binary system.

Additionally, in Fig. 7b, a plot of optimization progress is presented,
showcasing the maximum value discovered by each scheme against the
iteration number. It is evident that the Bayesian optimization scheme
equipped with the HGPR and informative priors converges to the true
maximum value more rapidly, on average, compared to the scheme
employing the standard GPR. Furthermore, the optimization progress
is less sensitive to initial conditions, as demonstrated by the smaller
standard deviation associated with the green line in Fig. 7b.

For instance, in a scenario where there are budget constraints on
experimental campaigns aimed at optimizing refractory high entropy
alloy (RHEA) compositions for high yield strength at elevated tempera-
tures, cost-effective hardness experiments can be conducted within the
design space. The results of these hardness experiments can then be
utilized to train a hardness Gaussian Process (HV-GP), which can serve
as an informative feature in a yield strength Gaussian Process (YS-GP).
In this way, hardness can be used as a cheap proxy experiment for yield
strength as proposed by Karumuri et al. [21].
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4. Summary and conclusion

In order to replace Ni-based superalloys as the current structural
material in jet engine turbine blades, RHEAs must be designed to meet
a stringent set of property constraints relevant to the extreme environ-
ments in the hot zones of the engine. A property of particular interest
to this work is high-temperature yield strength of RHEA. However, the
vast number of potential RHEA compositions and the high cost asso-
ciated with high-temperature tensile testing render conventional ICME
methods for modeling yield strength impractical. These conventional
ICME methods for predicting yield strength can be broadly categorized
into three groups, arranged in increasing order of expense: (1) Data-
hungry empirical and machine-learning models, (2) computationally
expensive multiscale modeling, (3) and fast-acting yet frequently in-
accurate analytical models. In this work, we combine the best aspects
of categories 1 and 3 in order to create a model that is capable of
exploiting multiple sources of experimental information yet is HTP

In this work, we improved upon previous works by equipping
hierarchical GP regressors [21] with informative priors. In this way,
we combine data-hungry machine-learning models with fast-acting an-
alytical models to develop a data-efficient model capable of iterative
correction as new data is introduced. This methodology was bench-
marked against the Borg dataset, which is the largest publicly available
dataset of RHEA mechanical properties to-date.

A double-control GP model (not using imputed hardness as a fea-
ture, nor using informative priors), two single-test models (either using
hardness as a feature or informative priors) and a double-test GP model
(using imputed hardness as a feature and imperative priors) were
compared. During a data-sparse 2-fold cross-validation, the double-
control model performed the best on average. Specifically, the double-
test model had the highest rank-ordering coefficient distributions (R𝑠
and 𝜏) indicating more physically relevant predictions and a better
ability to identify optimally strong alloys. Additionally, the double-
test had competitive MAE and RMSE distributions, indicating accurate
predictions from the model in addition to the high Spearman Ranking
coefficient, indicating correct rank ordering of alloys by strength.

https://codeocean.com/capsule/7849853/tree/v2
https://codeocean.com/capsule/7849853/tree/v2
https://codeocean.com/capsule/7849853/tree/v2
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Fig. 7. (a) A simplified optimization problem using the Nb–Ta–W alloy space as an example. In the initial iteration (0th iteration), when the GPR with a zero mean is employed,
the predicted yield strength is uniformly distributed throughout the design space. However, when the yield strength obtained from the rule-of-mixtures (ROM) is used as a prior,
the 0th iteration clearly indicates the most promising point for further investigation, which is located near the W corner of the alloy space. In iteration 4, the standard GPR is still
learning how the objective varies in the design space, whereas the HGPR equipped with an informative prior has only queried the ground-truth and Proxy in the W-rich region of
the design space. Readers are encouraged to view the animated version of this figure at our repository: https://codeocean.com/capsule/7849853/tree/v2. (b) Optimization progress
plot demonstrating the maximum value discovered by each scheme vs iteration. The BO scheme equipped with an HGPR with informative priors converges on the truth maximum
quicker on average than the BO scheme with the standard GPR.

https://codeocean.com/capsule/7849853/tree/v2
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Next, the extrapolating abilities of the double-control and double-
test models were visualized by withholding high-temperature yield
strength data from the model. The results showed that HGPRs with
priors exhibit physics-informed extrapolation, whereas the standard
GPR produces non-physical outcomes i.e. predicting that yield strength
does not monotonically decrease with temperature.

Finally, we showcased the effectiveness of this framework in
Bayesian optimization (BO) approaches by conducting a design exercise
using the Nb–Ta–W alloy system. The results illustrate that BO schemes
that incorporate information from proxy hardness experiments and an-
alytical models converge to the maximum yield strength more rapidly
compared to BO schemes that rely on standard GPRs.

To summarize, the use of informative priors in Gaussian Process
(GP) regression improves both the accuracy and physicality of yield
strength predictions, especially during extrapolation. By incorporating
informative priors, we effectively combine analytical models with ex-
perimental data, utilizing the available experimental information and
relying on the analytical model when data is scarce. Furthermore, when
informative priors are applied in Hierarchical GP regression frame-
works, the benefits become even more significant, leading to improved
performance and more reliable extrapolations.
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the following Code Ocean Repository: https://codeocean.com/capsule/
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