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Enzymes are versatile and efficient biological catalysts that drive numerous cellular 
processes, motivating the development of enzyme design approaches to tailor catalysts for 
diverse applications. In this perspective, we investigate the unique properties of natural, evolved, 
and designed enzymes, recognizing their strengths and shortcomings. We highlight the 
challenges and limitations of current enzyme design protocols, with a particular focus on their 
limited consideration of long-range electrostatic and dynamic effects. We then delve deeper into 
the impact of the protein environment on enzyme catalysis and explore the roles of preorganized 
electric fields, second coordination sphere interactions, and protein dynamics for enzyme 
function. Furthermore, we present several case studies illustrating successful enzyme-design 
efforts incorporating enzyme strategies mentioned above to achieve improved catalytic 
properties. Finally, we envision the future of enzyme design research, spotlighting the challenges 
yet to be overcome and the synergy of intrinsic electric fields, second coordination sphere 
interactions, and conformational dynamics to push the state-of-the-art boundaries. 
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1. Natural, evolved, and designed enzymes: Can we spot the differences? 
 

Enzymes are versatile and efficient biological catalysts crucial in virtually all cellular 
processes. Their remarkable ability to facilitate chemical reactions with high specificity, 
selectivity, and efficiency has driven the development of various enzyme design approaches with 
the aim of creating tailor-made catalysts for diverse applications.1–4 Enzymes can be categorized 
by their developmental approach into three broad types: natural, evolved (i.e., improved upon 
an initial activity), and designed (repurposed from existing enzymes or designed de novo), each 
with unique catalytic properties (Figure 1). 
 

 
Figure 1. Broadly classified enzyme types. Enzyme active site, first coordination sphere, second 
coordination sphere, and long-range regions are highlighted. Tailored proteins showed in the 
figure are loosely motivated from (i) engineered copper binding site in sperm whale myoglobin 
mimicking the CuB-heme center,5 (ii) de novo designed porphyrin-binding protein,6 and (iii) 
evolved myoglobin containing an Ir(Me) site to catalyze the functionalization of C–H bonds.7 

 
Natural enzymes have evolved over millions of years to achieve remarkable catalytic 

performance utilizing an array of mechanisms, including substrate positioning and transition 
state (TS) stabilization,8,9 e.g., through the first- but also the second-coordination-sphere (SCS) 
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effects,10 longer-range electrostatic preorganization,11 and conformational dynamics.12–14 These 
strategies work in concert to enable enzymes to overcome activation energy barriers and 
perform efficient catalysis. Despite the impressive performance of natural enzymes, these 
catalysts are typically optimized for specific substrates and chemical reactions, limiting their 
applications.15  

 
Evolved enzymes, modified in laboratory, enhances a specific activity of an existing 

enzyme through directed evolution.16 This iterative process involves creating diverse enzyme 
variants through random mutagenesis, followed by selecting those variants with desired traits. 
The selected variants then serve as the starting point for the next round of mutagenesis and 
selection. Over several rounds, this technique mimics the principles of natural evolution, 
gradually refining enzyme properties toward the desired goal. Directed evolution is particularly 
useful when the underlying molecular mechanisms are not fully understood, as it allows enzymes 
to be optimized based on their observed behaviors rather than through rational design. Directed 
evolved enzymes can perform chemical reactions that are new to nature, including binding of 
non-native cofactors and catalyzing chemical reactions using non-native substrates.17–20 
Examples of such modified enzymes include redesigning of myoglobin, to enable stereoselective 
cyclopropanation21 and carbene transfer reactivity,22 repurposing of native hydroxylases PolL and 
LdoA for transforming azidated substrates into nitrile products through oxidative conversion,23 
and adapting the ethylene-forming enzyme to utilize non-native ligands and catalyze olefin 
aziridination as well as nitrene C‒H insertion reactions.24 Mechanistic analyses of evolved 
enzymes indicate that catalysis is improved during evolution through several strategies; mainly 
altering the substrate positioning and the active site, but also through enzyme dynamics, 
conformational tinkering, or introducing new catalytically important interactions.25 Despite the 
success of these laboratory techniques, the starting protein scaffold limits the intrinsic properties 
of the evolved enzymes. Furthermore, observations indicate that ~60-70% of mutations are 
deleterious, ~30-40% are neutral, and less than 5% confer functional improvements,25 making 
the process rather random with not optimally utilizing time and resources. 

 
Designed enzymes are rationally repurposed from existing enzymes or constructed de 

novo to perform new functions. These enzymes offer an opportunity to create a more chemically 
versatile catalysts. A straightforward strategy for enzyme design is repurposing the native 
enzymes for different functions. This might include an insertion of the non-native 
(metallo-)cofactor into a naturally occurring protein, combining the features of both the cofactor 
and the protein scaffold. An engineered copper binding site in the cytochrome c peroxidase 
(CcP)26 or sperm whale myoglobin (Mb) by Lu et al.,27 mimicking the CuB-heme center in terminal 
oxidases, represents an example of such endeavors. A desired strategy, however, is to assemble 
the complete functional enzymes de novo. De novo enzyme design involves the creation of 
entirely new enzymes with desired functions that do not exist in nature. This cutting-edge 
approach starts from scratch, beginning with a set of amino acid sequences and computationally 
designing their three-dimensional structures to achieve specific catalytic activities. Recently, a 
completely de novo designed C45 protein has been demonstrated to perform a stereoselective 
transfer of carbenes to olefins, heterocycles, aldehydes, and amines.28 Additional examples 
include the hydrolysis of ferric enterobactin by de novo Syn-F4 enzyme29 and catalysis of Kemp 
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elimination by a computationally designed KE07 enzyme.30 This method provides an excellent 
opportunity for greater chemical versatility than natural enzymes, but falls short in terms of 
performance.31 

 
2. Challenges and Limitations of Current Enzyme Design Protocols. 
 

In the quest to design enzymes with tailored properties and functions, researchers have 
developed various protocols for enzyme design.32–34 Although computational enzyme design has 
become a widespread technique in enzyme engineering, it faces several challenges when 
designing de novo enzymes solo, i.e. without a help of directed evolution.31,35–37 Predominantly, 
standard enzyme design strategies have centered around optimizing the protein to stabilize the 
TS of the target reaction.30,38,39 However, these methods often fail to achieve the sub-angstrom 
precision necessary to manipulate the subtle SCS interactions,31 which differentiate between TS 
and reactant states, or indirectly affect the first coordination sphere (FCS) by restraining its 
dynamics in a reactive conformation. Moreover, these traditional approaches often overlook the 
integrated nature of enzymes, which work as unified entities to proficiently catalyze targeted 
reactions. As such, they typically do not optimize the protein scaffold for the desired reaction. 
The limitations of current computational strategies also arise from an insufficient understanding 
of the factors contributing to natural enzymes' catalytic efficiencies. Therefore, factors such as 
protein dynamics, protein conformations, correlated motions, and the long-range effects of 
enzyme electrostatic preorganization via internally generated electric fields are often 
inadequately considered or entirely neglected. Additionally, accurately accounting for complex 
protein dynamics and pinpointing the subtle effects of amino acid substitutions on enzyme 
activity remain significant challenges in computational enzyme design.35,40 As a result, despite its 
considerable potential, computationally designed enzymes have yet to achieve catalytic 
efficiencies on par with those of natural enzymes.  

 
Current enzyme design protocols often circumvent these limitations by integrating 

computational design with experimental methods such as directed evolution.41–44 In this setup, 
computational methods are frequently used as a first step to engineer inactive proteins for a 
target reaction. Computational protocols focus on modifying the active sites of inactive proteins 
and fabricating a foundational scaffold, capable of demonstrating a degree of initial activity. As 
these scaffolds undergo directed evolution, they evolve to exhibit efficiency and specificity 
comparable to natural enzymes. By refining active sites for improved binding in the enzyme-
bound TS and introducing advantageous mutations that promote the conversion of non-catalytic 
sub-conformational states into catalytic states for superior preorganization, directed evolution 
can improve enzyme performance.41,45 This strategy succeeded in numerous enzymatic 
transformations, such as Kemp elimination, retro-aldol reactions, and Morita–Baylis–Hillman 
reactions.43,46,47 Nevertheless, to enhance the efficacy of computational enzyme design 
protocols, it is imperative that all factors contributing to the development of efficient enzymes 
through directed evolution would be incorporated into computational design methodologies. 

 
3. Missing Pieces in Enzyme Designs 
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As already eluded to, the enzymatic active site is not the sole contributor to enzyme’s function 
(Figure 2). Enzymes also utilize adjacent regions, such as SCS, and employ long-range effects. 
Moreover, dynamic correlations are present between different protein regions and the active 
site, influencing enzyme activity.48 Thus, when optimizing or designing enzymes, it is essential to 
consider both the active site and further regions and investigate these additional catalytic 
strategies. By incorporating elements of electrostatic preorganization and catalytically significant 
dynamic motions into the design process, a more comprehensive and effective enzyme design 
can be achieved. Below we highlight specific cases where enzymes utilize their electric fields, SCS 
interactions, and protein dynamics to improve catalysis. These strategies are then discussed from 
the perspective of enzyme design in Section 4. 
 

 
 
Figure 2. Illustrating the often-overlooked elements in enzyme design protocols, including the 
modification of second coordination sphere residues, optimization of preorganized electric fields, 
and consideration of enzyme correlated motions. 
 
3.1 Optimization of Enzyme Electric Fields 

Enzymes utilize large protein scaffolds surrounding the active site to facilitate catalysis. 
One function of these protein scaffolds is to protect the active site from undesirable side 
reactions. Another role involves imposing specific electric fields on their active sites.11,49–52 Within 
the concept of electrostatic preorganization, each amino acid's partial charges in the three-
dimensional structure of protein generate a preorganized electric field that preferentially 
stabilizes the TS of the enzyme-catalyzed reaction over the reactants. This hypothesis has been 
experimentally validated using vibrational Stark effect spectroscopy.50 In the pioneering work on 
ketosteroid isomerase (KSI) the Stark effect spectroscopy found an exceptionally strong inherent 
electric field experienced by the carbon-oxygen double bond (C=O) of the bound steroid 
substrate, which increases the catalytic turnover of the reaction by favoring the charge 
rearrangement in KSI's rate-determining step.53 In the molecular systems, the experiments using 
scanning tunneling microscopy have also indicated that external oriented electric fields can 
enhance the catalysis of Diels–Alder reaction,54,55 homolytic O–O bond cleavage,56 Ullmann-type 
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coupling reaction,57 and coupling of aryl iodides with a nickel(0) complex.58 These results 
combined indicate that an oriented electric field can be used as a tool to manipulate the 
reactivities of chemical reactions and offer new possibilities in enzyme design.  
 

Following the experiments of Boxer et al.,53 KSI enzyme served for many years as the 
prominent scaffold for benchmarking computational methods to capture the internal electric 
fields exerted on the KSI active site, and for understanding how the accurate modeling can assist 
in improving the fields for enhanced catalysis in KSI or designed enzymes. Importantly, 
computational studies utilizing hybrid quantum mechanics/molecular mechanics (QM/MM) and 
molecular dynamics (MD) simulations with polarizable force fields were able to compute electric 
fields in the active site in agreement with experimental results.59–61 Furthermore, computational 
analysis of the KSI enzyme by Alexandrova and co-workers also suggests that the global quantum 
mechanics (QM) electron density at the active site is sensitive to minor alterations in the external 
electric field and analysis of the charge density can thus serve as a sensitive and rigorous probe 
of electrostatic preorganization.62 At last, Welborn and Head-Gordon demonstrated that 
conformational dynamics also contribute to the reactivity at different stages of the catalytic cycle, 
including the catalytic step and product release, through significant fluctuations of electric fields 
in the KSI active site.63 This also demonstrates the importance of studying the long-range effects 
discussed in this perspective, and also their cooperative influence on the enzymes' reactivity, as 
well as their role in enzyme design. 
 

Moreover, the electric fields can impact the electronic properties of the active site, such 
as altering the spin state order, electronic configuration, and rate of chemical reactions.64 To 
illustrate this, several computational studies have been directed to understand the impact of 
local electric fields on the reactivity of heme and non-heme iron proteins. The QM/MM 
calculations with an external electric field performed on the P450CAM protein indicated that 
changes in the electric field along the axis perpendicular to the heme cofactor (i.e., oriented along 
the reactive Fe(IV)-oxido unit) could change the ground state (GS) of the resting enzyme from a 
doublet to a quartet or sextet spin state depending on the magnitude of the electric field.65 
Furthermore, the sign and magnitude of the external electric fields oriented along the same axis 
have been evidenced to alter the location of the unpaired radical site in Cpd I intermediates in 
ascorbate peroxidase and cytochrome c peroxidase enzymes.66 The electron paramagnetic 
resonance and electron nuclear double resonance experiments demonstrated that these two 
peroxidases exhibit a different electronic structure with the singly occupied nonbonding a1u/a2u 
orbital on the porphyrin ring (in ascorbate peroxidase) or on the adjacent Trp residue (in 
cytochrome c peroxidase).67,68 Computations suggested the radical character on the Trp was due 
to the presence of a single point charge at a distance of 8.7 Å from the Trp and a similar change 
in the electronic structure could be imparted or removed by applying an external electric field 
along the Fe-O bond.66 A prime example of electric fields affecting the reaction rate is observed 
in KSI, where a linear correlation has been observed experimentally (with the assistance of MD 
simulations) between the magnitude of the electric field experienced by the active site and the 
free energy of the reaction.53 Similarly, the QM/MM calculations of a non-heme 2-oxoglutarate 
(2OG)-dependent histone lysine demethylase KDM4E revealed that the energy barrier associated 
with the C‒H hydrogen atom abstraction could be substantially lowered by applying a positive 
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external electric field parallel to the Fe=O bond, thus enhancing the reaction kinetics.69 A positive 
external electric field here refers to an externally applied electric field that has a direction aligned 
with the direction of the flow of electrons. 

 
Beyond their inherent influence on enzyme kinetics, electric fields also present an 

intriguing opportunity for targeted manipulation to control reaction selectivity.64 By adjusting 
electric fields, enzymes can be guided toward specific reaction pathways. For example, the local 
electric fields in ~200 natural heme-iron oxygenases active sites were examined by Bím and 
Alexandrova in ref. 70. They have shown that the fields in these enzymes are not random and are 
preferentially oriented along the Fe-O axis of the supposed Cpd I intermediate. The orientation 
of the field showed an influence on the reactivity and selectivity of the Cpd I by modifying the 
oxyl-radical character of the Fe(IV)-oxido group. The authors have furthermore linked the 
magnitude and sign of the field with various protein functions; the largest local electric fields 
pointing from O to Fe were observed in the Cys-ligated heme-iron oxygenases, consistent with 
their highest reactivity in oxidation reactions. Fields of intermediate magnitudes were observed 
in the His-ligated heme-iron proteins, which are additionally oriented either in the positive or in 
the negative direction with respect to the Fe=O bond, suggesting the higher tunability of the 
thermodynamic properties. In view of the peroxidases' subclass of His-ligated heme-iron 
proteins, we have successfully correlated the observed local electric fields in the active sites with 
the experimentally determined Cpd I reduction potentials. Finally, the lowest magnitude of the 
field with no preference for the orientation was observed in the Tyr-ligated heme-iron catalases. 
The lower magnitude is again consistent with their lower reactivity as compared to cytochromes 
P450. Another computational study on a non-heme 2OG dependent ethylene forming enzyme 
showed that the enzyme utilizes different intrinsic electric fields in the two L-Arg binding 
conformations, which are associated with distinct reactivity preferences.71 Importantly, the study 
also demonstrated that changes in the electric field of the enzyme could switch between the 
substrate L-Arg hydroxylation and ethylene forming reactivity of the enzyme. Finally, a study on 
the Fe(II)/2OG-dependent Ten-Eleven-Translocation-2 (TET2) enzyme demonstrated that clinical 
mutations related to cancers can influence the IEF along the reaction coordinate of the HAT 
reaction leading to a higher activation barrier and some mutations can even alter the orbital 
mechanism for the rate-limiting HAT reaction.72 These examples effectively illustrate the 
remarkable ability of enzymes to employ intrinsic fields in guiding and promoting the desired 
reactivity, showcasing the potential of leveraging this understanding for improved enzyme 
design. 
 
3.2 Utilization of Second Coordination Sphere Interactions 

The FCS residues, which directly coordinate the metal are not the only decisive 
contributors to metalloenzymes reactivity. In fact, FCS residues are often undifferentiated in a 
similar group of enzymes, providing the catalytic power for their reactivity, but they are unable 
to control the diverse regio- or chemoselectivity. For example, heme enzymes feature a heme 
moiety coordinated to the iron with four equatorial Fe‒N bonds, an axial ligand (such as Cys, Tyr, 
or His) connecting the iron to the protein, and a variable distal ligand that interacts with the 
substrate.73 Similarly, many non-heme iron enzymes have an active site featuring a 2His-1Asp/Glu 
amino acid arrangement coordinated with iron along with cosubstrates/substrate coordination.74 
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Since these enzymes feature the equivalent active site coordination and geometry to catalyze 
various reactions, differences in chemical reactivity and substrate selectivity are primarily 
achieved through additional effects – in this case, mainly SCS interactions.10 In the context of 
metalloenzymes, the SCS pertains to the area encompassing the residues that have direct 
interactions with the metal's FCS. On the other hand, for enzymes lacking a metal center, this 
region could be described as encompassing the enzyme residues that directly engage with the 
residues constituting the enzyme's active site. 

 
Various mechanisms for how the SCS interactions can influence enzyme catalysis can be 

adopted,10,75–77 such as SCS interactions near the FCS can determine whether an enzyme is highly 
substrate-selective, preferentially catalyzes a specific stereochemical reaction, or accepts a broad 
spectrum of substrates for catalysis. The heme-iron enzyme, P450CAM, which is a cytochrome 
P450 isozyme, utilizes hydrophobic interactions from SCS residues Ile88, Leu252, Leu255, Ile403, 
and Val404 to selectively hydroxylate camphor at the C5 position with a preferred regio- and 
stereoselectivity.78 Similarly, a non-heme iron 2OG-dependent oxygenase prolyl-4-hydroxylase 
does not catalyze hydroxylation of proline residues at thermodynamically much weaker C‒H 
bonds at C3 and C5 positions, but performs a regio- and stereospecific hydroxylation at the C4 
position. Computational results indicate that this is because a Tyr140 residue in the SCS holds the 
substrate and ferryl oxidant in a specific orientation through a network of hydrogen bonding and 
π-stacking interactions.79 In contrast, P450 isozymes P4502D6 and P4503A4 have oriented SCS 
residues such that they have large substrate binding pockets that can bind substrates of varying 
shapes and sizes.  

 
Interactions of the SCS residues with the substrate/cosubstrate can also dictate their 

binding orientation and, therefore, the class of the reactions and the order in which they are 
performed by the enzyme. For example, QM calculations on models of non-heme iron lysine 
demethylase in the absence of the SCS residues indicated that ferryl could abstract a hydrogen 
atom from a dimethylated lysine substrate either from a methyl or an ‘NH’ group, and the 
hydroxylation mechanism can thus proceed either through a formation of a 
hydroxymethylaminium or an iminium intermediate.80 However, results from MD simulations of 
ferryl and subsequent QM/MM reaction mechanism calculations on PHF8, a non-heme iron 2OG-
dependent histone lysine demethylase from class 7, indicated that the nearby SCS Ile191 locks 
the substrate in a conformation that makes a hydrogen atom abstraction from N‒H unfeasible 
(Figure 3).81 The SCS residues in PHF8 thus control the reaction path invoked by the enzyme. 
Similarly, a non-heme iron deoxygenase EgtB enzyme, with its 3-His residues, coordinates with 
the substrates γ-glutamyl Cys and N-α-trimethyl His to catalyze the C‒S bond formation between 
them. QM cluster calculations on EgtB revealed that the O‒S bond is formed before the C‒S bond 
during the catalytic process.82 However, the QM/MM calculations with full protein residues 
showed that a proton-coupled electron transfer involving a conserved Tyr377 residue leads to an 
initial C‒S bond formation and almost barrierless sulfoxidation.83 In another example, QM/MM 
calculations on a non-heme iron 2OG-dependent ethylene forming enzyme indicated an 
alternative binding mode of the cosubstrate 2OG with iron, which leads to an unusual 
decomposition of 2OG to ethylene plus three molecules of CO2/bicarbonate.84–86 The unusual 
binding mode of 2OG is supported by a salt-bridge interaction by SCS Arg171 with the carboxylate 
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moiety of 2OG and mutation of Arg171 which is shown to affect the catalysis of the enzyme.84,85  
 

 
Figure 3. The SCS residue Ile191 in PHF8 enzyme orients the dimethylated lysine substrate in a 
conformation that facilitates C‒H activation rather than hydrogen atom abstraction from N‒H 
group. Additionally, the substrate positioning using Ile191 residue contributes to the preferential 
C‒H activation via the end-on σ* hydrogen atom transfer pathway as opposed to the side-on 𝜋𝜋* 
approach.81 
 

Interestingly, perturbations in the SCS have also been shown to affect the ordering of the 
energetically close-lying electronic states in the heme and non-heme enzymes. The hybrid 
QM/MM calculations on PHF8 have indicated that the substitutions in the SCS sphere and even 
long-range interacting residues in remote areas of the protein can affect the orbital mechanism 
of electron transfer during the HAT rate-limiting reaction step.75 Earlier QM/MM calculations on 
WT PHF8 indicated that the native enzyme preferentially transfers the electron in hydrogen atom 
transfer through a σ* electron transfer pathway which involves the transfer of an alpha electron 
from the substrate bonding orbital to the Fe dz2 orbital.81 The preferential σ* electron transfer 
pathway in WT PHF8 is attributed to the strict orientation of the substrate maintained due to 
interactions with the SCS residues, including Ile191 (Figure 3). Upon variation of Ile191 to Ala, the 
QM/MM calculations indicated the modified enzyme could transfer the electron in hydrogen 
atom transfer through a 𝜋𝜋* electron transfer pathway.75 Additionally, the enhancement of the 
cross-coupling reaction of methacrylamide with 4-methoxystyrene was achieved using the 
artificial Rh(III) metalloenzyme via tuning the SCS. Using the combination of mutagenesis and 
quantum mechanics/discrete molecular dynamics (QM/DMD) calculations, the authors identified 
three key residues that contribute to reactivity through electronic communication to the metal 
site via the SCS residues' hydrogen-bonding interactions.87 At last, a study applying a combination 
of QM/MM and MD methods on two Fe(II)/2OG-dependent histone demethylases from class 6 
(KDM6A and KDM6B) is another example of the modulating effect of the SCS on the enzyme 
reactivity.88 The Energy Decomposition Analysis89,90 found that in KDM6A the Trp369 residue is 
involved in the TS stabilization of the HAT reaction, whereas in KDM6B, the Asp291 residue is 
involved. Differences in hydrogen bonding of the Fe-chelating Glu252 in KDM6B with the SCS 
contribute to the lower energy barriers in KDM6B vs. KDM6A.88 
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3.3 Enhancement of Important Enzyme Motions 
 The dynamic nature of enzymes allows them to undergo conformational changes, which 
are critical for substrate/cosubstrate diffusion and binding, catalysis, product release, or 
facilitating the transfer of chemical groups, electrons, or protons during catalysis, as such 
enabling proteins to perform diverse biological functions with remarkable precision and 
efficiency.91,92 The investigation of long-range collective correlated motions in enzymes has 
garnered significant interest both from a fundamental scientific perspective and as potential 
tools for enzyme regulation.93–98 Conformational changes are often facilitated by the protein's 
inherent flexibility and responsiveness to different stages of enzyme catalyzed reaction cycles. 
For instance, in KSI, the conformational dynamics of residues distant from the active site induce 
significant fluctuations in the electric field, contributing to the catalytic step and the release of 
the product.63 
 

Building on this concept, it is worth noting that certain proteins exhibit an exceptional 
ability to alter their conformations in response to allosteric requirements. As an example, 
cytochrome P450CAM exhibits a dynamic behavior characterized by multiple conformations with 
low structural fluctuations in the absence of substrate binding.99 However, upon binding a 
substrate, the enzyme undergoes a conformational selection process, prioritizing a specific 
conformation that is optimal for catalysis. Furthermore, P450CAM leverages motion on the 
hundreds of picosecond timescales to differentially process each of its substrates. This ability to 
modulate its conformation and dynamics in response to substrate binding highlights the 
enzyme's adaptability and fine-tuned control over its catalytic activity. A computational analysis 
of PHF8, a non-heme 2OG dependent lysine demethylase, reveals that when PHF8 is required to 
hydroxylate the histone substrate as part of its catalytic process, the enzyme employs motions 
of distant alpha helices to induce compression of the active site.81 This conformational change 
facilitates tighter binding between the substrate and the enzyme, thereby enhancing the 
efficiency of the hydroxylation reaction.  
 

Nature has also ingeniously shaped enzymes to harness the power of molecular 
vibrations. These can range from rapid localized motions near the active site to large-scale 
correlated movements throughout the enzyme structure and may play a pivotal role in enhancing 
catalytic activity. The importance of long-range correlated motions could be again demonstrated 
through studies on PHF8. Although the Phe279 residue in PHF8 is distant from the enzyme's Fe 
center, its mutation to Ser entirely eliminates the enzyme's activity.100,101 Computational analysis 
of protein motion revealed that the Phe279 residue is involved in a network of correlated motion 
connected to the Fe reaction center.81 Alterations in this correlated network substantially 
increase the activation barriers of the rate-limiting HAT reaction catalyzed by PHF8.75 In KDM6 
an anti-correlated motion of the Zn-binding domain with the active site is a key factor 
distinguishing class 6 KDM enzymes from classes 4 and 7.88 A study on a Fe(II)/2OG dependent 
DNA modifying enzyme TET2 demonstrates that a correlated motion between the main structural 
elements in TET2, the glycine–serine (GS) linker, and the Cys-rich N-terminal (Cys-N) subdomain, 
plays a vital role in the positioning of the DNA substrate in the WT TET2, and is affected by 
diseases-related mutations in the enzyme.72 In another example on thermophilic alcohol 
dehydrogenase (ADH), rate measurements revealed that at lower temperatures (below 30 °C), 
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the enzyme structure becomes more rigid, resulting in an increased activation energy.102 A 
computational model incorporating the reaction coordinates for the rate-determining step, 
enzymatic environment, and a specific strongly coupled active complex mode can accurately 
replicate the observed experimental trends.103 Analysis of the computational model suggested 
protein's particular internal motion acts as the rate-promoting vibration (Figure 4).  

 

 
Figure 4. The vibrational motion in the human heart lactate dehydrogenase (LDH) promotes the 
reversible interconversion of lactate to pyruvate with nicotinamide adenine dinucleotide (NAD) 
as a cofactor. The productive protein motion is oriented along the hydride donor/acceptor axis, 
enhancing the rate of hydride transfer.104 
 

Protein conformational dynamics is also shown to be essential in regulating the entry of 
substrate/cosubstrate into the active site, as well as for the subsequent release of the product 
upon reaction completion. To give an example, in the catalytic cycle of Escherichia coli 
dihydrofolate reductase (ecDHFR), the enzyme uses several low-energy excited state 
conformations to facilitate the exchange of substrate and cofactor.105 Mutated versions of 
ecDHFR that eliminate these protein motions without altering its structural and electrostatic 
preorganization, significantly impede the hydride transfer process.106,107 Similarly, the 
substitution of the flexible loop 1 in ribonuclease A (RNase A) results in the absence of NMR-
detected millisecond motions in several flexible residues, in contrast to the WT enzyme. This loss 
of critical enzyme dynamics is found to have a substantial impact on the catalytic cycle, as 
evidenced by a 10-fold reduction in the product release rate constant.108 Collectively, these 
studies underscore the diverse ways in which proteins leverage dynamics to ultimately carry out 
effective catalysis. 

 
As exemplified on a few proteins that were discussed throughout more than one category 

in Section 3 (e.g., PHF8, KSI, P450cam), it is important to note that the highlighted factors can 
exhibit interdependencies. For example, altering protein conformation can affect the local 
electric field within the active site. The SCS structure is indirectly influenced by the entire protein 
structure and dynamics, as well as the action in the active site itself. Dynamics of the protein, and 
especially SCS amino acids will cause dynamic fluctuations of the electric field in the active site, 
which in turn can either promote or inhibit catalysis. Thus, segregating the factors that impact 
enzymatic catalysis may appear somewhat artificial, but it can also be helpful in terms of tuning 
individual effects in enzyme design through rationalizable and physically meaningful means. Also, 
the discussed principles have mostly focused on metalloenzymes, their applicability to non-metal 
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enzymes requires careful consideration due to potential variations in reaction mechanisms and 
catalytic strategies. 

 
4 Relevance in Enzyme Design 

 
In this section, we delve into the practical applications of enzyme design, showcasing how 

electric field, SCS interactions and protein dynamics can be harnessed to enhance enzyme 
performance. Building on the successful examples from recent studies, we illustrate the potential 
of these strategies to create more efficient designed enzymes.  
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Figure 5. Various strategies for enhancing proteins performance discussed in this section. (Top) 
The optimization of internal electric fields of KE15 allowed for a 43-fold improvement of kcat for 
Kemp elimination reaction.109 (Middle) Protein engineering of the wild-type myoglobin afforded 
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an improved peroxidase activity in double mutant Phe43His/His64Leu due to relocation of a 
distal His. The double mutant can oxidize various organic substrates and hydrogen peroxide.110 
(Bottom) The computationally designed Kemp eliminase 1A53-2 was further improved by 
directed evolution. The evolved variant 1A53-2.5 demonstrated a 104-fold increase in kcat/kM due 
to enhanced correlated network and reduced fluctuations in the TS, responsible for TS 
stabilization.111 
 

Case study 1: Electric Field Optimization. The de novo Kemp eliminase enzyme KE15, 
designed using the standard Rosetta protocol, featured an active site centered around the 
catalytic base Asp48, and the Tyr126 π-stacking residue for the substrate orientation, and was 
integrated into a TIM barrel scaffold. Experiments revealed that the designed enzyme has a kcat 
= 0.007 s−1 and KM = 270 μM (kcat/KM of 27 M−1 s−1).30 In an effort to boost the efficiency of KE15, 
Vaissier et al. developed a computational screening approach.109 This involved short MD 
simulations with the polarizable AMOEBA force field to identify potentially advantageous 
mutations, aimed specifically at augmenting the electric field of the enzyme (Figure 5, top). The 
authors' aim was to pinpoint potential mutations that could stabilize the TS through more 
effective electric fields at the bonds undergoing chemical transformation. The calculations 
assessing the electric field contributions of each residue within the KE15 sequence revealed that 
Asp130—located at the bottom of the TIM barrel and far from the substrate—contributed the 
most significant negative electric field (E = ‒7.29 MV cm-1) when projected onto the C≡N bond of 
the substrate. The authors reasoned that if a negatively charged Asp is causing destabilization of 
the TS, substituting it with a neutral amino acid such as Asn or a positively charged one such as 
Lys could potentially enhance its stabilization. This hypothesis was confirmed through both 
computations and experiments, leading to Asp130Lys variant of the enzyme with an 
experimentally measured kcat/KM value of 59 M−1 s−1. The majority of this improvement originated 
from a 4- to 5-fold increase in kcat.  

Observing that the individual residue projections of electric fields onto the substrate 
bonds of the Asp130Lys mutant enzyme did not yield considerable negative contributions, the 
authors confined their further exploration to identify locations for mutations closer to the active 
site, where the greatest electrostatic effects are expected. Subsequent computations exposed 
that Ile168, despite being a neutral active site residue, still contains partially charged atoms that 
negatively influence the electric field at the TS. However, its impact was relatively small, with 
values of E = ‒1.67 and ‒2.97 MV cm-1 on the bonds crucial for catalysis. Experimentally, the 
Ile168Met variant demonstrated enhanced activity, but the improvement was primarily reflected 
in KM, indicating a refinement in substrate binding rather than catalytic efficiency. Consistent with 
these findings, computational analyses suggest that this mutation decreases the size of the active 
site, thereby reducing the distance between the oxygen atom of the base and the hydrogen atom 
of the substrate. Additional examination also demonstrated a positive link between the strength 
of the electric field on the bonds critical to catalysis and the proximity of substrate binding. 
Consequently, a tighter substrate binding was attempted through Gly199Ala mutation, 
diminishing the gap between the substrate and the base and providing o significant surge in the 
electric field on the bonds critical for catalysis. However, at such short distances, electric fields 
are arguably only one (classical) part of interaction, rest being part of the QM wave function. In 
experiments, the Gly199Ala mutation demonstrated enhanced performance, with a notable rise 
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in kcat and only a minimal increment in KM. In the final phase of mutagenesis, a new active-site 
residue, Tyr167, was identified. It was characterized by a negative contribution to the electric 
field (E = ‒3.04 MV cm-1), and hence, was replaced with Lys. Experimental results indicated that 
the combination of these four mutations (Asp130Lys, Ile168Met, Gly199Ala, Tyr167Lys) led to 
the most efficient performance to date. It resulted in a 43-fold improvement in kcat compared to 
the KE15 design and an overall efficiency of 403 M−1 s−1. Overall, the case study emphasizes the 
effectiveness of electric field optimization as a potent strategy for boosting catalytic efficiency in 
enzyme designs. 

  
Case Study 2: Showcasing Effective Second Coordination Sphere Engagement. Recent 

studies have established Myoglobin (Mb) as an exemplary case, demonstrating how alterations 
to the SCS residues can serve for engineering catalysis of non-native reactions (Figure 5, 
middle).112 For instance, WT Mb demonstrates significantly lower peroxidase activity compared 
to native peroxidases, specifically, 2.7 M−1 s−1 versus 130 M−1 s−1.113 Despite both peroxidases and 
Mb having a His residue in the distal pocket (His64 in Mb and His52 in cytochrome c peroxidase, 
CcP), the distal His in Mb is positioned closer to the Fe compared to that in CcP.114,115 By relocating 
the distal His residue in Mb through a double mutation (Phe43His/His64Leu), the Watanabe 
group managed to engineer a version of Mb whose catalytic rates for sulfoxidation and 
epoxidation were on par with those of native CcP.110 Similarly, merging the SCS features of 
chloroperoxidase (distal Glu) and DHP (distal Tyr), Yin et al. generated a Phe43Tyr/His64Asp Mb 
mutant, which led to a 1000-fold improvement in catalytic efficiency when compared to the 
native DHP from A. ornate.116  

Adjusting the steric bulk around the active site of Mb allowed for its redesign for a variety 
of reactions. The expansion of the distal cavity through a Val68Ala mutation, combined with 
enhanced substrate access to heme via a His64Val mutation, enabled the modified Mb to 
efficiently catalyze the cyclopropanation of styrene with ethyl diazoacetate, exhibiting high 
selectivity.21 This His64Val/Val68Ala Mb variant also displayed promising reactivity for C‒H 
functionalization of indole at the C3 position117 and showed activity toward carbene N‒H 
insertion with arylamine substrates, although the yield for N-methyl aniline remained relatively 
low.118 Enhancing the active site volume above the heme iron site through Lys29Ala mutation 
improved this reactivity.118 These findings highlight successful instances where SCS residues can 
be altered in a protein scaffold to adapt the enzyme for non-native catalysis on novel substrates. 
In summary, these investigations underscore the potential of manipulating the SCS environment 
as a means to fine-tune enzyme design. 
 

Case Study 3: Illustrating enhanced protein motion. In another study, the 
computationally designed Kemp eliminase 1A53-2 was subjected to directed evolution.119 This 
process resulted in a 104-fold increase in its kcat/KM, achieved by introducing six mutations during 
the optimization of first-shell residues. The evolved variant, known as 1A53-2.5, demonstrated 
an improved shape complementarity with a TS analog. In addition, this evolved variant displayed 
a negative heat capacity, a phenomenon hypothesized to be a thermodynamic reflection of the 
structural modifications that took place during its evolution. Bunzel et al. performed MD 
simulations to probe the emergence of this thermodynamic effect.111 The authors conducted 5 
μs of MD simulations for both the designed and evolved variants. These simulations were 
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conducted with the variants in complex with the substrate either in the GS or the TS. The 
comparison of MD simulations revealed substantially different dynamical responses between the 
GS and TS. Particularly, the energy distribution of 1A53-2.5 was considerably more constricted in 
the TS compared to the GS. This analysis suggested that the appearance of a negative heat 
capacity in measurements signifies a reduction in energy fluctuations in the TS ensemble 
compared to those in the GS complex. Additionally, atomistic analysis of the MD simulations 
revealed that the process of evolution made several important modifications in the protein 
structure. These include the introduction of space-filling mutations such as Ala157Tyr and 
Leu184Phe, leading to improved packing of the active site, the expulsion of water from the active 
site upon loop closure, and more importantly a shift in the open–closed equilibrium towards the 
closed state.  

To delve deeper into the factors contributing to a less flexible TS ensemble, the authors 
explored alterations in dynamically correlated movements (Figure 5, bottom). These movements 
establish a connection between the local active site and the broader protein scaffold in both the 
GS and TS ensembles. In the closed state, favored by the evolved variant 1A53-2.5, correlated 
motion is much more intense in the TS ensemble than in the GS ensemble. The increase in 
correlated motion in the TS ensemble correlates with the tightening of the TS ensemble and a 
negative activation heat capacity. Shortest path maps were then used to analyze the path 
through which these correlated motions were communicating to other parts of the protein 
scaffold. Only two mutations introduced during evolution are directly involved in this network. 
Gln211Gly increases flexibility and potentially tunes the dynamic response of the scaffold, 
whereas Leu184Phe enhances packing by connecting neighboring solvent-exposed loops. The 
analysis thus indicated that evolution introduced a dynamical network that centers on the 
substrate and spans the protein. This case study, therefore, illustrates the potential of harnessing 
increased correlated protein motion as a critical design factor. This strategy helps lock the 
enzyme into a conformation conducive to catalysis, thereby improving overall enzymatic 
performance. 
 
 
5 Future Prospects 
 

The horizon of enzyme design brims with potential, but to fully harness the efficiency and 
productivity of these strategies, the trajectory necessitates further advancements in 
methodologies that seamlessly integrate the principles of electric fields and scaffold dynamics. 
While strides have been made, the journey ahead involves unraveling the precise amino acid 
mutations required to imbue enzymes with desired electric fields. Questions linger: which amino 
acids to modify, and to what extent, to impart the desired electric field? Solving this intricate 
puzzle can ultimately guide the precision engineering of enzymes to harbor tailored electrostatic 
landscapes. Similarly, the realm of enzyme dynamics unveils another frontier, demanding 
methods that adeptly incorporate catalytically advantageous enzyme motions, into the designed 
structures. Moving forward, enzyme design strategies must effectively embrace enzyme motion, 
tapping into its latent potential for enhanced catalysis while maintaining the delicate balance 
between flexibility and stability. 
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In the pursuit of more effective enzyme design, the integration of intrinsic electric fields, SCS 
interactions, and conformational dynamics with other computational approaches, such as 
machine learning, offers a promising avenue for exploration. Machine learning algorithms can 
help identify patterns and relationships within large datasets, potentially uncovering new design 
strategies that were previously overlooked. For example, machine learning was combined with 
directed evolution to learn information from unimproved sequences, and this information has 
been used to expedite evolution and intelligently expand the number of properties for 
optimization.120 Recent advancements such as ProteinMPNN, based on deep learning, have 
successfully revived challenging protein designs that had previously faced setbacks when created 
using Rosetta or Alphafold.121–123 Deep learning methods have also improved energy-based 
protein binder design by assessing the compatibility of the designed enzyme with the target 
monomer structure.124 Furthermore, these techniques have been employed to generate starting 
scaffolds in the design of efficient luciferase enzymes from scratch.125 Combination of these 
powerful tools can assist researchers in developing a more holistic approach to enzyme design, 
ultimately informed by the SCS interactions, electric field properties, and the conformational 
dynamics of the enzyme itself. 

 
To further enhance the accuracy and efficiency of enzyme design protocols, a synergistic 

approach that integrates both computational and experimental techniques is essential. 
Complementary experimental methods, such as X-ray crystallography, cryo-electron microscopy, 
nuclear magnetic resonance spectroscopy, EPR, magnetic circular dichroism, and X-ray 
absorption spectroscopy, can provide accurate structural and dynamics data to validate 
computational models.126 Such validated computational tools can explore structures and 
properties that can hardly be explored experimentally, thus guiding and informing experimental 
design. By working in tandem, these approaches can help researchers to gain a deeper 
understanding of enzyme mechanisms and streamline the design process. Such collaborative 
strategy promises to push the boundaries of enzyme design, paving the way for the development 
of novel biocatalysts with unprecedented capabilities. 
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