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In this study, we describe the design and implementation of a CML (critical machine learning)
education program for children between the ages of 9 and 13 at an after-school center. In this
participatory design-based research, we collected learner artifacts, recordings of interactions, and
pre/post drawings and written responses to model children’s developing knowledge and practices
related to critical machine learning. Drawing from constructionist and critical pedagogical perspectives,
our research questions are: (1) How do children develop machine learning knowledge grounded in
social, ethical, and political orientations in a CML education program? and (2) What computational
practices do children engage in when developing robots for social good in a CML education program?
We found that (1) children made more sophisticated connections with socio-political orientations and
ML content as they progressed through the program, and (2) they engaged in computational practices,
such as experimenting and iterating, testing and debugging, reusing and remixing, and abstracting and
modularizing. Further, our findings indicate that a critical lens to ML education can be characterized
by posing and answering questions about the roles of Al technologies producers and consumers and
identifying how these technologies are designed to apply this knowledge to build applications for
marginalized populations. This study suggests that a critical lens is an effective approach towards
engaging young children in designing their own machine learning tools in socially responsible ways.
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1. Introduction

Artificial Intelligence (Al) has become increasingly common
in digital technologies. Such technologies improve our quality of
life by automating tasks and augmenting human capabilities. For
example, government and media giants like Google, Facebook,
Netflix, and Twitter to collect large amounts of data about people
by monitoring and tracking their online activities (Frary, 2017).
Powerful machine learning algorithms subsequently use this data
to curate personalized news feed for people and make critical
decisions about them (Bucher, 2017). However, while Al is effi-
cient for displaying relevant information and predicting people’s
preferences at any given time, it also risks being used as a tool for
government surveillance (Duberry, 2022) and for manipulating
the psychological and physiological behavior of people (Kramer,
Guillory, & Hancock, 2014). Moreover, when Al applications are
used at large scales to determine whether people receive em-
ployment, obtain loans, or are convicted of a crime, they can
(re)perpetuate social inequities (O'Neil, 2016). For example, fa-
cial recognition applications have been used on user’s digital
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photo collections to identify faces and help users search through
thousands of photos (Pirrung, et al, 2018). However, serious
ethical considerations with facial recognition applications have
materialized. Critiques include concerns about privacy and the
increasing culture of surveillance (Smith & Miller, 2022). Others
are concerned with the racialization of focusing on faces (Stark,
2019) and the reinforcement of existing racial disparities for
historically disadvantaged groups (Bacchini & Lorusso, 2019).

These concerns go beyond facial recognition applications and
are widespread with those who work with Al. However, the
general public does not have a solid understanding of how these
technologies work and the potentially harmful effects of large-
scale Al deployment (Fox-Skelly, et al., 2020). Children in K-12,
particularly at the elementary school level, are not exposed to
ethical Al issues even though they use these technologies in
their daily lives. Without an education that includes reflection
on the social and ethical consequences of Al technologies, future
generations will continue in harmful traditions of technology
consumption and development without a critical lens.

In this work, we define critical machine learning (CML) educa-
tion as machine learning education that centers social, ethical,
and political orientations in Al This approach to teaching and
learning is grounded in critical pedagogy (Freire, 1970; Giroux,
1985) and influenced by constructionist design philosophies
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(Papert, 1980; Papert & Harel, 1991). In this study, we describe
the design and implementation of a CML education program for
children between the ages of 9 and 13 at an after-school center.
By collecting learner artifacts, recordings of interactions, and
pre/post drawings and written responses, we model children’s
knowledge and practices related to critical machine learning. The
research questions are: (1) How do children develop machine
learning knowledge grounded in social, ethical, and political
orientations in a CML education program? and (2) What compu-
tational practices do children engage in when developing robots
for social good in a CML education program?

2. Background and theory
2.1. Al competencies and computational practices for children

Artificial intelligence is a broad term for describing machines
that think or act like humans. More precisely, Al systems are
software and/or hardware systems designed by humans that per-
ceive their environment through data acquisition and then rely
on this data to take actions to meet a given goal. Humans can
program Al systems using symbolic rules, train them to use nu-
meric models, or train them to adapt their behavior by analyzing
how the environment is affected by their previous actions (The
European Commission, 2019). Machine learning (ML) is a practical
implementation of Al. Humans build ML models based on training
data to make predictions or decisions without being explicitly
programmed to do so (Samoili, et al., 2021).

Although Al has been assimilated into everyday technology
use, there are no agreed upon K-12 Al and ML learning standards.
However, Touretzky and colleagues (Touretzky, Gardner-McCune,
Martin, & Seehorn, 2019) have outlined “five big ideas” for K-
12 education. Specific to grades 3-5 and 6-8, they suggest that
students should be able to modify simple sensor-based appli-
cations in children’s programming frameworks (3-5), use chil-
dren’s programming languages to create a series of conditional
statements or decision trees (3-5), modify object recognition
applications and measure how well a trained systems generalizes
to novel inputs (6-8), and understand how biases in training data
can affect performance (6-8). Drawing on this work, Long and
Magerko (2020), developed 17 competencies for Al through an
exploratory literature review. These competencies include recog-
nizing technology that does and does not use Al, imagining future
applications and effects of Al, and recognizing that humans play
an important role in Al development.

Additionally, scholars have argued for children’s engagement
with computational practices and have developed tools specif-
ically for this purpose (Grover & Pea, 2013; Kafai, 2016). For
example, Scratch is a block-based programming tool in which
users drag and drop puzzle pieces onto a workspace to created
executable programs. Instead of using text to write algorithms,
children rely on the constraints of how the blocks fit together as
clues to guide their programming. Empirical work with Scratch
learners (Brennan & Resnick, 2012) suggests that children engage
in at least four sets of computational practices: experimenting
and iterating, testing and debugging, reusing and remixing, and
abstracting and modularizing (Fig. 1).

Extending Scratch into Al and ML education, findings from
Shamir and Levin (2022) showed that elementary school students
engaged in computational practices by creating ML classifications
systems. Including ethical components in ML education, Williams
and colleagues (Williams, 2021) developed Scratch blocks specific
for Al topic exploration and designed a corresponding curriculum.
The curriculum contained activities for children in 5th-8th grade
to explore Al, ML, and ethics through robotics.
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2.2. Taking a critical pedagogy lens to machine learning education

The current body of theoretical and empirical work is bring-
ing ethics into the conversation for computer science and Al
education. However, ethical and humanistic orientations are not
fully integrated throughout the proposed competencies nor tools
and curricula. This isolation of ethics is aligned with Boren-
stein and Howard’s (Borenstein & Howard, 2021) critique that
“ethics should not be a slapped-on component after-the-fact,
a standalone lesson, or a second thought. It is integral at ev-
ery stage when learning about Al” (p.62). It is integral at every
stage because developing Al applications is fundamentally a hu-
man and social endeavor. Every Al application was developed
by a person with a particular worldview that influenced their
decision-making during development. That person’s assumptions,
opinions, and biases are embedded into the tool (Pea, 1993). Im-
portantly, those involved in designing and developing Al systems
are predominantly White and Asian men with beliefs and values
that may not necessarily represent that of a diverse society (Raub,
2018). These individuals often end up embedding their opinions
into algorithms deployed and used to make critical decisions
about the public. When human designers are not made visible,
then such tools may incorrectly appear singularly truthful and
free of bias to the users (D’Ignazio & Klein, 2020). Haraway (1988)
critiques this removal of bodies from knowledge as “a view from
nowhere”. As such, dismembering Al applications from the bodies
that produce such technologies provides an incomplete view of Al
and thus, does a disservice in terms of educating our youth.

In addition, the ethics explorations in computer science educa-
tion tend to focus on a limited form of “microethics”, centered on
individuals making decisions when faced with dilemmas (Vakil
& Ayers, 2019). This narrow approach ignores the sociopoliti-
cal contexts of how technologies are developed and presents
technologies as ahistorical and neutral. However, all systems,
including those in computer science, are embedded in existing
politicized social systems (D’Ignazio & Klein, 2020). For example,
Buolamwini and Gebru (2018) evaluated three commercial im-
age classification systems used for facial recognition technology.
The study was spurred by Buolamwini’s personal experiences as
a Black woman being misidentified when using facial recogni-
tion software. The researchers found that darker-skinned females
were the most misclassified group with error rates up to 34%,
while the maximum error rate for lighter-skinned males was
0.8%. These error rates become particularly concerning when
facial recognition systems are being used by U.S. government
agencies to detect unlawful behaviors and thus, (re)enforcing
historic inequities in law enforcement against people of color.

To make social, ethical, and political issues central to the
design of ML educational environments, we draw from critical
pedagogy theorists who argue that teaching and learning are
inherently rooted in social, historical, political, and economic
contexts (Freire, 1970; Giroux, 1985; Vakil & Ayers, 2019). The
dominant worldviews, such as those from White men and the
middle-class, tend to be adopted in educational institutions. In
contrast, perspectives from marginalized populations, such as
people with histories of slavery, with histories of colonization,
who live in poverty, and people of color, are less visible. Because
of this power differential, schools may reproduce inequities and
provide fewer opportunities for the oppressed. From a critical
pedagogy view, educators and learners must “wake up” to be-
come aware of the oppression happening to and around them
and co-create new knowledge together. Aligning with this per-
spective, we propose a critical machine learning (CML) educational
approach that integrates critical pedagogy into computer science
and machine learning education. In this integrated approach,
machine learning knowledge and computational practices are not
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experimenting and iterating

developing a little bit, then trying it out, then
developing more

testing and debugging

making sure things work — and finding and
solving problems when they arise

reusing and remixing

making something by building on existing
projects or ideas

abstracting and modularizing

exploring connections between the whole and
the parts

Fig. 1. Definitions of four computational practices from learners using Scratch.
Source: Image recreated from https://scratched.gse.harvard.edu/ct/defining.html.

separated from the social, historical, and political contexts in
which people consume and produce technology. Rather, when
learners apply a critical pedagogy lens to Al technologies, they fo-
cus on questions such as, Who develops these technologies? What
are the developers’ interests? For whom are these technologies
designed? What types of data are used to train machines? What is
the history behind the data used? What decisions are made based
on the outputs of the algorithms? Educators and learners pose
such critical questions, reflect, discuss, and co-develop solutions
to disrupt oppressive paradigms related to the development and
consumption of modern digital technologies.

2.3. Constructionism

The CML approach relies on constructionism to guide the
design of the learning environment. Constructionism emphasizes
creating “objects-to-think-with” that represent how a learner
actively (re)constructs their understanding of a domain (Kafai &
Resnick, 1996; Papert & Harel, 1991). In most cases, the object
that is being constructed is computational in nature (Holbert &
Wilensky, 2019; Wilensky & Reisman, 2006) and can be ma-
nipulated in multiple ways to represent conceptual ideas (Pa-
pert, 1980). Additionally, when learners have access to multi-
ple representations of concepts, they can make decisions about
how to connect among these representations and pieces of their
knowledge. The more connections learners make between ob-
jects, the richer their understanding of the underlying concepts
related to that object, and ultimately, the higher the quality of
the relationship with the object and concepts (Wilensky, 1991).

Constructionism aligns well with a CML educational approach
because learners can create their own computational ML objects-
to-think-with that “support counter-narratives to existing domi-
nant ideologies” (Lee & Soep, 2016) and pose questions about the
social, ethical, and political nature of such objects. When creating
their own ML tools, learners can tinker and receive feedback from
the tool to develop their computational skills. As learners are
given the space to (re)construct their objects and their under-
standing of the underlying concepts, they will develop personal
relationships with the ML concepts and ideally, fuse their own
interests and histories into the objects. Although not directly fo-
cusing on Al and ML, scholars have investigated the intersections
of constructionism, computational literacies, and critical peda-
gogies (Blikstein, 2008; Blikstein & Blikstein, 2021; Lee & Soep,
2016). For example, Vakil (2014) discovered that engaging youth
in exploring the sociopolitical contexts of computing, such as
designing mobile apps to address issues in local communities, can
lead to deeper emotional engagement. Furthermore, he claimed
that a critical pedagogy lens applied to developing digital tech-
nologies is a powerful and flexible method for eliciting multiple
pathways for students to move beyond emotional engagement
and into cognitive engagement.

Our approach of CML education differs from existing criti-
cal CS/data education frameworks such as critical computational
expression (Lee, Gobir, Gurn, & Soep, 2022; Lee & Soep, 2016),
critical algorithmic literacies (Dasgupta & Hill, 2021), and criti-
cal data literacies (Hautea, Dasgupta, & Hill, 2017; Stornaiuolo,
2020) because the focus is specifically on understanding how
elementary-school aged children engage in Al/ML applications that
rely on data curated by humans and the sociopolitical contexts of
the deployment of such applications. As noted above, such Al
applications have ethical and sociopolitical consequences for non-
dominant populations. Meanwhile, there is little research on how
children examine and critically engage with sociopolitical issues
in computer science knowledge and practices within the context
of AI/ML applications. Although CML education has not yet been
implemented with elementary school-aged students, studies sug-
gest that children have the ability to engage with sociopolitical
issues. Starting at infancy, children notice differences in terms
of race and gender, and by early elementary school, children
judge ingroup members who look like them more favorably than
outgroup members (Dunham, Baron, & Carey, 2011). Classroom
intervention research suggests that upper elementary school aged
students are able to consider oppression from multiple perspec-
tives including the broader historical framework of how society
is organized and how to create change (Fain, 2008), analyze and
interrogate literature around societal issues such as immigra-
tion (Braden, 2019), and address and challenge social inequities
in their own curricula (Kersten, 2006).

3. Methods
3.1. Participants

We implemented this research project in after-school care
programs at two separate community centers that serve ele-
mentary schools in a Southern U.S. county with a mix of urban
and rural areas, a poverty rate of 13.4%, a household median
income of $56,609, and a population that is 67% White (non-
Hispanic), 23% Black, 5% Hispanic, and 2% Asian. Participants
between the centers included 44 youth, 3 staff counselors (2 in
one center, 1 in the other), and 4 researchers (2 at each center).
Not all youth participated in every activity session due to other
obligations, such as homework or after-school sports programs.
The youth population at both centers consisted of Black, Latinx,
and White children with a mix of those who presented as girls
and boys and ranged between 9-13 years of age, with about
80% between ages 10 and 11. All children and center names are
pseudonyms. Researchers were university faculty and graduate
students and consisted of a White/Middle Eastern woman, White
woman from the local region, Nigerian Black man, and Costa
Rican Latina woman. The lead author and director of the research
project is a former computer science and mathematics instructor
whose perspective and passion has influenced the design of the
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current program. The study was conducted at both centers for
seven weeks and consisted of pre-post drawings about algorithms
and ML; 9 activity sessions held on separate days, each lasting
approximately 2 h; and post-interviews with the participating
children. This was the third iteration of an ongoing participatory
design study.

3.2. Research design and context

This study adopts a design-based research method that gener-
ates and tests learning theories in natural contexts (Lee & Soep,
2016; Wilensky, 1991). In addition to advancing theory, design-
based approaches directly impact practice and social
change (Blikstein, 2008). In this study, the anticipated impacts
were to co-develop and disseminate a CML educational program
and provide children with an opportunity to gain critical com-
puter science knowledge and practices. The study occurred in an
informal learning context in which researchers encouraged youth
to learn actively through production and discovery. Through
incremental activities developed by researchers, youth engaged
with ideas around how machine learning systems and structures
create and sustain societal inequities. For example, youth created
a facial recognition machine for cats and dogs and used training
datasets that were highly favorable for cats but biased against
dogs. They were then encouraged to explore why the training
datasets were biased, what the consequences of the deploy-
ment of such biased algorithms would be, and how to mitigate
the bias in future designs. These ideas were then extended to
humans, when youth watched a video about the film, Coded
Bias (Kantayya, 2020), in which Black citizens were discriminated
against with facial recognition software and experienced negative
consequences in their lives. We anticipated activities such as
these would foster the development of critical consciousness: the
ability to recognize and analyze systems of inequality and engage
in social change making, thinking, and behavior (Freire, 1970) in
the context of technological systems (Blikstein, 2008).

To develop the CML education program, we adapted activities
from MIT’s How to Train Your Robot (https://www.media.mit.edu
[/projects/ai-5-8/overview/) and Al+Ethics for Middle School Cur-
riculum (https://www.media.mit.edu/projects/ai-ethics-for-midd
le-school/overview/). We met with the designers of both curricula
to ensure our values and motivations around guiding children
to develop critical lens with technologies were aligned. We also
relied on prior participatory design activities with children in
2020 before COVID-19 pandemic restrictions began (Blikstein
& Blikstein, 2021). Children were engaged in and contributed
to the participatory design process as users, testers, and infor-
mants (Druin, 2002; Guha, Druin, & Fails, 2013). Children were
observed and questioned as they experienced the program, and
this data was used to redesign the subsequent activities and then
the program as a whole during and for the next iteration. The
research team met weekly to review the discussions, activities,
and children’s interactions that took place during the previous
session and planned the following week’s session. We jointly
reviewed the transcripts and videos of each session to study the
children’s thinking, levels of engagement, and learning interests.
The program began in one center two weeks prior to the other
center. This staggered implementation allowed us to implement
changes across centers when problems arose or when data sug-
gested we do so. For example, after the Interest Board Activity
in the first center, researchers noted the children (ironically)
did not appear interested and did not list interests that could
be implemented into the CML program, which was the goal of
the activity. Thus, this activity was not utilized in the second
center. Rather, researchers spent additional time playing with the
children with robots in order to understand their existing ML
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knowledge and discuss their interests while building relation-
ships. Post-interviews with the children provided opportunities
to further gather input regarding their perceptions on what they
did and did not enjoy during the program and what they learned
throughout the program. Using these participatory design and
cooperative inquiry techniques, we made redesign decisions both
during and after implementation that reflected the voice, prefer-
ences, and interests of the target end users of the CML program,
while also negotiating our own research goals.

Table 1 summarizes the CML activities that children engaged
in during the study. The pre- and post-drawings were designed
to assess learners’ knowledge of algorithms and machine learn-
ing before and after the implementation of the CML activities.
To complete the drawings, children used drawing tools such as
crayons, markers, and/or pencils. In the interest boards activ-
ity, children showcased their interests by creating handmade
cut-out pieces of pictures from magazines or books and glu-
ing them to construction paper. In the pizza algorithm activity,
children were asked to write an algorithm to make the best
pizza using posters and markers. This created an opportunity
for the children to explore what it means to be the “best” and
see how their opinions were reflected in their algorithms. In
the helpful and harmful technology activity, children listed and
drew everyday digital technologies on posters and reflected on
whether these technologies are harmful or helpful and why.
During the Google Search activity, children searched different
topics using the Google search engine and discussed represen-
tation and bias issues related to these searches related to gender
and race. The Google’s Quick Draw activity introduced children
to the concepts of training data, input, and output by exper-
imenting with a game that guesses a user’s drawing (https://
quickdraw.withgoogle.com/). In the cat and dog activity, chil-
dren built a cat-dog classifier using Google’s Teachable Machine
(https://teachablemachine.withgoogle.com/) but were unknow-
ingly given a biased dataset. When the classifier worked more
accurately for cats than dogs, children retrained their classi-
fiers with new datasets that were less biased. This activity was
designed to help children understand that machine learning is
dependent on the training data that is being used which in turn,
determines the effectiveness of the algorithm. In this case, the bi-
ased training dataset misclassified and excluded certain breeds of
dogs. For the build-your-own teachable machine activity, children
created a classification machine that recognized images, poses,
or sounds using Google’s Teachable Machine. Children trained
their machines using items or images of their choice. They also
tested their peers’ machines for functionality and bias. Next,
children watched the Coded Bias film trailer, which features Joy
Buolamwini’s realization of racist facial recognition technologies
[52]. Children, staff, and researchers engaged in a large group
discussion afterwards regarding representation and bias in Al
facial recognition systems. Last, using markers and posters, chil-
dren created narrative stories about robots that can be helpful to
people, which we referred to as “superhero” robots. They then
created a narrative about their robot’s superpowers. To build
their design, children experimented with micro:bit robots us-
ing Scratch block-based programming software to program their
robot. Table 1 summarizes the CML activities. The design of the
CML educational program is described in more detail in Aras-
toopour Irgens et al. (2022) and the full program description can
be accessed at idealabclemson.org.

3.3. Data collection and analysis
To answer RQ1: How do children develop machine learning

knowledge grounded in social, ethical, and political orientations
in a CML education program?, we collected children’s written
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Table 1
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CML educational program activities and descriptions.

Program activity

Activity description

Pre and Post Drawing and
Response

Interest Board

Pizza Algorithm

Harmful/Helpful
Technologies

Google Search

Google’s “Quick Draw!”
Activity

Cat and Dog Teachable
Machine

Build your own Teachable
Machine

This is an independent task that required sketching to access
learners’ understanding of ML knowledge and issues and
asked them to respond to two short answer questions.

These were handmade creations by the youth illustrating what
they were interested in.

Youth work in groups to write an algorithm to make the best
pizza. This helps to explore what it means to be the “best”
and see how their opinions are reflected in their algorithms.

In this activity, youth discuss the technologies they use or see
in their everyday lives. They are asked to reflect on whether
these technologies are harmful and helpful and why.

Youth are guided to search different topics using Google
search engine and discuss representation and bias issues
related to these searches.

Youth are introduced to the concepts of training data, input,
and output. Focus is on direct interaction of humans with
machines in machine learning and algorithmic processes.

Youth are introduced to the concept of classification; they
build a cat-dog classifier but are unknowingly given a biased
dataset. Youth investigate how based training data are unfair.

Youth create their own machine that recognizes images, poses,
or sounds using Google’s Teachable Machine. Youth train
their machines using items or images that they choose. They

also test their peers’ machines for functionality and bias.

Watch and Discuss Coded
Bias Trailer
keywords

Robot superhero stories

Youth watch a trailer to further learn what bias is and how
some facial recognition technologies/Al technologies are biased

Youth develop stories of how a “superhero” robot can be

trained to complete a task and help people.

Machine learning robot for
social good
prize.

Youth create their prototype robot based on their robot stories
that recognizes images, poses, or sounds and try to win a

responses and drawings from all activities. Because the integra-
tion of critical pedagogy and computer science education is still
undertheorized, children’s responses were coded using a social
constructionist grounded analysis (Charmaz, 2008) with CML mo-
tivations as a guiding framework. The data were segmented by
each child’s response. After segmentation, we engaged in several
iterations of emergent coding, explicating analytic and method-
ological decisions. One researcher coded the dataset, and another
reviewed the coded data. The coded data were quantified; if a
code existed in a response, it received a “1” in that code category
and if a code did not exist in a response, it received a “0” in that
code category. Nine activities had responses that appeared in the
codes: the 3 pre drawing/short answer activities, Google Quick
Draw, Cat and Dog Teachable Machine, robot superhero stories,
and 3 post drawing/short answer activities.

After quantifying the coded data, we used the Epistemic Net-
work Analysis (ENA) 2.0 webtool (Marquart, Hinojosa, Swiecki, &
Shaffer, 2018) to measure and visualize the connections children
made among CML conceptual knowledge codes in their discourse.
ENA measures the connections between discourse elements, or
codes, by quantifying the co-occurrence of those elements within
a defined stanza (Shaffer, 2017, 2018). Stanzas are collections of
utterances that are topically related. Once the size of a stanza
is identified, for any two codes, their strength of association is
computed based on the frequency of their co-occurrence within
each stanza in the discourse. In this study, we defined a stanza
as one response from a child. Thus, co-occurrences of codes
were calculated if they occurred within a child’s response. After
defining the stanza, each child’s co-occurrences for each of the
nine activities were summed and each activity was visualized as a
weighted node-link network representation. This single network
represented a summation of all the children’s co-occurrences

within an activity. To analyze several networks at one time, we
used an alternative ENA representation in which the centroid
(center of mass) of each network was calculated and plotted in
a fixed two-dimensional space that was mathematically created
by conducting a multi-dimensional scaling routine and a sphere-
normalization. The space is interpreted by examining the location
of the nodes in the two-dimensional space and evaluating the
goodness of fit. In this analysis, the Spearman goodness of fit was
0 for both the x and y axis and the Pearson goodness of fit was 1.0
for both the x and y axis, indicating the location placement of the
nodes was reliable. For more detailed mathematical explanations
of ENA, see work by Bowman and colleagues (Bowman, et al.,
2021), Arastoopour Irgens and colleagues (2021), and Shaffer and
Ruis (2017).

To answer RQ2: What computational practices do children
engage in when developing robots for social good in this CML
education program?, we collected video recordings of children
programming their robots. We focused on one video of two
fourth grade girls for the methodological reason of providing
a detailed, microgenetic discourse analysis of practices which
complemented the broader analysis of conceptual knowledge ad-
dressed in RQ1. This video was also chosen for pragmatic reasons
as it was the only audible video evidence collected of children’s
computational practices recorded from children who assented
to being videotaped and whose parents consented. To analyze
the video, we relied on Discourse analysis (Gee, 2011), which
assumes that language is situated and social. Gee (2008) argues
that people make sense of the world by engaging in big “D”
Discourses which are combinations of language, actions, ways
of thinking, ways of being, valuing, and using tools. People use
these forms of Discourses in different ways for different pur-
poses. Children, in particular, may use a variety of “everyday”
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Discourses adapted from their home, school, and community lives
which shape their perspective and values and can be leveraged
for learning (Rosebery, Ogonowski, DiSchino, & Warren, 2010).
In this study, we transcribed the audible language used in the
video and segmented the transcript by turns of talk. We used the
transcription as a reference tool when analyzing the video. During
the video analysis, we noticed intonations, gestures, eye gaze,
and physical positions. Integrating these forms of Discourses, we
described how children engaged in four sets of computational
practices: experimenting and iterating, testing and debugging,
reusing and remixing, and abstracting and modularizing (Brennan
& Resnick, 2012).

4. Findings

4.1. Integrating machine learning knowledge with social, ethical, and
political orientations

In this section, we address RQ1: How do children develop ma-
chine learning knowledge grounded in social, ethical, and political
orientations in this CML education program?

After several iterations of coding and conceptualizing, we fi-
nalized a CML conceptual knowledge coding scheme consisting
of three macro-categories of codes: How people develop machine
learning applications (5 codes), harmful machine learning appli-
cations (3 codes), and helpful machine learning applications (2
codes) (Table 2).

The networks illustrate the patterns of discourse that occurred
in each activity. In the pre activities there were no connections
made among the codes within any children’s written responses
and thus, there is no discourse network pictured. In the following
activity, Quick Draw, children explored an online application that
guessed their drawings. The children connected between the
codes: ALGORITHM LIMITATIONS and DIVERSE USERS (Fig. 2),
suggesting an understanding of how the performance limitations
of ML algorithms could exclude certain people. For example, in
the Quick Draw activity, when asked “Will this machine work
for everyone?” Jasmine wrote, “People draw differently, and the
algorithm can’t notice everything”. In her written response, Jas-
mine explained that the algorithm did not have the ability to
guess every possible object that a person may draw because of
the limited training dataset that the developer used to train the
machine. Those people that “draw differently” than what the
algorithm recognized, would not be able to use Quick Draw. In
this activity, children connected across two categories coding
categories: Harmful Machine Learning Applications (nodes labels
are red) and How People Develop Machine Learning Applications
(node labels are grey), suggesting a connected understanding of
how people can train machine learning algorithms that could
exclude certain populations. These connections reflect the goal of
the designed activity for children to tinker with and critique an
existing machine learning based application.

In the next activity, Cat Dog Teachable Machine, children
trained a machine to classify images of cats and dogs. The training
dataset was purposefully biased against dogs and recognized
images of cats more accurately than dogs. After training and
testing their machines, children answered the question, “Why did
this machine work better for cats than dogs?” In their discourse
networks, children connected TRAINING DATA BIAS BY VARIETY
to TRAINING DATA BIAS BY NUMBERS and ALGORITHM LIMITA-
TIONS (Fig. 3), suggesting an understanding of how training data
can be biased in at least two ways and these biases contribute
to the limitation of ML algorithms. These connections reflect the
goal of the designed activity for children to create and tinker with
a machine learning based application and reflect on its limitations
in terms of biased training data. For example, Amber wrote, “Cats
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Algorithm Limitations

Diverse Users

A Quick Draw

Fig. 2. Discourse network for Quick Draw activity. Triangle represents the
center of mass of the weighted network and is plotted in a two-dimensional
mathematical space. Node labels for Harmful ML Applications codes are red and
for How People Develop ML Applications are grey. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version
of this article.)

look very different, and computer doesn’t have human intelli-
gence”. Here, Amber provided two points of reasoning for why
the machine worked better for cats than dogs. She identified a
limitation of ML algorithms by claiming that although computers
are developed by people, they do not “have human intelligence”
and thus, machines do not classify cats and dogs as effectively
as humans, or at least in the ways that humans perceive as
effective. Amber also claimed that the training dataset contained
a variety of cats that “look very different”, meaning that Amber
provided the machine with a wider range of images to learn from
when classifying cats compared to dogs. In another example, Lisa
noticed that in addition to variety, the cat classification training
dataset had a higher number of cat photos. She wrote, “More
pictures of cats and more kinds of cats”.

In the third activity, Robot Superhero Story, children created
and illustrated their own stories about a superhero robot that
could help people. In this activity, they connected among TECH-
NOLOGY FOR KIDS, TECHNOLOGY TO ADDRESS SOCIAL ISSUES,
CLASSIFICATION ALGORITHMS, and DIVERSE USERS suggesting an
understanding of how machine learning classification algorithms
can be used to design technology for kids, for social good, and
for a diverse range of users (Fig. 4). These connections reflect
the goal of the designed activity for children to imagine and
design their own machine learning based robot that could benefit
a particular, potentially marginalized, population. For example,
LaToya, an African American child, designed a robot that relied
on a color classification algorithm that would identify the colors
of real-world objects and teach colors to young children. She was
inspired by her younger cousin’s lack of access to learning tools.
In a conversation with a researcher, she explained, “My cousin
grew up with my grandparents because her mom died a couple
of years ago. When she was growing up, she didn’t have the
opportunity to, like sit down every day and watch TV shows that
teach her colors and stuff. And so, the only time she had stuff to
learn is when I came down with my books and like taught her.
And so I thought to myself, that could be happening to multiple
other kids all over America. And so, I thought, well, maybe I
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Table 2
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Final coding scheme of CML conceptual knowledge with three categories.

Category Code Definition Written example
Algorithm Limitations Al technology cannot do everything “because it doesn’t know how to draw”
that humans can do, and Al
technology cannot act like we intend
Algorithms are made by People program Al technologies. Al “because people have different opinions
humans algorithms have people’s biases, when it comes to coding a robot or a facial
assumptions, and opinions embedded recognition site.”
in them.
Training data bias by Training dataset can be biased “there are more cat pictures”
numbers towards a group if there are not
enough data points provided in the
training dataset from that particular
How people group. Or if a training dataset has a

develop machine
learning
applications

Training data bias by variety

Classification Algorithms

higher number of datapoints from
one particular group, then that group
has an advantage.

Training dataset can be biased
towards a group if there is not
enough variety of datapoints
provided for that particular group. Or
if a training dataset has more variety
from one particular group, then that
group has an advantage.

A subset of machine learning
algorithms classifies objects and, if
trained, are able to interact with the
world to identify classes.

“more pictures of cats and more kinds of
cats”

“Face recognition”

ﬁl(C {c‘;’.eﬁﬂ"'ir‘(ih

Harmful Machine
Learning
Applications

Diverse users

Racial discrimination

Gender discrimination

Al technology does not always work
as intended for all users. Users of
technology can come from different
cultures, backgrounds, and
experiences and this can mean a
different experience with the
technology. Different than what was
intended by the designer of the
technology.

Al technology may discriminate
against people based on their race or
ethnicity. Historically, people of color
have been marginalized or harmed.

Al technology may discriminate
against people based on their gender
identity. Historically, women and
non-binary people have been
marginalized or harmed.

“Someone from a different country might
draw something differently or you can be
bad at drawing”

“Like in cOde bias it doesn’t recognise
blacks.”

“The computer mostly recognizes the white
men. It is not fair for other races and
genders like the women in the video.”

Helpful Machine
Learning
Applications

Technology for kids

Technology to address
social issues

An idea for Al technology that serves
children.

An idea for Al technology that
addresses a social issue, locally or
globally.

“headphones that will help autistic kids”

“Arlo the robot picks up trash and recycles
it and gives you facts, created by a boy
who was concerned about trash”

I
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CatDog TM A

Training Bias Variety
Training Bias Number

Algorithm Limitations

Fig. 3. Discourse network for Cat Dog Teachable Machine activity. Triangle
represents the center of mass of the weighted network and is plotted in a
two-dimensional mathematical space. Node labels for How People Develop ML
Applications are grey. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

could make a machine that can help kids with that”. Similarly, lan
and Eduardo’s robot was designed to help children. Their robot
used facial recognition algorithms to classify adults and children
and then made decisions based on the results from a diverse
set of users. They wrote, “It can be used at home and parents
can program it to set the things that it can get to children, they
can also set the schedule. For example, it can be programmed to
get cookies for kids only between 3 and 5 pm. It needs a face
recognition software to identify children and adults”. The other
children’s superhero stories included robots that do homework,
clean your room, build homes for those in need, stop COVID-
19, provide headphones to help autistic children, and pick up
trash for recycling. Overall, in their networks, children connected
across all three coding categories of Helpful Machine Learning
Applications (node labels are pink), Harmful Machine Learning
Applications (nodes labels are red), and How People Develop Ma-
chine Learning Applications (node labels are grey), suggesting an
understanding that people develop machine learning applications
that can be both helpful and harmful.

The final set of activities were the post drawing and short
answer responses. The mean network and point for these post
activities illustrate connections across several of the codes in
two categories (Fig. 5), whereas the pre activities did not reveal
any connections. The post network reveals the most connec-
tions across all concepts, suggesting a more integrated under-
standing of critical machine learning by the end of the program.
Specifically, children made connections to GENDER DISCRIMINA-
TION, RACIAL DISCRIMINATION, and ALGORITHM BY HUMANS for
the first time. These nodes appeared after the children engaged
in the Coded Bias film discussion, in which children discussed
how machine learning based technology designed by a dominant
population can be discriminatory against marginalized popula-
tions. The network also reveals that children connected to other
nodes that they connected to in previous activities. Specifically,
children explained that CLASSIFICATION algorithms can be cre-
ated for a set of DIVERSE USERS but can also results in RACIAL
DISCRIMINATION and GENDER DISCRIMINATION because they
are ALGORITHMS CREATED BY HUMANS and have ALGORITHM
LIMITATIONS.
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Classification

Robot Story A

Diverse Users

Fig. 4. Discourse network for Robot Superhero Story activity. Triangle represents
the center of mass of the weighted network and is plotted in a two-dimensional
mathematical space. Node labels for Helpful ML Applications are pink, for
Harmful ML Applications codes are red, and for How People Develop ML
Applications are grey. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

For example, when asked to draw a picture of machine learn-
ing, Justin drew a picture that resembled the Cat Dog Teachable
Machine activity (Fig. 6). His drawing contained five images of
dogs and three images of cats grouped as training datasets. In
between the two classes, Justin drew two bars that resembled the
classification confidence percentages from Teachable Machine,
labeled “cats” and “dogs”. The bar for dogs was fully colored
in, suggesting 100% confidence in classification, whereas the bar
for cats was partially colored. Justin’s drawing represents a con-
nection between understanding how machine learning can be
used to classify images and understanding that there are limi-
tations regarding the accuracy of such algorithms. Similarly, in
the post short answer responses, children discussed machine
learning classification algorithms but connected this concept to
racial and gender discrimination. For example, when asked to
provide examples of unfair algorithms and who they help/harm,
Lisa referenced the Coded Bias film trailer and wrote, “In the video
we watched, the girl realized that the computer didn’t recognize
her face until she put her white mask on. It wasn’t fair because
most of the pictures of faces were white men. The computer
mostly recognizes the white men. It is not fair for other races
and genders like the women in the video”. Lisa identified facial
classification as a machine learning algorithm that could be unfair
to certain populations. She claimed that “white men” benefit
in this scenario because they are recognized by the algorithm
and that “it is not fair for other races and genders” who are
not recognized by the algorithm. Similarly, LaToya referenced the
film trailer and recognized how Black bodies were excluded from
some machine learning applications. However, LaToya extended
her understanding by discussing the harmful social consequences
of racial misclassification. She wrote, “it can deny people property
and housing and jobs and can really effect and change people’s
lives due to the fact that they were different to the person that
made the algorithm”. In her response, LaToya addressed that
people create machine learning algorithms, and if the people
who make them are “different” than those who use them, the
consequences can “really affect people’s lives” in harmful ways by
denying them “housing and jobs”. In other words, she expressed
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Fig. 5. Mean discourse network of children’s post drawings and short answer
responses.

how people in positions of power can design machine learning al-
gorithms that misclassify those who are not in positions to design
them. Those misclassifications can lead to further disadvantaging
underprivileged populations. Overall, in this final set of activities,
children connected across several codes within the categories of
Harmful Machine Learning Applications (nodes labels are red) and
How People Develop Machine Learning Applications (node labels
are grey), suggesting a thicker understanding of how people train
machine learning algorithms that could exclude or harm others.

4.2. Computational practices in the context of designing Al for social
good

In this section, we address RQ 2: What computational prac-
tices do children engage in when developing robots for social
good in this CML education program? by examining how Madi-
son, Amber, Emma, and Lisa designed a robot for social good and
how Madison and Amber created and tested a prototype of Ted
using the micro:bit robot and Scratch Al programming blocks. To
connect this discourse analysis of computational practices with
the analysis of machine learning knowledge above, we highlight
the knowledge codes that children connected to in their practices.

4.2.1. Designing ted, the helpful robot

When creating their robot story, the girls imagined a helper
robot that they named Ted (Fig. 7), who was a human-size robot
controlled by voice activation. For example, when the robot heard
"Hey Ted”, he responded by saying, "Hi, what can I do for you?”
Ted could complete almost an endless number of tasks. When a
researcher, Ophelia, approached the group, the girls collectively
explained, “He makes our breakfast, he wakes us up, he brushes
our teeth, he puts groceries away, he babysits when your parents
are gone, do your homework, he can set timers and alarms, he
can do the laundry for you. We just came up with the name off
the top of our heads”.

After describing Ted, they talked about the limitations of their
robot. Madison explained, “He can’t get wet, so you have to put
clothes on him”. Emma gave an example of the types of mistakes
that Ted may make during childcare. She explained that you can
ask Ted “watch my baby for so and so hours, and if you don’t
get home, he just leaves your baby”. Madison was appalled and
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exclaimed, “No, he doesn’t!” Ophelia, the researcher, laughed
and stated that it was a good thing to think about the limita-
tions of your robot. Here, the children and researcher discussed
the knowledge code of Algorithm Limitations when imagining
and designing an Al robot for social good. They also drew on
knowledge about creating Technology for kids and Technology for
addressing social issues, when they explained how Ted could help
children with their daily tasks.

4.2.2. Initial tinkering

When the girls were invited to program a prototype of Ted,
they split into two pairs. This analysis focuses on one pair: Madi-
son and Amber. The girls shared one laptop, and Madison pro-
grammed, while Amber sat next to her (Fig. 8). After tinkering
with the robot to experiment with the different functionalities,
the girls decided to focus on one helpful aspect of Ted: that he
could empathize with people’s feelings and “cheer people up if
they were sad”. To accomplish this goal, the girls explored the
blocks, searching for a way to train a machine learning algorithm
that could enable Ted to hear them and respond. Using their prior
knowledge about Scratch, they used a sensing block that accessed
the laptop’s microphone to detect sound. However, the block was
not specifically designed for programming the robot. Thus, when
Madison tested the sensing block by screaming “Ted!” loudly, she
became frustrated and softly stated to Amber, “It’s not working”.
At that moment, Ophelia, a researcher, walked by with her smart
phone in her hand and repeated to the girls, “It's not working?”
She stopped and offered to help the group.

4.2.3. Ted talks

Madison showed Ophelia their code, which had 10 robot func-
tion blocks, such as changing the headlight colors or moving
forward for 3 s. Ophelia reviewed the code, pointed to the audio
sensing block, and said, “I don’t know what that block does. You
want the robot to hear you, right? I'm not sure how to get the
robot to hear you. I'm looking it up now”. Madison and Amber
tinkered with the blocks while Ophelia searched for a solution
on her smart phone. After a full minute, Ophelia explained that
there was a series of blocks that would respond to an audio input.
By pointing at the screen, she guided Madison towards removing
some blocks and adding others. Together, they created a simple
voice recognition algorithm in which the robot first asked, “How
are you?”, waited for a response, displayed the response on the
screen, and then repeated the response. Ophelia tested this al-
gorithm by responding to Ted and said “I'm good. How are you?”
When Ted repeated her response, Ophelia shouted, “I'm still good
but stop copying me!” The girls giggled, and Madison exclaimed,
“That’s cool!” Amber scrunched her eyebrows together in skepti-
cism and asked, “Wait, so when we say hello, he will say hello
back?” Ophelia did not respond directly to Amber and stated,
“Okay you can play around with that for a little bit”, and left
to assist another group who was calling for her. Here, Amber
was using her every day, anthropomorphized language of the
robot “saying hello back” to indicate her desire to build in Al
components in which Ted would interact with different human
inputs.

4.2.4. “Ted, stop copying me!”

After Ophelia left, Madison and Amber tested their algorithm
three times. After the third test, Amber softly stated, “I wish it
didn't talk...” Sensing Amber’s frustration that Ted could only
ask “How are you?” and repeat what it heard, Madison replied,
“It's because it doesn’t have anything else to say. But what if
we put this...” Madison dragged a block over to their algorithm
which programmed Ted to move forward after listening for audio.
She exclaimed, “Amber, I think we are on to something!” Then,
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Fig. 6. Justin’s drawing of an example of machine learning on a computer. (For interpretation of the references to color in this figure legend, the reader is referred

to the web version of this article.)
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Fig. 8. Madison and Amber working together to program Ted using a micro:bit robot and Scratch Al blocks.

Madison changed the text on one block to change Ted’s speech
(Fig. 9a). As she made these changes, she communicated to Am-
ber, “So, now it’s not going to ask, ‘How are you?’ It’s going to ask,
‘Why are you mad?”” When the girls executed their algorithm,
Ted asked “Why are you mad?” Madison responded, “Because I
am!” Ted repeated, “Because I am!”

Although the girls were successful in changing Ted’s initial
speech, they were frustrated with how Ted copied their re-
sponses. Then, Madison had an idea to remove the “answer” block
from within the “speak” block so that Ted would not repeat the
“answer” it heard. She stated, “Oh, I know. Be like, ‘I'm here to
help you”." In place of the answer block, Madison typed “I am
here to help you” (Fig. 9b). Amber looked over Madison’s shoulder
at the algorithm and added, “Oh yeah, because it said that right
after”, indicating she understood the sequence of the ask-and-
listen algorithm. Thus, working on their own, Madison and Amber
succeeded in achieving their immediate goals of changing Ted's
initial speech, stopping Ted from repeating their responses, and
changing Ted’s response to something they desired. However,
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at this point, they changed their algorithm from a simple Al
algorithm that responded to the outside environment to a non-
Al algorithm that executed the same program regardless of the
outside environment.

4.2.5. Integrating conditionals and speech classification models

At that moment, Ophelia walked by again and the girls demon-
strated their progress. In the interest of integrating Al into their
robot, Ophelia proposed an idea in which Ted could listen and
then respond based on what the speaker said. She asked, “What
if your robot actually listened to you and if it heard you say, “I'm
sad” it would do one thing, but if it heard you say, “I'm happy”
it would do something else?” Ophelia then demonstrated what
she noticed about Ted, “Yeah, so what’s happening here is it’s not
really listening to you is it? Because I could say whatever [ want”.
Ophelia asked Madison to execute the program. Ted stated, “Why
are you mad?” Ophelia responded, “I'm not mad. I'm happy!”
Ted responded, “I am here to help you”. Ophelia yelled at Ted,
“I don’t need help!” Then, she turned to the girls, “Right? It’s not
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Fig. 9. Madison and Amber’s code Scratch Al progression: a) an ask-and-listen algorithm that responds with the “answer” from the user, repeating what the user
says, b) a hard-coded ask-and-listen algorithm that repeats the same response each time.

even listening to me no matter what it’s going to do the same
program, right?” Madison asked, “But how do we know what
to program?” Ophelia suggested that they change Ted’s inquiry
to “Are you happy or sad?” to limit the user’s response. She
explained, “Because if you ask, Hey, how you feeling? They can
say anything, right? But if you ask an OR question, right, then
you can control what the person’s going to say... So, you're going
to need an ‘if statement.” Amber immediately asked, “What’s
an if statement?” Ophelia answered, “It’s like, if somebody says
this, then do this”. Amber replied, “Oh yeah!” turned to the
computer, and after a few seconds, found an if-else statement.
She told Madison to put the if-else statement after Ted asked the
question. Then, Ophelia guided the girls through training a speech
classification system with two categories: happy and sad. For
each category, they listed synonyms for happy and sad that the
user might use when replying to Ted. After creating the model,
Ophelia left to help another group, and the girls attempted to
integrate their conditional if-else statement with their speech
classification model.

In this segment, Ophelia, Madison, and Amber engaged in pro-
gramming practices and co-constructed knowledge about classi-
fication algorithms and the differences between Al applications
that interact with real-world inputs and programming scripts that
follow an algorithm regardless of outside stimuli. When creating
their speech classification system, the girls added synonyms for
happy and sad, thinking about two diverse users of Ted and how
algorithms are made by humans and thus, their opinions and
preferences of choosing “happy” and “sad” are embedded in their
code.

4.2.6. Debugging a conditional statement

Madison and Amber succeeded at adding one condition to
their algorithm which resulted in Ted responding to a user by
playing happy music. However, Madison and Amber experienced
challenges when adding a second condition to their if-else state-
ment. Madison stated to Amber, “Yeah but I don’t know what to
put like right here”. Madison was referring to the empty space
under the “else” statement (Fig. 10). She tried to repeat what
they had done with the if condition above and place the triangle
shaped condition next to the “else”. However, a condition did not
need to be specified for an else statement; the girls simply needed
to specify actions. Amber responded, “Yeah, how do we control
it?” referring to her uncertainty around specifying a condition
for their desired actions. Here, Amber used her own word of
“control” to refer to debugging the code to reach their desired
output. She pointed in the empty space, “Wait can you put it
right there?” Madison unsuccessfully tried to fit the triangular
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block where Amber pointed. Madison externalized the problem,
“We can’t put, like, what we want for sad in here because we
don’t have, like, the other one, it's like a triangle”. Amber noted,
“It won’t let us put anything in there”. Amber and Madison used
their everyday, anthropomorphizing language such as “it won’t
let us” and “it’s like a triangle” to engage in debugging and
problem solving in order to reach their desired goals.

They tinkered for another minute before Ophelia walked by
again and asked, “How did it go guys?” Although facing a chal-
lenge, Madison optimistically stated, “Good! We are working on
the sad part now”. Ophelia looked at their code. She saw the if-
else statement that they chose and, building on their existing
code, explained that they could continue to use that block to
achieve what they wanted. She explained that because they only
have two conditions, by default, the else condition would be a
response for sad. “You don’t need an if-sad because the other
option is sad right? So, if it's happy then do this, or else, do this
other thing, which will be sad. So put all your sad stuff in there”.
Ophelia quickly walked away to assist another group.

4.2.7. Putting it all Together

Amber stated, “Okay. Let’s do our stuff for sad”, suggesting
that they develop a series of actions that Ted would take when a
user said they were sad. Madison suggested, “Play a sad song?”
Amber replied, “That makes a lot more sense”. Amber suggested
that Ted should have blue headlights because “that would be a
sad color”. Madison agreed and added, “Okay drive forward. What
else?” Amber suggested that in his sad condition, Ted should
not spin around because that “kind of looks like its happy”. The
girls cycled through several rounds of tinkering and testing with
the sad condition. Then, they tested both conditions. Madison
exclaimed, “And I think we’re done!” Amber agreed and added,
“Yeah that’s a pretty good program”.

4.2.8. Summary: Engaging in computational practices when devel-
oping Al for social good

In this example of Madison and Amber working together with
guidance from Ophelia to program Ted, there was evidence for
all four sets of Scratch computational practices. Throughout the
session, Madison and Amber experimented and iterated with their
program. They tinkered with the blocks, tried out different code
combinations, tested their program with Ted, and then revised
their code to better meet their goals. When their program did not
work as anticipated, they tested and debugged by identifying the
problem and applying different strategies to solve the problem.
For example, when Madison and Amber were experimenting with
conditional statements, they identified a problem in which they
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Fig. 10. Madison and Amber’s code Scratch Al progression with a conditional
if-else statement.

could not add a second condition. They programmed a “happy”
condition but could not fit a desired condition into their if-else
statement. As Amber put it, “It won’t let us put anything in there”.
To solve this problem, they tried repeating their actions when
they specified their condition in the if section of their statement.
When that failed, another strategy was to ask for assistance from
someone else. The girls invited Ophelia, a researcher, to help them
debug their code. Ophelia reviewed their code, then suggested a
solution. The girls tried that solution and were satisfied with the
result. Madison and Amber also reused and remixed when they
reworked their original design of Ted and translated their idea
into a viable robot prototype. They also built on Ophelia’s existing
ideas when she suggested incorporating a speech classification
system into their program. Ophelia also built on the girls’ ideas
when she suggested that they keep their if-else statements and
assume that their second condition was a default “else” condition,
rather than suggesting they change their block to two separate if-
statements. Together, Ophelia and the girls negotiated and built
on each other’s ideas to program Ted to respond empathetically
to the user. Finally, Madison and Amber abstracted and mod-
ularized when they separated the tasks of creating algorithms
for Ted’s actions and creating Al algorithms for Ted’s ability to
listen and speak. Then, they integrated these two tasks through
a conditional statement enabling separate groups or modules of
code.

5. Discussion
When engaging in CML activities rooted in constructionism

design principles, children used some form of tool or object-
to-think-with Holbert and Wilensky (2019), Kafai and Resnick
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(1996), Papert and Harel (1991) to (re)construct their understand-
ing of machine learning through a critical lens. Some tools, such
as Google Quick Draw, provided an opportunity to use a ML
application and answer critical questions about its limitations.
Other tools, such as the Google Teachable Machine, provided
a structured approach to train a ML application and explore
the mechanisms behind biased datasets. Scratch Al blocks and
the micro:bit robot provided an exploratory space for remixing
fantastical robot stories into prototypes for marginalized popula-
tions. Children also connected their ML content knowledge to the
history of racism and sexism when they watched and discussed
the Coded Bias trailer. By the end of the program, children made
personal connections with their robot constructions, writing their
own creative stories, and designing robots for children in need or
for other marginalized populations. These personal connections
contributed to a rich understanding of underlying CML concepts
and guided learners towards a meaningful relationship with both
the robot and the concepts (Wilensky, 1991).

Regarding the progression of learning, the findings suggest
that as children progressed through the program, they made more
connections with socio-political orientations and ML content. In
the pre activities, children made no connections across the CML
codes. In the three middle activities, children made increasingly
more sophisticated connections. When developing a prototype
of their robot for social good, a detailed Discourse analysis sug-
gested that children engaged in the four sets of computational
practices, as outlined by Brennan and Resnick (Brennan & Resnick,
2012). Finally, in their post activities, children made the most
connections across all the CML knowledge elements, suggesting
a more integrated understanding of socio-political orientations
and machine learning content by the end of the program. Specif-
ically, children answered critical questions related to Al, such as
Who develops technologies? For whom are technologies devel-
oped? and What decisions are made based on the outputs of the
algorithms? Children’s responses contained discussions of how
dominant populations create the majority of technologies and
that women and people of color may be unjustly excluded or
harmed when biased datasets are used to train ML applications.
In their robot stories, some children designed robots that could
do broader social good such as build homes for those in need
and pick up trash for recycling. Others focused on designing for
specific marginalized populations such as other children who are
not being served by current technologies. For example, LaToya
designed a color recognition application for children, such as her
cousin, who are displaced frequently and may not have access to
learning tools of that kind. She used her trained Google Teachable
Machine to create a prototype of this learning tool. In another
example, although he ultimately did not create a prototype, Lucas
imagined creating a set of headphones for autistic children to
address sensory issues in public spaces. In line with the goals of
this special issue, these findings demonstrate that children un-
packed inequitable sociopolitical aspects behind algorithm bias.
Thus, they increased their critical consciousness of issues that
affect them and other excluded populations. With these oppor-
tunities to discuss inequities in algorithms, children uncovered
historical injustices, and in their designer role, they proposed
more equitable ways to correct them.

Thus, the set of findings in this study advance characteriza-
tions of justice-centered learning design by showing children’s
development of “pieces” of a critical lens by engaging in dif-
ferent aspects of critical thinking throughout the program. At
times, children questioned their and others’ roles in asymmet-
rical power structures and challenging unfair social structures
that shape people’s lives (Freire, 1970; Giroux, 1985). At other
times, children saw a “view from somewhere” (Haraway, 1988),
reflecting on the human designers of Al, discussing the oppressive
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consequences of biased training datasets in ML, and engaging in
the socio-political contexts of technologies (Blikstein & Blikstein,
2021; Vakil, 2014; Vakil & Ayers, 2019) by designing innovative
ML technologies for those whose perspectives have been histori-
cally neglected. Our justice oriented CML approach is in contrast
to other educational approaches in computer science that take
a narrow, individual view on ethics and to those that render
the human designer invisible. In our approach, youth not only
created products using already existing tools, but they also took
an action-driven stance to imagine and design more equitable
alternatives resisting dominant practices in algorithm bias.

Thus, the two main claims in this paper are that a critical
lens to ML education can be characterized by 1) posing and
answering questions about the roles of producers and consumers
of Al technologies, specifically who designs technologies, for what
purposes, who benefits, who is harmed, and what are the histo-
ries embedded in the data being used, and 2) identifying how
people design Al technologies and applying this knowledge to
build applications for marginalized populations. Taken together,
these claims provide the foundations for characterizing children’s
development of conceptual knowledge and practices in envi-
ronments where a critical lens is applied to a constructionist
design of a computer science education program. To continue our
contribution to create more equitable spaces for youth design,
additional cycles of design and analysis in multiple contexts
are needed to provide more evidence to further test and re-
fine the CML approach and integrations of critical pedagogies,
constructionism, and computer science education.

One challenge that we encountered to fully support children’s
critical lens throughout the CML program was that the digital
technologies themselves did not contain a critical component. In
the first stages of the program, the researchers guided learners
through the critical elements. However, during the robot design
process, some of this guidance was removed, creating incon-
sistencies for children to continue reflecting critically on their
designs. Upon examination of this outcome, we realized that
the computational tools themselves needed to explicitly embed
opportunities to engage children in socio-political reflection dur-
ing their design. This way, children’s critical consciousness will
emerge and develop early in the program through interactions
with adults and pre-designed elements embedded in the tech-
nologies. To this end, future contributions of our work will focus
on ways in which critical elements are distributed among tools.
This effort will assist children’s increasing awareness of their so-
ciopolitical reality during all stages of designing for marginalized
populations, and thus, as Lee and Soep put it, “building towards
something better" (Lee & Soep, 2016).

In line with this solution to our challenge, we will implement
the following changes in future design iterations to advance this
design-based study. To understand more deeply how children
integrate a critical perspective while learning computer science
content and practices, the design of the program must more fully
integrate knowledge, practices, and critical orientations into each
activity and tool. Children should begin by answering critical
questions and ideally, by the end of the program, pose their
own critical questions to answer and share their design with
the public, with the goal of impacting perceptions and policies
in the world. In addition, in this first iteration there was not
enough emphasis on the histories of oppression that drive cur-
rent oppression embedded in harmful Al technologies. Although
children explained how people develop technologies and the
consequences of the large-scale deployment of technologies, the
CML educational program did not draw enough explicit connec-
tions to the history of oppression that women or people of color
have faced and how those histories are linked to the design of
harmful Al technologies, such as the facial recognition software
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discussed in the Coded Bias film trailer. In the future, such nu-
anced histories of marginalized populations must be connected
explicitly to technology development and deployment for chil-
dren to develop deeper critical perspectives. Finally, our data
collection procedures must be improved such that we capture
conceptual knowledge and practices at the same time through
children’s use of our digital tools. This data capture is critical
for developing network models of children’s sense-making that
include connections between knowledge and practices to better
understand the integration of a critical lens to the domain of
computer science education.

6. Conclusion

The findings in this study characterize how children applied a
critical lens when learning machine learning conceptual knowl-
edge and computational practices. These characterizations sup-
port the approach of CML education, which argues that machine
learning education cannot be separated from the social, historical,
and political contexts in which people consume and produce
technology. This study suggests that a critical lens is an effective
approach towards engaging young children in designing their
own machine learning applications in socially responsible ways.
The exploration presented in this study is just one example of
the multiple possible approaches towards engaging youth early
on in their education about machine learning concepts and how
to think critically about the social, ethical, and political issues
around modern large scale algorithm deployment. Such educa-
tional research explorations are crucial for breaking the harmful
tradition of technology development and consumption without a
critical lens.

Selection and participation

All children in this study were enrolled in the community
after-school program. The study took place at the after-school
center in a community room. Data related to the study were
collected after approval from the Institutional Review Board at
Clemson University, following all the regulations and recommen-
dations for research with children. Researchers obtained written
consent from the parents/guardians of all child participants per-
mitting the data collection. Children were informed about the
data collection process and their participation in the study was
completely voluntary. In addition, children were able to withdraw
their consent for the data collection at any time without affecting
their participation in the activity.
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