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Abstract

We introduce tools from numerical analysis and high dimensional probability for preci-
sion control and complexity analysis of subdivision-based algorithms in computational
geometry. We combine these tools with the continuous amortization framework from
exact computation. We use these tools on a well-known example from the subdi-
vision family: the adaptive subdivision algorithm due to Plantinga and Vegter. The
only existing complexity estimate on this rather fast algorithm was an exponential
worst-case upper bound for its interval arithmetic version. We go beyond the worst-
case by considering both average and smoothed analysis, and prove polynomial time
complexity estimates for both interval arithmetic and finite-precision versions of the
Plantinga—Vegter algorithm.
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Introduction

Subdivision based algorithms are ubiquitous in computational geometry. These algo-
rithms have the advantage of simplicity, and often have good practical performance.
The two main challenges related to subdivision based algorithms are the control of
precision (or a termination criterion), and complexity analysis. As late as summer
2019, complexity analysis aspect of subdivision based geometric algorithms was con-
sidered to be “largely open” [40]. In this paper, we contribute to both of the main
challenges by introducing a hybrid toolbox that combines condition numbers, high
dimensional probability theory, and continuous amortization framework introduced
by Burr et al. [12]. To keep our writing focused, and the length of the article finite, we
only showcase the toolbox on a well-known member of this large family; the algorithm
of Plantinga and Vegter.

Plantinga—Vegter (PV) algorithm is an adaptive subdivison algorithm for mesh-
ing curves and surfaces [30]. The algorithm admits an implicit equation of a curve
or a surface and outputs an isotopic piecewise linear approximation with controlled
Hausdorff distance. The initial paper of Plantinga and Vegter contained no complexity
analysis and not even a formal setting fixing either the kind of functions implicitly
defining the considered curves and surfaces or the arithmetic used. However, concrete
implementations in the paper indicated the efficiency of the algorithm. The algorithm
is now widely considered to be very efficient.

The first complexity analysis of the PV algorithm was published thirteen years
later by Burr et al. [10] (cf. [11]). The paper of Burr et al. focused on the subdivision
procedure of the Plantinga—Vegter algorithm and only analyzed the complexity for
polynomials with integer coefficients. The paper provides bounds that are exponential
both in the degree d of the input polynomial and in its logarithmic height 7. The
discrepancy between the exponential complexity estimate and the practical efficiency
of the PV algorithm was marked by the following comment at the end of the paper:

Even though our bounds are optimal, in practice, these are quite pessimistic [...]

The authors further observe that, following from their Proposition 5.2 (see Theo-
rem 5.2 below) an instance-based analysis of the algorithm (i.e., one yielding a cost
that depends on the input at hand) could be derived from the evaluation of a certain
integral. And they conclude their paper by writing

Since the complexity of the algorithm can be exponential in the inputs [size],
the integral must be described in terms of additional geometric and intrinsic
parameters.

In this paper, we make progress towards these aims by going beyond the worst-case
analysis and by using condition numbers. We believe condition numbers are a perfect
fit for the latter aim as they provide a geometric and arguably intrinsic parameter.
We analyze the complexity of the PV algorithm in two different versions cor-
responding, roughly speaking, to its arithmetic complexity and its (arguably more
realistic) bit complexity. Our analysis deals with the subdivision routine of the PV
algorithm for curves and surfaces as the special cases for n = 2 and n = 3, but we
aim for estimates that hold for any n. We perform both average and smoothed analysis
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for the two versions of the PV algorithm, so we provide four different complexity
analyses.

The average analysis framework is well known. The smoothed analysis framework
might, in contrast, require a bit of an explanation. Suppose we endow the space of
n-variate degree d polynomials with a norm || - ||, and a probability measure p (with
as few assumptions as possible on ). Suppose g is a random polynomial distributed
with respect to . Then we consider an arbitrary polynomial f, and we fix a tolerance
parameter o > 0. We consider ¢ = f + o f|lg as random perturbation of f with
tolerance o, and conduct average analysis of the PV algorithm for g. This type of
estimate could a priori depend on the arbitrary polynomial f. We aim for a uniform
estimate that provides an upper bound for any f, and depends only on o, n, and d.
This uniform upper bound will be the smoothed analysis of the PV algorithm. It turns
out that this random perturbation idea was already considered in the computational
geometry literature in an experimental fashion, and there were aims for building a
theoretical framework (see [23, Sect.4]).

Our main results, Theorems 2.6 and 2.7, provide the four promised estimates on
the complexity of the PV algorithm for any number of variables n. For the special case
of the plane curves, the average and smoothed analysis of the arithmetic complexity
of the PV algorithm are respectively O and Od7(1 + 1 / 0)3). The average and
smoothed analysis of the bit complexity are just slightly worse: O(d” log?d) and
O (1+1/0) logzd), respectively. These bounds are in marked contrast with the
027" ogd) \yorst-case complexity bound in [10].

For a clear presentation of our contribution and related complexity considerations
we need to make a few remarks:

(1) The use of floating-point arithmetic generates numerical errors which accumulate
during the computation. An important remark is that, despite this accumulation of
errors, our algorithm returns a correct output, a subdivision with the properties we
want. It is, in this sense, a certified algorithm. At the heart of this remark is the
fact that a sufficiently small perturbation of a correct subdivision is still a correct
subdivision for a generic (i.e., non-singular) input. Condition numbers allow us to
estimate how large this perturbation may be. Then, the fact that we can estimate
these condition numbers, we control the precision of the operations’ round-off, and
we know how these operations are sequenced further allows us to ensure that the
subdivision we constructed is close enough to the one we would have done in an
error-free context and both yield polygons with the same isotopy type. Needless
to say, for input data outside the set satisfying the generic property above our
reasoning does not hold. The set of such inputs, referred to as ill-posed in numerical
analysis, has measure zero. Condition numbers relate to ill-posedness in the sense
that the closer a data is to the set of ill-posed inputs the larger becomes its condition
number. It is these facts that allows one to establish average and smoothed analysis
by means of probabilistic estimates on the condition numbers. This general scheme
was proposed in [34]. A more detailed discussion of these issues is in [2, Sect. 9.5].
A relatively early case of a fully studied variable-precision algorithm is in [19].
An account of the use of floating-point arithmetic in computational geometry is
given in [23].
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(2) Most of the probabilistic analyses for cost measures or condition numbers use the
Gaussian measure. This choice is mainly for technical convenience. For the analy-
sis of condition numbers, this goes back to Goldstine and von Neumann [25] and,
more recently, resulted in simple bounds for a large class of condition numbers
[4,5,20,29]. In the last few years, however, the search for more robust complexity
analysis resulted in estimates that hold for a (quite) general family of measures.
The family of sub-Gaussian measures which includes all compactly supported
random variables provides a good testing ground. An analysis of a condition num-
ber for these distributions occupies [21, 22]. It is for this class of distributions
(sub-Gaussians with an anti-concentration property) that our results, both average
and smoothed, are proved.

(3) The subdivision procedure we analyze can be considered at three levels of gen-
erality: the abstract, in which we only take into account the number of iterations
of the subdivision procedure; the interval, in which we take also into account the
number of arithmetic operations; and the effective, in which we take into account
not only the number of arithmetic operations, but also the precision that they need,
obtaining a realistic estimation of the bit-cost of the algorithm. This division fol-
lows a trend for analysing subdivision algorithms initiated by Xu and Yap [39]
(cf. [40]). Our condition-based analysis can be applied at each of these three levels,
hopefully showing the usefulness of the approach. Whereas this paper focuses on
a particular subdivision procedure we believe that the techniques in this paper can
be readily applied to other subdivision based algorithms in computational geome-
try. We note, however, that the complexity analysis in this paper would have been
impossible without the continuous amortization technique developed in the exact
numerical context [8, 12]. In this regard, we hope to trigger a fruitful exchange of
ideas between the different approaches to continuous computation and improve
our (seemingly preliminary) understanding of the complexity of subdivision algo-
rithms in computational geometry.

Outline

The rest of the paper is structured as follows: We start with a section that contains nota-
tion. We beg readers’ pardon for this inconvenient start; this seemed the simplest way
for getting things clear. Then in Sect. 1 we discuss the Plantinga—Vegter algorithm and
the n-dimensional generalization of its subdivision method in the abstract, the interval
arithmetic, and the effective versions. Section 2 introduces our randomness model and
contains main complexity estimates of this paper. In Sect. 3, we present a geometric
framework (read Hilbert space structure) to deal with homogeneous polynomials. In
Sect. 4, we introduce the condition number «,ir—both local, i.e., at a point x, and
global—along with its main properties. In Sect. 5, we present the existing results on
the complexity of Plantinga—Vegter algorithm from [10], and we relate these results
to the local condition number. In Sect. 6, we carry out the finite-precision analysis
deriving the corresponding bounds for bit-cost. Finally, in Sect. 7, we derive average
and smoothed complexity bounds under (quite) general randomness assumptions.
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Notation

Throughout the paper, we will assume some familiarity with the basics of differential
geometry. For a smooth map f: R™ — R, D, f: T,R” ZR" — T,R = R denotes
the tangent map of f at x € R™. We will write 9f: R"” — R™, x — 9f(x),
when we see it as a smooth function of x. When we want to see d f as a vector of
formal derivatives, we will write d f(X) where X represents formal variables. For
general smooth maps between smooth manifolds F: M — N, we will just write
D, F: TyM — TgN as the tangent map.

In what follows, P, 4 will denote the set of real polynomials in the n variables
X1, ..., X, with degree at most d, H, 4 the set of homogeneous real polynomials in
the n + 1 variables Xo, X1, ..., X, of degree d, and | - || and (-, -) will denote the
standard norm and inner product in R” as well as the Weyl norm and inner product in
PZf 4 and ’Hn’"y 4- Given a polynomial f € P, 4, f h ¢ ‘H, 4 will be its homogenization
and 0 f the polynomial map given by its partial derivatives. We will denote by the
Cyrillic character 1O, ’yu’, the central projection (3.1) that maps R” into S". For
details see Sect. 3. Additionally, Vr(f) and V¢ (f) will be, respectively, the real and
complex zero sets of f.

For a set S C R”, we will denote by [1S the set of n-boxes of the form x + I”,
where [ is an interval, that are contained in S and, for a given box B € [IR", m(B)
will be its middle point, w(B) its width, and vol B = w(B)" its volume.

Regarding probabilistic conventions, we will denote the probability of an event by P,
random variables by r, v, ... and random polynomials by f, g, g, . .. The expression
[E;ek g(r) will denote the expectation of g(r) when r is sampled uniformly from the set
K and E g () the expectation of g (9) withrespect to a previously specified probability
distribution of v.

Regarding complexity parameters, n will be the number of variables, d the degree
bound, and N = (":d) the dimension of P, 4. Finally, In will denote the natural
logarithm and log the logarithm in base 2.

1 The Plantinga-Vegter (Subdivision) Algorithm

Given a real smooth hypersurface in R” described implicitly by a map f: R* — R
and a region [—a, a]”, the Plantinga—Vegter Algorithm constructs a piecewise-linear
approximation of the intersection of its zero set Vr(f) with [—a, a]” isotopic to
this intersection inside [—a, a]". The Plantinga—Vegter algorithm (see Fig. 1 for an
illustration') is divided in two phases:

(1) Subdivision phase: In this phase, the Plantinga—Vegter algorithm subdivides
[—a, a]* into smaller and smaller boxes until all the boxes satisfy a certain condi-
tion (see (1.1)).

(2) Post-processing phase: In this phase, the Plantinga—Vegter algorithm uses the
obtained subdivision to produce a piecewise-linear approximation of the given
hypersurface.

! This figure is taken from [37, Fig. 5§l].
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o]

Step O of subdivision phase Step 1 of subdivision phase

g |

Step 2 of subdivision phase Step 4 of subdivision phase

.

Post-processing phase

Green: Vg(f), Red: Subdivision, Blue: PL approximation of Vi(f)

Fig. 1 Plantinga—Vegter applied to f = X% — 6X3 +2X2y2 — 6X2Y — 34 X2 — 6XY? — 320 XY +
376 X + Y+ —6Y3 —34Y2 +376Y + 3128 in [-10, 10

We will focus on the subdivision phase of the Plantinga—Vegter algorithm. We do this
because the complexity of subdivision-based algorithms is usually dominated by the
complexity of the subdivision phase. This follows the guidelines of the first complexity
analysis given by Burr et al. [10] (cf. [11]).

We note that it would be interesting to incorporate the complexity of the post-
processing phase of the algorithm to our estimates in this paper: either the original
one by Plantinga—Vegter [30], for n < 3, or the generalization to higher dimensions
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by Galehouse [24], for arbitrary n. We also don’t cover existing extensions of the
Plantinga—Vegter algorithm to singular curves [9].

From now on, when we say Plantinga—Vegter algorithm we are referring to the Plan-
tinga—Vegter subdivision phase and, following [10], we restrict to the case in which
f: R" — Risapolynomial. We now describe this algorithm at three levels: abstract,
interval and effective.

1.1 Abstract Level: Algorithm PV-ABSTRACT

The Plantinga—Vegter algorithm subdivides [—a, a]” until a certain regularity condi-
tion is satisfied in each of the boxes B of the subdivision. Let /&, h: R" — (0, 00)
be some fixed positive maps, conveniently chosen (see (1.3) and Remark 1.2 below).
Then this regularity condition is

Cr(B): either 0 ¢ (hf)(B) or0 ¢ ((hd £)(B), (hd f)(B)). (1.1)

Here f(B) stands for the set of values of f on the box B. Note that this condition is
satisfied when either B does not contain any zero of f or no pair of gradient vectors
of f are orthogonal in B.

In its abstract form, the Plantinga—Vegter algorithm is described in Algorithm 1
below. The STANDARDSUBDIVISION procedure in the description refers to taking a
box B and subdividing it into 2" boxes of equal size.

Algorithm 1: PV-ABSTRACT

Input : f: R" — R with interval approximations (J[4f] and a[av £
a € (0, 00)
Precondition : VR(f) is smooth inside [—a, a]"

S «{[-a,al"}
S« g
repeat
Take B in S
S <« 8\ {B)
if C¢(B) true then
| S<Su(B)
else
L S <« & U STANDARDSUBDIVISION(B)

until S = @
return S

Output : Subdivision S € O[—a, a]” of [—a, a]"
Postcondition :ForallBe S, C £(B) is true
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1.2 Interval Level: Algorithm PV-INTERVAL

To check condition Cs(B), we use interval approximations allowing us to certify
whether or not 0 is in the image of B under a certain map. Recall that an interval
approximation [31] of a function F: R™ — R™ is a map

O[F]: OR™ — OR™ 1.2)

such that for all B € OJR™,
F(B) CO[F](B). (1.2)

A natural choice for the interval approximation of a C!-function F: R — R™ is its
standard interval approximation

w(B) w(B)]’"'

OR" 5 B > Dl FI(B) i= Fn(B)) + «/n_i(sup ||DxF||>|:— Nt

xeB

where D, F is the tangent map of F at x and ||Dy F|| its operator norm. Note that
to construct this one in practice, we need to be able to evaluate F' and to compute
efficiently upper bounds for sup, . [|Dy F||. In our case, this is possible due to the
fact that we are working with polynomials.

Let f € Pp,q. We will consider

1 ~ 1
h(x) = h(x) = 1.3
) IFNCL+ [lx]2)@=D/2 ) dII £+ [lx]2d/2- -
along with the maps
-~ . f(x)
and 5
3F: x = h(x)df(x) = fx) (1.5)

dIIfICL A+ [|lx]|2)d/21
where || /1| is the Weyl norm of f (which we recall in Definition 3.2). In Sect. 3.3 we
will prove the following property of f and 0 f.

Proposition 1.1 Let f € Py 4. Then

Olhf]: B — fmw»ﬂwﬁ)ﬁ[—@,@] (1.6)

is an interval approximation of hf, and

O[hd f1: B 57”(,7,(3)) + (1 + m)\/ﬁ[_w(f)’ w(f)}

is an interval approximation of hd f.
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Remark 1.2 A natural question at this point is why we are using interval approxima-
tions for A f and /9 f instead of for f and d f. We work with if and A f for the sake
of simplicity. We prefer to work with the simpler interval approximations for #f and
hd f (shown in Proposition 1.1) than with possibly more complex ones for f and 0 f'.

We now note that checking the condition “0 ¢ (B, B)” for a box B can be reduced to

checking
n
\/;w(B) < llm(B)]|.

To do the latter we will use Lemma 3.6 (which we also prove in Sect. 3.3). Together with
the interval approximations in Proposition 1.1, we derive a condition C?, implying
C 7 (B) and easy to check. '

Theorem 1.3 Let B € OOR”. If the condition
CH(B) := | fm(B)| > 2Vdnw(B) or ||3f(m(B)| > 2v2d nw(B).

is satisfied, then C ¢ (B) is true.

Theorem 1.3 is the basis of the interval version of Algorithm 2.

Algorithm 2: PV-INTERVAL

Input cfePua
a € (0, 00)
Precondition : VR(f) is smooth inside [—a, a]"
S < {[—a,al")
S«
repeat
Take B in S
S« 8\ (B)
if | Fm(B))| > (1 + +/d)y/nw(B) then
| S<Su(B)
else if |3 F(m(B))|| > v2(1 + +/d — Dnw(B) then
| S <Su(B)
else
L S <« & U STANDARDSUBDIVISION(B)

until § =
return S

Output : Subdivision S € [—a, a]” of [—a, a]"
Postcondition :ForallBe S,C £(B) is true

Remark 1.4 There are other alternatives for interval approximations and our frame-
work has the flexibility to incorporate these alternatives. For instance, the interval
approximations in [10], which we will refer to as BGT, are based on the Taylor expan-
sion at the midpoint. In the interlude at the end of Sect. 5, we will show that our
complexity analysis also applies to this interval approximation.
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Remark 1.5 We have described Algorithm 2 without any reference to interval approxi-
mations. Such references have been replaced by explicit conditions on | f (m(B))| and

18 F m(B))I.
1.3 Effective Level: Algorithm PV-EFFECTIVE

For the effective version (Algorithm 3), we will use floating-point numbers (cf. [2,
Sect. 0.3.1] or [26, Sect. 1.2]). We do this, instead of using fixed-point or big rationals,
because the use of floating-point is computationally cheap, both in time and space.
We want to emphasize, however, that our use of floating-point numbers does not
compromise the correctness of the algorithm (cf. Corollary 6.4). A floating-point
number has the form

+0.a1ay...am2°,

where ay, ..., ay, € {0, 1} and e € Z. In general, the number of significant digits, m,
is fixed during the computation of arithmetic expressions, but it can be updated at
different iterations of an algorithm if an increase in precision is needed.

We note that every real number x € R has a floating-point approximation rpy (x)
with m digits, such that

rm(x) =x(1+9)

for some § € (—2~M=D 2-m=Dy Moreover, given two floating-point numbers x
and y with m significant digits, we can easily compute

Fm(X +Y), rm(x — ), rm(xy), rm(x/y), and rm(v/X)

in O(m?) bit-operations. Comparisons between floating-point numbers can also be
made using this amount of bit-operations.

Remark 1.6 In the above estimation we are ignoring the complexity of adding the
exponents or operating with them. In general the size of e is of the order of [log|x||,
and so the bit-size of e is of the order of |loglog |x||. This means that, unless the
numbers we deal with are enormous, one should not worry about the bit-size of e for
cost estimates.

Finite-precision analyses do not rely on the precise form of floating-point numbers but
just in some general properties which we now summarize. There is a subset F C R
of floating-point numbers (which we assume contains 0), a rounding map r: R — F,
and a round-off unit u € (0, 1) satisfying the following conditions:

e Forany x € F, r(x) = x. In particular, »(0) = 0.
e Forany x € R, r(x) = x(1 4+ §) with |§| < u.

Moreover, for o € {4+, —, X, /}, there are approximate versions

o:FxF—TF
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such that for all x, y € I,
x5y =(xoy+38) (1.6)

for some 6 such that |§| < u. We also assume that there is
:7': F—>TF

such that for all x € F with x > 0,

~

Vr=Jx(1+9)

for some § such that |§| < u. Each of these operations and comparisons between
numbers in F can be done with cost O (logz(l/ u)). For the floating-point numbers we
described above we have u = 2~ (™~D,

Once the way we deal with finite precision is clear, we introduce the efficient version
of the Plantinga—Vegter algorithm (Algorithm 3 below). We note that the algorithm
updates the number of significant digits, m := |logu| 4 1, depending on the width of
the box that is being considered, being able, if necessary, to read the coefficients of f
with this updated precision.

Algorithm 3: PV- EFFECTIVE

Input cf €Pua
a € [1,00)
Precondition : VR(f) is smooth inside [—a, a]"

my < 7+ [log \/Lﬁ]
S < {[—a,al"}
S« g
repeat
Take B in S
S« 8\ {B)
mp < mq + [max {loga, log(a/w(B))}]
Switch to floating-point numbers with mp significant digits
if | F(m(B))| > 4+/dn w(B) then
| S« Ssu{B)
else if |3 f(m(B))|| > 65/d nw(B) then
| S < Su(B)
else
L S«Su STANDARDSUBDIVISION(B)

until S = @
return S

Output : Subdivision S C [—a, a]”* of [—a, a]"
Postcondition  : Forall B € S, C¢(B) is true

Remar/k\1.7 As in the case of Algorithm 2, we could rewrite | f(m(B))| > 4+/dn w(B)
and ||d f (m(B))|| > 65/d nw(B) in Algorithm 3 by 0 ¢ O[if] and 0 ¢ O[||Ad f]]],
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respectively, for some effective interval approximations (] (in the sense of [40]). Our
writing of the algorithm, however, is led by the wish to explicitly describe the interval
approximations we use, as noted in Remark 1.5.

2 Main Results

In this section, we outline without proofs the main results of this paper. In the first
part, we describe our randomness assumptions for polynomials. In the second one, we
give precise statements for our bounds on the average and smoothed complexity of
phase I of the Plantinga—Vegter Algorithm with infinite precision. In the last part, we
state similar results in the context of finite-precision arithmetic.

2.1 Randomness Model

Most of the literature on random multivariate polynomials considers polynomials
with Gaussian independent coefficients and relies on techniques that are only useful
for Gaussian measures. We will instead consider a general family of measures relying
on robust techniques coming from geometric functional analysis. Let us recall some
basic definitions.

(P1) A random variable ¢ € R is called centered if Ex = 0.
(P2) A random variable ¢ € R is called subgaussian if there exists a K such that for
all p > 1,

ElzI)HP < K p.

The smallest such K is called the W;-norm of .
(P3) A random variable ¢ € R satisfies the anti-concentration property with constant
o if

max {P(jr —u| <€) | u € R} < pe.
The sub-Gaussian property (P2) has other equivalent formulations. We refer the inter-

ested reader to [38]. We note that the anti-concentration property (P3) is equivalent to
having a density (with respect to the Lebesgue measure) bounded by p/2.

Definition 2.1 A dobro random polynomial § € 'H,, 4 with parameters K and p is a

polynomial
A\1/2
fi= Z (a) o X .1
|a|=d

such that the ¢, are independent centered sub-Gaussian random variables with W5-
norm at most K and anti-concentration property with constant p. A dobro random
polynomial § € P, 4 is a polynomial f such that its homogenization fh is so.
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Remark 2.2 The word “dobro” appears in several Slavic languages and it means good.
The word “dobra” in Turkish means straight and honest, and the word has similar
connotations in Greek.

Some classes of dobro random polynomials of interest are the following three.

(N) A KSS random polynomial is a dobro random polynomial such that each ¢, in
(2.1) is Gaussian with unit variance. For this model we have K p = 1//27.

(U) A Weyl random polynomial is a dobro random polynomial such that each ¢, in
(2.1) has uniform distribution in [—1, 1]. For this model we have Kp < 1.

(E) For £ > 2, an £-random polynomial is a dobro random polynomial whose coef-
ficients are independent identically distributed random variables with density
function

t— —l —lrl*
2 (1 +1/8)

We have in this case that p < 1 and K < 6/5.

Remark 2.3 The relevant complexity parameter for a dobro random polynomial | €
Pn.a with constants K and p is the product K p. This is so because this product is
invariant under scalings of { and condition numbers will be scale-invariant. Note that,
for t > 0, t{ is still dobro, but with constants K and p/t.

Remark 2.4 1f we are interested in integer polynomials, dobro random polynomials
may seem inadequate. One may be inclined to consider random polynomials § € P, 4
such that ¢, is a random integer in the interval [—27, 27], i.e., ¢y is a random integer
of bit-size at most 7. As T — oo and after we normalize the coefficients dividing
by 27, this random model converges to that of Weyl random polynomials. Yet, in order
to have a more satisfactory understanding of random integer polynomials, one has
to consider random variables without a continuous density function. The techniques
we employed in this note, coming originally from geometric functional analysis, have
already been used to analyze condition numbers of random matrices with such discrete
distributions [32, 38].

Remark 2.5 Even though there is a widespread agreement that average-case analysis
is a better picture of performance in practice than worst-case analysis, it is not itself
without contention. The most common objection to average-case analysis is that its
underlying probability distribution may not be an accurate reflection of “real life.” In
particular, that it may result in bounds that are too “optimistic.” An alternate form
of analysis, called smoothed analysis, was introduced by Spielmann and Teng with
the goal of overcoming this objection. The basic idea is to replace “behavior at a
random data” by “behavior at a random small perturbation of arbitrary data.” We
won’t attempt to describe the rationale of this setting. This can be read in [35, 36] or
in [2, Sect.2.2.7]. But as our development allows to include smoothed-analysis results
without a substantial additional effort, we do so in parts (S) of Theorems 2.6, 2.7,
and 5.9.
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2.2 Complexity at the Interval and Effective Levels

The following two theorems give bounds for, respectively, the average and smoothed
complexity of Algorithms 2 and 3. In both of them, the ‘big O’ notation is not asymp-
totic. It refers to the existence of a multiplicative constant, which we do not specify,
and holds for all values of a, K, p, d, and n.

Theorem 2.6 (complexity of Algorithm 2):

(A) Let § € Py.q be a dobro random polynomial with parameters K and p. The
expected number of boxes in the final subdivision S of Algorithm 2 on input (f, a)
is at most

dn N(n+1)/2 max {1’ an} 212n logn+8(Kp)n+l
and the expected number of arithmetic operations is at most
O(dn+1 N(n+3)/2 max {1’ an} 212}1 10gn+8(Kp)n+l).
(S) Let f € Pyg, 0 >0, and g € Py g a dobro random polynomial with parameters

K > 1 and p. Then the expected number of n-cubes of the final subdivision S of
Algorithm 2 on input (45, a) where 4o = f + o|| fllg is at most

n+1
d" N2 max (1, a"} 21211oent8 (g oyt (1 + l)
o

and the expected number of arithmetic operations is at most
1 n+1
O<dn+l N(n+3)/2 max {1’ an} 21271 logn+8(Kp)n+1 <1 + _) )
o

Theorem 2.7 (complexity of Algorithm 3):

(A) Let § € Pyq be a dobro random polynomial with parameters K and p. The
expected number of boxes in the final subdivision S of Algorithm 3 on input (f, a)
is at most

d" N(n+1)/2 an215n 10gn+12(Kp)n+1

and the expected number of arithmetic operations is at most
O(dn+l N(n+3)/2 an215n 10gn+12(Kp)n+l)‘
Moreover, the expected bit-cost of Algorithm 3 on input (f, a) is at most

O(dn+l N(n+3)/2 an 215nlogn+12 logz(dna)(Kp)'H_l),
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under the assumptions that floating-point arithmetic is done using standard arith-
metic and that the cost of operating with the exponents is negligible.

(S) Let f € Pyg, 0 >0, and g € Py g a dobro random polynomial with parameters
K > 1 and p. Then the expected number of n-cubes of the final subdivision S of
Algorithm 3 on input (45, a) where 4, = f + o|| fllg is at most

1 n+1
4" N(n+l)/2 a 21511 logn+12(Kp)n+l <1 + _)
o
and the expected number of arithmetic operations is at most
1 n+1
O<dn+l N(n+3)/2 an215nlogn+12(Kp)n+l <1 + _) )
o
Moreover, the expected bit-cost of Algorithm 3 on input (4., a) is at most
1 n+1
O(dnJrl N(n+3)/2 a 2]5n logn+12 logz(dna)(K,o)”“ (1 + _) )7
o

under the assumptions that floating-point arithmetic is done using standard arith-
metic and that the cost of operating with the exponents is negligible.

Fix a dimension n, a box [—a, a]* and a dobro distribution (and with it, the param-
eters p and K). If d is let to vary, N = (”:d) < €"(1 + d/n)". Hence the bounds

of Theorems 2.6 and 2.7 are of the order d"**+5"/2 The complexity estimate in [10,
Thm. 4.3] reads as follows:

2O(d"+1 (nt+ndlog (nd))nlog a)

with t being the largest bit-size of the coefficients of f. One can see that the average
analysis estimates (and the smoothed analysis, for a fixed o) are exponentially smaller
than this worst-case estimate. This seems to relate better with the efficiency in practice
of the Plantinga—Vegter algorithm.

We note, however, that the bound in [10] and our bounds cannot be directly com-
pared. Not only because the former is worst-case and the latter average-case (or
smoothed) but because of the different underlying settings: the bound in [10] applies
to integer data, ours to real data. Nevertheless, the bounds for the effective version
Algorithm 3 apply to the real data under finite precision and provides estimates for
the bit complexity.

3 Geometric Framework
There is an extensive literature on norms of polynomials and their relation to norms
of gradients in H, 4. The PV algorithm, however, works in the affine space with non-

homogenous polynomials. We first establish basic definitions and inequalities that
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allow us to translate existing results into the setting of the PV algorithm. After the
transfer is completed, we continue with establishing interval approximations.

3.1 Weyl Norm

We first introduce the Weyl inner product on H,, 4.

Definition 3.1 The Weyl inner product on H,, 4 is given by

d —1
(f.8):=) (a) Ja8a

for f =", fuX* g = X, 8 X" € My .a; and the Weyl inner product on H,! , is
given by

q
= (fi.&)
i=1

forf = (fi).g=(g) € Hﬁ,d

To extend this inner product to P, 4, we use the homogeneization map

h.
. Pn,d - Hn,d:

[ M= X/ Xo, . Xa/X0) XG

and its componentwise extension " P‘f 4= H

Definition 3.2 The Weyl inner product on Pq . 18 given by

(f, g) = (", g"
forf, g e Pgﬁd.

For both Hq q and Pq . the Weyl norm is the norm induced by the Weyl inner

product. Note that for F € Hn 4> We have that dF(X) € HZ(Z+11) and so we can
talk about the Weyl norm of dF(X). Recall that we write explicitly the vector X
of indeterminates to indicate that we are working with 0 F'(X) as a vector of formal
derivatives of F. The following proposition comes in handy.

Proposition 3.3 Let f € H; , and y € S". Then, (1) [If(»)|| < [f]l, 2) |D,fir s
V||, and (3) [9F(X)|| < d|If].
Proof (1) is [2, Lem. 16.6], (2) is the Exclusion Lemma [2, Lem. 19.22], and (3)

can be shown by a direct computation, arguing as in the proof of [2, Lem. 16.46].
Alternatively, one can also see [37, 1817 for a direct account of the proofs. O

@ Springer



680 Discrete & Computational Geometry (2022) 68:664-708

3.2 Central Projection and Homogeneization

Let FO: R" — S" be the map given by

1 1
1O: R — . 3.1
T TR <x) G-

One can see that FO is the map induced by the central projection of {1} x R” onto the
sphere S and that this map induces a diffeomorphism between R” and the upper half
of S".

Givenf e 773’ 4» We observe that

f(x)

f" =
100 = e

(3.2)

and so, by the chain rule,

D.f d-f(x)xT

Diof'D, IO = -
10T A+ [xI2)72 (A + [x|2)d/2+

(3.3)

where D, f": T)R" = R™! — Ty pgoRY, Dof: T,R" = R — TyRY =
RY, and D, }O: TyR" — Tiox)S" = FO(x)* are respectively the tangent maps of
£h £, and IO.

It is important to note that FO deforms the metric. For each x € R”, we can see
that the singular values of D, IO are

1 1
o1(D,I0) = ... = 0, |(D;I0) = ——— 0,(D,I0) = ——
) ! 1+ (x| ! 1+ [1xII2

and so, in particular,

IDxFO| = (3.4)

1
NAENTTE

With the above, we next prove a version of Proposition 3.3 for Pz d-

Proposition3.4 Lerf € ’Pzﬁ 4 be a polynomial map. Then the map

f(x)
X =
I£11(L + [lx||2) =172

is (1 + ~/d)-Lipschitz and, for all x, |F(x)|| < /1 + ||x]|2.

Proof For the Lipschitz property, it is enough to bound the norm of the derivative of
the map by 1 + J/d. Due to (3.2),

h
F(x) =1+ x| W (3.5)
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and so, by the chain rule,

_f@ow)) AT

D.F [O(X)fDx}O
I = —_—.

D
+ 14+ |x]?

£l V14 x]? £l

Now, by the triangle inequality,

"0 Dio(f Dy 10
ip,py < IGO0 Il s IDiowf DO

I£]] V14 x)? £l

On the one hand,

I EONI _
i -

by Proposition 3.3 (1). On the other hand,

D10 DL FO|| = [Diowfirio,, s D FO||
NZET
I+ 2P

-[ID, Ol =

< [Drofirio s
by Proposition 3.3 (2) and (3.4). Hence

D) < — a4 va
EATE

as we wanted to show. The claim about ||F(x)|| follows from Proposition 3.3 (1) applied
to the expression (3.5) for F. O

3.3 Interval Approximations

Recall that our interval approximations, given in Proposition 1.1, rely on the functions
f and d f given, respectively, in (1.4) and (1.5). The following lemma will give us the
justification of our interval approximations, and with it a proof of Proposition 1.1.

Lemma3.5 Let f € Py 4. Then:

() The map fgiven in (1.4) is (1 + ~/d)-Lipschitz and for all x € R", it satisfies
O] < /T4 [Ix]%
(i1) The map o f givenin (1.5) is (1++/d — 1)-Lipschitz and for all x € R", it satisfies

187l < /1 + 1x]2

Proof of Proposition 1.1 Itis a straightforward consequence of the Lipschitz properties
in Lemma 3.5. O
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Proof of Lemma 3.5 (i) Apply Proposition 3.4 withf = f, then f: F and both claims
follow. (ii) Apply Proposition 3.4 with f = f,then o f = ||0 f(X)||F/(d| f]]) and
the claims follow since ||d f (X)|/(d|| fII) < 1 by Proposition 3.3 (3). O

Once we have shown that our interval approximations are so, we show Theorem 1.3
which reduces the interval condition C ¢ (B) to the condition C ]Q (B) at a point.

Lemma3.6 Letx € R" and s € [0, l/«/i]. Then for all v, w € B(x, s ||x]|), we have
(v, w) > [l[[w] (1 —2s%) > 0.

Proof of Theorem 1.3 By the standard ¢>-f., inequality—which states that ||x| <
J/1|lx]leo for x € R"—interval approximations of Proposition 1.1 satisfy that for
all B € OOR"

dist () on(B). A = (14 V)Y 2E g G
dist (50 £)(m(B)), Old 1)) < (1 + va =) 8) 3.7)

2

where dist is the usual Euclidean distance.
When the inequality on f(m(B)) in CfD(B) is satisfied, then (3.6) guaran-

tees that 0 ¢ O[hf](B). Similarly, when the inequality on 5? (m(B)) in CE (B)

is satisfied, then (3.7) and Lemma 3.6 (with s = 1 /~/2) guarantee that 0 ¢
(DA £1(B), O[hd f1(B)). Hence CE(B) implies C 7 (B). m]

Proofof Lemma 3.6 Let s = cos 0, so that € [0, 7/4], c = /1 —s? and K. :=
{u € R" | {x,u) > |lx| |lu]| c} the convex cone of those vectors u whose angle x u
with x, is at most 6.

Given v, w € K., we have, by the triangle inequality, that Z (vw) < Z(vx) +
Z (xw) <260 < /2 (here Z denotes angle). Thus

cos Z (vw) > cos (£ (vx) + £ (xw)) > cos20 =1 — 252 > 0.

And so, it is enough to show that B(x, s|x||) € K, or, equivalently, to show that

dist (x, 0K.) < s||x].
Now, dist (x, 0K.) = min {||x —u]|| | u € K¢, (x,u) = ||x]|| ||u] ¢} and this min-
imum equals the distance of x to a line having an angle 6 with x, which is ||x]|| s.
O

4 Condition Number

As other numerical algorithms in computational geometry, the Plantinga—Vegter algo-
rithm has a cost which significantly varies with inputs of the same size, even if the
coefficients are rational and inputs have the same bit-size. One wants to explain this
variation in terms of geometric properties of the input. Condition numbers allow for
such an explanation.
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Definition 4.1 [3, 13, 18] Given f € H,.4, f # 0, the local condition number of f
aty € S"is
(Al

K (f’ y) = .
JFOP+ 1D, fir,orl2/d

Given f € Py.4, the local affine condition number of f at x € R" is
it (f, %) =k (f", FO(x)).

4.1 What Does ;¢ Measure?

The nearer the hypersurface Vg (f) is to having a singularity at x € R”, the smaller are
the boxes drawn by the Plantinga—Vegter algorithm around x. Instead of controlling
how near x is of being a singularity of f, we perform a Copernican turn and we control
instead how near f is of having a singularity at x. This is precisely what «agr (f, x)
does.

Theorem 4.2 (condition number theorem) Let x € R" and
Yy ={gePralgl) =0, Dyg=0} 4.1
be the set of polynomials in P, 4 that have a singularity at x. Then for every f € Py 4,

LA

=dist (f, X,),
Katt (f 5 X) ist(f 2)

where dist is the distance induced by the Weyl norm on P, 4.

Proof This is a reformulation of [3, Thm. 4.4] (cf. [2, Prop. 19.6]). O

Theorem 4.2 provides a geometric interpretation of the local condition number, and
a corresponding “intrinsic” complexity parameter as desired by Burr et al. [10, 11].
The next result is an essential tool for our probabilistic analyses. Note that, in the case
under consideration, X, is a linear subspace of codimension n + 1 inside P, 4.

Corollary 4.3 Let x € R" and let Ry : Ppg — EXL be the orthogonal projection onto
the orthogonal complement of the linear subspace Xx. Then

7
K’ff(fv .X') = .
’ IR /1l
Proof We have that dist (f, X;) = ||R,f] since X is a linear subspace. Hence
Theorem 4.2 finishes the proof. O
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4.2 Regularity Inequality

After doing our Copernican turn, we can control how near is f € P, 4 of having a
singularity at x € R”. The regularity inequality [6, Prop. 3.6] (cf. [37, Prop. 15%3])
allows us to recover how near is x of being a singularity of f. More precisely, the
regularity inequality gives lower bounds for the value of the function or its derivative
in terms of the condition number.

Proposition 4.4 (regularity inequality) Let f € Py 4 and x € R". Then either

|F 0] > or 19f)| >

1 1
NI 2V2d ke (f, x)

Proof Without loss of generality assume that || f|| = 1. Let y := FO(x), g := fh, and
assume that the first inequality does not hold. Then, by (3.2),

1
lg()] =< )
2v2d k(g, y)V/1+ |Ix|1?

Now,

9yglT,sn |l } _ ldyglrysel

<maX{|g(y)|, Nz Ji

V2k(g,y) ~

since |g(y)| < 1/(ﬁ/<(g, y)). Thus, by (3.3) and (3.4), we get

| o - e ()
V2k(g,y) ~ A+ 1xIP2 (14 [|x|?)4/2+! Ji )

We divide by +/d and use the triangle inequality to obtain
L IDA |f @) Il

< + :
V2di(g.y) ~ d L+ D217 (4 x D@D T2

=87 @) + | fx)l %::”2
X

By our assumption and || x|| < /1 + ||x||2, the above inequality implies

1 — 1
———— <lfI+ =
V2dk(g,y) 2V2d ke (f, X)
from where the desired inequality follows. O
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5 Complexity Analysis of the Interval Version

We analyze the complexity of Algorithm 2 in terms of the number of arithmetic
operations the algorithm performs. This task reduces to estimating the number of
boxes in the final subdivision produced by the algorithm. At the interval level, this
is so, because each iteration of the algorithm takes the same number of arithmetic
operations and the number of iterations is bounded by twice the number of final
cubes. This was the underlying strategy in [10].

5.1 Local Size Bound Framework

The original analysis in [10] was based on the notion of local size bound.

Definition 5.1 A local size bound for C: OR" — {True, False} is a function
b: R" — [0, c0) such that for all x € R”,

b(x) < inf {vol(B) | x € B € OR" and C(B) = False)}.

The idea behind the local size bound is that it gives us the size from which every box
containing x satisfies C. In our case, we will apply this to the condition C S introduced
in Theorem 1.3. The following result, based on the notion of continuous amortization
developed by Burr et al. [8, 12] is proven in [10, Prop. 5.2].

Theorem 5.2 The number of boxes in the final subdivision S returned by Algorithm 2

on input (f, a) is at most
2’1
max {1, / dx },
[—a,a] b(x)

where b is a local size bound for C lfj (of Theorem 1.3). Moreover; the bound is finite if
and only if the algorithm terminates.

To effectively use Theorem 5.2 we need explicit constructions for the local size
bound.

5.2 Condition-Based Local Size Bound and Complexity

The following result expresses a local size bound for C ][;' in terms of the local condition
number xue (f, X).

Theorem 5.3 The map

1
(25/2dn kgt (f X))"

X
is a local size bound for C E(of Theorem 1.3).
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Proof Let x € R". Since x € B, ||x — m(B)| < «/nw(B)/2. Hence, by Lemma 3.5
and the regularity inequality (Proposition 4.4), either

- 1 Jnw(B)
B _ (1 d)——
| f(m(B))| > NPT (1+d) 5
_ 1 Vi w(B)
d B _— — (1 d—1)——=.
18 f (m(B))|| > NPT (14 Vd = 1)>—

This means that C ]I;’ (B) is true if either

2v2d (1 + Vd)/n ke (f, x) w(B) < 1 or
24/2d (1 4+ vd — 1) nkai (f, x) w(B) < 1.

Hence we get that C ]l;’ (B) is true when both conditions are satisfied and the inequality
1 + +/d < 2+/d finishes the proof. O

Using the results above, we get the following theorem exhibiting a condition-based
complexity analysis of Algorithm 1.

Theorem 5.4 The number of boxes in the final subdivision S of Algorithm 2 on input
(f,a) is at most

dn max {1’ an} 2n logn+9n/2 E;e[fa,a]" (Kaff(f7 x)n).

The number of arithmetic operations performed by Algorithm 2 on input (f, a) is at
most

O(a" ™ max {1, a"} 2" "I N Ee (g ap (kate (F, 1))

Proof The first statement follows from Theorems 5.2 and 5.3 combined with the
fact that f[_a’a]n katt (f, x)" dx equals (2a)" Ere[—q.ap (kafe (f, £)"). The latter follows

from the fact that one performs O(d N) arithmetic operations to test C = and that the
number of boxes that the algorithm generates is at most two times the number of final
boxes. O

The above condition-based complexity estimate will become the main tool to prove
Theorem 2.6 in Sect. 7 where we will study the quantity Eyc(—q qpn (Kage (f, £)") for
random f.

In the literature on numerical algorithms in real algebraic geometry [3, 6, 7, 15-18],
it is customary the use the following global condition number

Kaff (f) = omax Katt (f 5 X).

The quantity Ece[—q a1 (Kagr (f, ©)") in Theorem 5.4 is an average quantity, whereas
the condition number k¢ (f) is a global supremum. The average quantity has finite
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expectation (over f), whereas the global supremum does not admit a bounded first
moment. This shows that a condition-based precision control combined with adap-
tive complexity techniques such as continuous amortization may lead to substantial
improvements in computational real algebraic geometry.

5.3 Interlude: Complexity of the Interval Version of [10]

In [10], Burr et al. gave an interval version of Algorithm 1 different from Algorithm
2 based in the BGT interval approximation which relies on Taylor series. We provide
a condition-based and probabilistic complexity analysis of this algorithm, although
only for the interval version, on which we only bound the number of cubes and not
the number of arithmetic operations. We recall that Burr et al. [10] showed that

271/ In (142272 + /nj2 22 (d — 1)/In(1 + 227" + /n/2 }

C(f,x) := min{ - , ;
dist (x, Ve (/) dist ((x, x), Vc(g5))

where g 7 is the polynomial (D f(X), d f(Y)), is a local size bound for the condition
that their interval version of Algorithm 1 checks.

Theorem 5.5 [10] The map

>
C(f. 2"

is a local size bound function for the condition that the BGT interval version of Algo-
rithm I checks.

Looking at the definition of C(f, x) in [10] one can see that 1/C measures how near
is x of being a singular zero of f. This is similar to 1/x,¢ Which, by Theorem 4.2,
measures how near is f of having x as a singular zero. The following result relates
these two quantities.

Theorem 5.6 Letd > 1 and f € Py 4. Then, for all x € R”,
C(f,x) < 2d% kst (f, X).

Proof Note that Lemma 3.5 holds over the complex numbers as well. Due to this and
the fact that Vo (f) = Ve (f), we have that

17| < (1 + ~/d) dist (x, Ve (f)).

Now, if v/2 (1 + /d — D dist ((y1, y2). (x,x)) < [[3F )|, then V2 (1 + v/d — 1)
lyi = x|l < 3 ()|l Thus, by Lemma 3.5, v/2 3 f (i) — 8 f (x)|| < 13/ (x)] and
so, by Lemma 3.6, 0 # Bf(yl) af(yz)) Hence

197 ()1 < V2 (1 + Vd = Tydist (x, Ve(gy)).
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The bound now follows from Proposition 4.4, together with 23*~Dd 4 /n < 23724
and

2n=1g 221 (d — 1
min —+ﬂ, ¥+,/ﬁ 523”’4d+ﬁ.
In(l 42227y © 2 " In(l 4 22-%n) 2 2

The latter follows from

1 1
< 72n=3 and < 94n=3

——— <2 ——— <2 ,
In (1 422-2n) — In (1 4 22—4n) —
which are deduced from first-order approximations of the natural logarithm. O

Theorems 5.5 and 5.6 combine to give an analog of Theorem 5.3 for the BGT interval
version of Algorithm 1. Also, [10, Thm. 5.1] provides an analog of Theorem 5.2 in
this setting. We can therefore proceed to derive the following result, a BGT version of
Theorem 5.4, in the same manner that the latter is derived from Theorems 5.2 and 5.3.

Corollary 5.7 The number of boxes in the final subdivision S of the BGT interval
version of Algorithm I on input (f, a) is at most

2
d* max (1, a"} 2% T B e aap (ke (f, X)),

Remark 5.8 The main difference between C(f, x) and «(f, x) is that C(f, x) is a
non-linear quantity and is hard to compute and to analyze, while the local condition
number k (f, x)—as indicated in Corollary 4.3—is a linear quantity, easier to compute
and analyze.

We finish this interlude giving a form of Theorem 2.6 for the BGT version of
Algorithm 1 (which, obviously, deals only with number of boxes, not with number
of arithmetic operations). It is proved as Theorem 2.6 (see Sects. 7.2 and 7.3) with
Corollary 5.7 taking the role of Theorem 5.2.

Theorem 5.9 (A) Let § € Py.q be a dobro random polynomial with parameters K
and p. The expected number of boxes in the final subdivision S of the BGT interval
version of Algorithm 1 on input (}, a) is at most

dn2 N@+D/2 max {1 an}23n2+n 10gn+7n+15/2(Kp)n+l.

(S) Let f € Pya, 0 >0, and g € Py g a dobro random polynomial with parameters
K > 1 and p. Then the expected number of boxes of the final subdivision F of the
BGT interval version of Algorithm I on input (4o, a) where o = f + ol fll g is
at most

+1
dn2 N(n+1)/2 max {1, an} 23n2+n10gn+7n+15/2(Kp)n+1 <1 " l)n '
o
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6 Error and Complexity Analysis of the Effective Version

We next work on the framework of floating-point numbers introduced in § 1.3. For
an arithmetic expression ¢ and a point x € R, we will denote by £1(¢(x)) € F the
value obtained when evaluating ¢ at r(x) € F using floating-point finite precision. In
general, our objective is to show that for such expressions ¢ in our algorithm we have,
for some other expression v (x) and some k > 1 satisfying ku < 1,

£1(p(x)) = ¢(x) + ¥ (x) Ok

where 6k is any number 6 € R satisfying

5] < ku
~1—ku

This is the general strategy in [26, Chap. 3].

6.1 Finite-Precision Computations

We study the errors due to finite-precision in Algorithm 3 and show its correctness.
In all what follows, we use numerical algorithm to refer to an algorithm meant to be
implemented with finite precision and analyzed in terms of error accumulation. This
is common terminology.

_The following two propositions bound the forward error in the computation of
| f (x)] and || f (x)||. Because their proofs are a variation of well-known results (e.g.
[15, Thm. 6.10]) and are more tedious than enlightening, we defer them to an appendix.

Proposition 6.1 There_is a numerical algorithm which, with input f € Ppa and
x € R", computes | f (x)|. This algorithm performs O(dN) arithmetic operations,

and, oninputx € F* and f € P, 4NF[X1, ..., Xy, the computed value fl(|f(x)|)
satisfies

E1(F D = IO+ VT + 5] 032d1080+1)-
In particular, if the round-off unit satisfies

NP S
~ 64dlog(n+1)

then for x € [—a, a]* NF",
[E1(F D) — 17| < 64v2d/n+ 1 log (n + 1) max {1, a} u.

The above remains true for arbitrary f and x if we apply the algorithm to r (f) and
r(x).
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Proposition 6.2 There is a numerical algorithm which, with input f € Py 4 and
x € R", computes || f (x)||. It performs O(dN) arithmetic operations, and, on input
xeF'and f € PraNF[Xy,..., Xy, the computed value ||0 f (x)| satisfies

E1(15F D) = 137 @)l + /T + [1x] 524108 (n-+1)-
In particular, if the round-off unit satisfies

S
~ 64dlog(n+1)

then for x € [—a, a]* NF",
[ELAI8F )N — 19 ()| < 64v2dv/n + 1log (n + 1) max {1, a} u.

The above remains true for arbitrary f and x if we apply the algorithm to r (f) and

r(x).

We can now show the correctness of Algorithm 3. We will denote by £1(B) the
rounding r(B) of a box B given by

m(£1(B)) = m(B)(1 +6;) and w(£1(B)) = w(B)(1 +6)).

Similarly, we will write £1(f) to denote the rounding »( f) of f. The next theorem
shows that if the round-off unit is sufficiently small, then a floating-point version of
condition C E (B) is good enough to check C¢(B).

Theorem 6.3 Let B € O[—a, al". If

CFP fl(l/fl\/(\f)(m(fl(B)))D > £1(4/d/n+ Tw(£1(B))) or
! (I9EL(HmELBI) > £1(6v/d (n + 1) w(£1(B)))

and

< 1 min {1, w(B)}
T 128ydn  max{l,a}

then CJ[;' (B) holds and, hence, so does C y(B).
Corollary 6.4 Algorithm 3 is correct.

Proof of Theorem 6.3 Note that the conditions of Propositions 6.1 and 6.2 are satisfied.
Therefore, using our hypothesis on the magnitude of u, we have

1Fm(BY)| > £1(IFL(NHm(EL(B))]) — vV log (n + Dmin {1, w(B)},  (6.1)
137 mBYI| > £1(J10EL(F)(m(EL(B)))]) — Vd log (n + 1) min {1, w(B)}. (6.2)
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By error analysis (Proposition A.1), we have that

£1(4vVdvn + Tw(£1(B))) = 4vVdV/n + Tw(B)(1 +63) and  (6.3)
£1(4V/d (n + D w(£1(B))) = 68/d (n + 1) w(B)(1 + 6g). (6.4)

Hence, again by the bound on u, from (6.3) we get

1 min {1, w(B)}
LV Tu(EL(B)) > T T (1= - (6>5)

and from (6.4)

fl(4«/2(n+1)w(fl(B)))>6«/E(n+1)w(B)(1— : min{l’w(B)}>.

SM. max {1, a}
6.6

Now, combining (6.1) and (6.5), we get

| fm(B))| > 2v/d/n + 1 w(B) 6.7)

1 min {l, w(B)} log(n+1) . 1
+2\/3x/n+1w(3)<1 4\/%. max (1.a) W TS mln{l, w(B)}>

and, combining (6.2) and (6.6),

137 m(B))|| > 3d (n + 1) w(B) (6.8)
1 min {l, w(B)} log(n+1) 1
+3x/3(n+1)w(B)(1—6\/E~ el 203D ™ {1,—w(3)}>.

Now, the term between parentheses in the right-hand side of (6.7) is positive since

1 min{l,w(B)}+10g(n+1)min{1 1}
4Jdn  max{l,a) 2Vn+1 " w(B)
1 1
oLt 11,
4/dn 2Vn +1

IA

42

and so is the one in the right-hand side of (6.8) since

1 .min{l,w(B)} log(n + 1) i{l 1 }
6/dn  max{l,a} 2m+1) " w(B)

1 1 1 1
< + <-4+— <1
6dn  2n+1 -6 22

Therefore our claim holds. O
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6.2 Complexity of Algorithm 3

We now prove the analogous of Theorem 5.3 in the finite-precision setting. To do
so we have to slightly modify the sense of the term ‘local size bound’ to take finite
precision into account.

Definition 6.5 A local size bound for C?P is a function bf)’: R” — [0, co) such that
for all x € R”,

x € B e OR", C?P(B) = False
BFP () < inf { vol(B) ’ , 1 min{l,w@B)} \.
! withu < .
128y/dn  max{l,a}

The modification takes into account that the condition CI;P is checked with sufficiently
large precision, as indicated by Theorem 6.3. The theorem below gives us the local
size bound for finite precision.

Theorem 6.6 The map

1

X
(28dnicase (f, x))"

is a local size bound for C I;P (of Theorem 6.3).

Proof The proof is similar to the one of Theorem 6.3. For now on, let B € [JR" be
such that x € B. By Propositions 6.1 and 6.2, and the bound on u, we have that

F1(IEL(HmELB))) > | Fm(B))| — vVdlog (n + D)min {1, w(B)} and
E1(ITELCH)m(ELBN)) > 3] (m(B))]| — Vd log (n + 1) min {1, w(B)}.

By error analysis (Proposition A.1),

1 _ min {1, w(B)}
8/dn  max{l,a}

1 'min{l, w(B)}
8/dn  max{l,a}

4Vdn + 1 w(B)(l + ) > £1(4vVdvn + 1Tw(£1(B))),

6vVd (n+1) u)(B)(l + ) > £1(4/d (n + 1) w(£1(B))).
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By the regularity inequality (Proposition 4.4) and Lemma 3.5, we know that either

F1(IEL(Hm(£1(B)))])
. 1 RN
2V2dkasi (f %) 2

1
—— —2/d B
” 23 2d ki (f , X) B or

E1([9EL(/)m(EL(B))I)
_ 1 _(+Vd-Dyn
2V 2dkqii (f , ) 2

1
— _24d B).
N )

w(B) — v/d log (n + 1) min {1, w(B)}

(B) — v/d log (n + 1) min {1, w(B)}

Hence C?P(B) holds as long as

1
Y /inws
23/ 2d ks (f L x) Vi
1 min {1, w(B)}
>6«/Z(n+1)“’(3)<1+8\/%' max {1, a} >

which is implied by
20d(n+ 1) kaft (f ) w(B) < 1.

This means that C;"(B) is true when vol(B) < 1/(2%dniqs(f, x))", which is what
we wanted to show. O

Using continuous amortization [8, 12] (we use the statement in [11, Thm. 5]), we
obtain the following condition-based complexity analysis of Algorithm 3.

Theorem 6.7 The number of boxes in the final subdivision S of Algorithm 3 on input
(f,a) is at most

d"a"2" e T, (kg (5 )™).

The number of arithmetic operations performed by Algorithm 3 on input (f, a) is at
most

O(dn-l—l at 2" log n+8n N Epe[—a,a]" (Kaff(fa ;)n))
Furthermore, the bit-cost of Algorithm 3 on input (f, a) is at most

O(d" ! a" 2108 +8n N 100 (dna) Eef—a,ap (kaii (f , 1)" 10g2katt (£, X)))
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under the assumptions that floating-point arithmetic is done using standard arithmetic
and that the cost of operating with the exponents is negligible.

Proof The first two claims follow from Theorems 6.6 and 5.2. For the third claim, we
recall the following variant of Theorem 5.2 that can be found in [11, Thm. 5]. Let S
be the final subdivision output by Algorithm 3 and 4 : (0, co) — (0, c0) a continuous
map. Then

h B h(2 2" h bfrp(x)l/n d
<
™ hw(B)) < max | h(2a), /[] e ( . ) NS

BeS

Applying Theorem 6.6, we get that )5 h(w(B)) is bounded by

max {h(za)’ 2}’1 10gn+7ndn /
[

katr (f, )" (2 dnicae (f, %) dx} :

—a,al

Now, we note that testing C ?P at each of the boxes along the way takes at most O(d N)
arithmetic operations and that the number of boxes that the algorithm deals with is at
most twice the number of final boxes. Because of this, the bit-cost of the algorithm
(ignoring the cost of operating with exponents) in floating-point arithmetic is

o (dN Zm%) :

BeS

This is so, because each arithmetic operation takes O(m?) bit-time and mp is the
largest precision needed to test C?P in any box that is an ancestor of B. Hence, by
Theorem 6.3 and the relation of mp to u, taking

h(w(B)) = O <max {log2 2°Vdna, log? 29«/d_nw?B) })

gives the final bound. O

The above condition-based complexity estimate will become the complexity esti-
mates in Theorem 2.7 in the coming Sect. 7.

7 Probabilistic Analyses

In this section, we prove Theorems 2.6 and 2.7 stated in Sect. 2 using Theorems 5.3
and 6.6 and their corollaries respectively.

7.1 Some Useful Tools

The main tools we are going to use are a tail bound on the norm of a random vector
and a small ball type estimate to ensure norm of a random projection is not too small.
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Following [37, 58], we will give explicit constants avoiding the use of undefined
absolute constants. This will require us to sketch some proofs.

Theorem 7.1 Let x € RN be a random vector where each component ; is centered
and sub-Gaussian with Vy-norm K. Then for allt > SK«/N,

2
P (el = 1) SeXp<—(5tT)2>.

Sketch of proof We follow the ideas in [38, Thm. 2.6.3]. Note that ||x|| > ¢ is equivalent
to e*IFI? > s By Markov’s inequality and independence,

N
P(lell = 1) < e Ee I = []Ee

By assumption, for each i,

00 2lE 21 00 2ZK21 21 l e
Eesz,?‘zz _ Z L Z 2D < Z(2eK2sl)l,
! =1 =0

=0

since I! > (I/e)!. Thus, taking s> = 1/(4eK?), we get
P (]l = 1) = 2Ne /K,

The claim is now trivial assuming ¢ > +/8eln2 K JN. O

Theorem 7.2 [33, Cor. 1.4] Letx € RY be a random vector where each component t;
has the anti-concentration property with constant p and P: RN — RN an orthogonal
projection onto a k-dimensional linear subspace of RN. Then for all ¢ > 0,

P (|| Pyl < Vke) < Bpe).
Sketch of proof Note that by assumption, each r; has probability density (with respect

to the Lebesgue measure) bounded by p /2. Then, by [28, Thm. 1.1], Py has probability
density (with respect to the Lebesgue measure) bounded by (p/~/2)¥. Thus

P (|| Pyl < vke) < m(f") :

V2

where wy is the volume of the k-dimensional Euclidean ball. Now, wik*/? <
(26)]‘/ 27k/2 from where the claim follows. O
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7.2 Average Complexity Analysis

The following theorem is the main technical result from which the average complexity
bound will follow.

Theorem 7.3 Let f € Py 4 be a dobro random polynomial with parameters K and p.
Forallx e R" andt > e,

)(n+l)/2

(n+1)/2 L, (nt
P — n
(Kaff(fvx) Zt) <2(n 1) (15 K,O) T

Remark 7.4 By [21, (1)], we have K p > 1/4 for a dobro random polynomial § with
parameters K and p. This fact will be used without mention in the bounds below.

Proof of Theorem 7.3 By Corollary 4.3, we have that «ag (f, x) = [|f||/IIRxf|| with Ry
an orthogonal projection onto the (n 4 1)-dimensional linear subspace X j‘ By the
union bound, for all u, ¢ > 0,

P (kafe (F, x) = 1) < P(Ifll = w) + P (IRl < u/1). (7.1)

We apply now Theorems 7.1 to the first term and 7.2 to the second. Thus for u >
5K \/ﬁ andr > 0,

—u? 3up "
P (kae(f, x) > t) < ex + .
(katt (f, x) = 1) p GK)2 <t — 1)

Wesetu = 5K+/N Int, so we get

15K p/N\' ! (In 1) +D/2
/n_,r_l l‘"'H

for ¢t > e. The inequality n + 1 < N and Remark 7.4 finish the proof. O

P (kafe (F, x) > 1) <tV + (

Theorem 7.3 immediately gives probabilistic bounds for E;ci—q,a1n (Katf (f, ©)")
and Eyc[—g, a1 (Kagr (f, ©)" log2 Kkaff (f, ©)) for a random f. The two corollaries below,
together with Theorems 5.3 and 6.6, give us the proof of the part (A) of Theorems 2.6
and 2.7.

Theorem 7.5 Let f € Py 4 be a dobro random polynomial with parameters K and p
andoa € [1,n + 1). Then

ay/n+1 N (n+1)2
EiErer—a.ap D% <4 25K n—H'
fllre[—a,a] (kafe (F, %) < n+1_a<n+1_a) ( P)

Corollary 7.6 Let | € Py g be a dobro random polynomial with parameters K and p.
Then

Ef]EgE[—a a]" (Kaff(f’ I)}’l) S N(n+1)/225n+(3/2) logn+15/2(Kp)n+l‘
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Corollary 7.7 Let § € Py.q4 be a dobro random polynomial with parameters K and p.
Then

EfEel—a.ap (Kot (f. ©)" log*kast (f, 1)) < N HD/226m4 G2 loent 12 (gpyntl,
Proof of Theorem 7.5 By the Fubini—Tonelli theorem,
EfEre—a,ap Katt (F, D)%) = Erei—a,a1e Ef (katr (F, "),
so it is enough to have a uniform bound for
o
s (kcatt (F, )%) =/ P (icagr (F, x)® > 1) dt.
1

Now, by Theorem 7.3, this is bounded by

N (n+1)/2 % (In t)(”+1)/2
+1
e‘“fz(m) (I5Kp)" /1 G

After the change of variables t = ¢®/("*+1=% the bound becomes

a N (n+1)/2 o
&Y +2 (15 Kp)n-H/ S(11+1)/26—s ds
n+l—a\(n+1—-—a)(n+1) 1
(n+1)/2
S . N r( 53 s & pyr
n+l—a\(n+1—a)(n+1) 2

where I' is Euler’s Gamma function. We note that ¢* < ¢"*! and that, by the Stirling
estimates,

3 3\@+2)/2 N2
r(";r )5¢2n(”; ) 5«/2n<n+ > .
e

e
Combining all these inequalities, we obtain the desired upper bound. O
Proof of Corollary 7.6 We take o = n in Theorem 7.5. O

Proof of Corollary 7.7 Recall that log®y < 5./ for y > 1. Hence

EiEref—a.ap (katr (f, )" 10g katr (. 1) < 2 EfEeei—a.ap (katr (. 1) /)
and the claim follows using Theorem 7.5 witha = n + 1/2. O

We can finally prove the average complexity bounds in our main theorems.
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Proof of Theorem 2.6 (A) The expected number of boxes we want to bound is bounded
by the expectation of the estimate for this quantity in Theorem 5.4 with respect to a
dobro random | € P, 4, that is,

dl’l max {1’ an} on logn+9n/2 ]EfePn_dE;e[—a,a]” (Kaff (ﬁ x)n)

A bound for the inner double expectation is in Corollary 7.6. The bound for the
expected number of operations is similarly derived. O

Proof of Theorem 2.7 (A) Similar to the proof above but using Corollaries 7.6 and 7.7
to get upper bounds for the two expectations (arithmetic cost and, also now, bit-cost).
]

7.3 Smoothed Complexity Analysis

The tools used for our average complexity analysis yield also a smoothed complexity
analysis (see [35] or [2, Sect.2.2.7]). We provide this analysis following the lines
of [22].

The main idea of smoothed complexity is to have a complexity measure interpolat-
ing between worst-case complexity and average-case complexity. More precisely, we
are interested in the maximum—over f € P, 4—of the average cost of the algorithm
when the input polynomial has the form

do:=f+ollflg (7.2)

with g € P, 4 a dobro random polynomials with parameters K > 1 and p, and
o € (0, 00). Notice that the perturbation o] f|| g of f is proportional to both o and || f||.
The following lemma shows how Theorems 7.1 and 7.2 apply to this class of random
polynomials.

Lemma 7.8 Let q, be asin (7.2). Then fort > 1 + oV N

—( =1
P > < _
(lgoll = 4l £ 1) < exp 05K)2
and, for every x € R”,
3pe n+1
P(IRyaoll <€) < <—)
o ollflIvn+1

where R is as in Corollary 4.3.

Proof By the triangle inequality we have P (|lq, || = ¢l fI) < P (gl = (¢t — 1)/0).
Then we apply Theorem 7.1 which finishes the proof of the first claim. The second
claim is a direct consequence of Theorem 7.2. O

As in the average case, this leads to a tail bound.
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Theorem 7.9 Let q, be as in (7.2) and x € R". Then for o > 0 andt > e,

N (n+1)/2 (In t)(n+l)/2 1 n+1
+1
P (kaf (9o, %) 2 1) < 2<n+1) ASKp)"™ — (1 +;) :

Proof We proceed as in the proof of Theorem 7.3, but with Lemma 7.8 using u =
Ifl(c5K~/N1Int + 1). This gives the desired bound arguing as in that proof after
noticing that

u <|[|fII(1 +0)5KvVNlnt,

which holds since SK+/N Int > 1. O

As in the average case, Theorem 7.9 yields probabilistic bounds for both
E;E[—a,a]" (reatt (F, v)") and IEj;e[—a,a]” (reat (F, " logz’(aff(fa r)) for random f. The two
corollaries below, together with Theorems 5.3 and 6.6, give us the proof of the part (S)
of Theorems 2.6 and 2.7.

Theorem 7.10 Let g5 be asin (7.2) and o € [1,n + 1). Then for all f € Py 4 and all
o >0,

qu EIE[—a,a]” (katf (9o ;)ot)

1 N (n+1)/2 1 n+1
gVt QsKkp)t 14+ =) .
n+l—a\n+1—«a o

Proof The proof is as that of Theorem 7.5, but using Theorem 7.9 instead of Theo-
rem 7.3. o

Corollary 7.11 Let q4 be as in (7.2). Then for all f € Py 4 and all o > 0,
1 n+l
Eq, Exe[—a,a) (Kaft (do ") < N+D/2 25n+6/2) 10gn+15/2(K,0)n+1 (1 + _> .
o ) 9 P U

Corollary 7.12 Let q, be as in (7.2). Then for all f € Py qand allo > 0,

Iqu ]E(re[fa,a]" (Kaff (9o » ;)n logzKaff(qa 1)

n+1
< N(n+1)/2 26n+(3/2) logn+12(Kp)n+l (1 + l) .
o

Proof of Corollaries 7.11 and 7.12 We do as in the proof of Corollaries 7.6 and 7.7 but
using Theorem 7.10 instead of Theorem 7.5. O

We conclude showing how the smoothed complexity estimates follow.

Proof of Theorem 2.6 (S) The proof is the same as that of Theorem 2.6 (A), but using
Corollary 7.11 instead of Corollary 7.6. O

Proof of Theorem 2.7 (S) The proof is the same as that of Theorem 2.6 (A), but using
Corollaries 7.11 and 7.12 instead of Corollaries 7.6 and 7.7. O
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Appendix A Proofs of Propositions 6.1 and 6.2

We proceed by introducing a new error symbol which will make our manipulations
easier, then we recall some fundamental numerical algorithms for computing inner
product and monomials and we apply them to the computed quantities during the
execution of Algorithm 3.

A.1 The Arithmetic of Error Accumulation

To ease the technique of [26, Chap. 3], we will use the symbol 6; allowing any real
number k£ > 1 in the subindex. Note that this does not affect any of the results. As the
symbol 6; might be difficult to parse, let us explain in more detail how it works. Let
¢ be some arithmetic expression. Whenever we write an expression of the form

£L(G(x) = (x, 6,y ....0,) (A1)
for some arithmetic expression ¢~5 and for some real numbers ¢, ..., > 1, we will
mean that, as long as max {t1, ..., t,}u < 1/2, we have

£1(p(xX) = (x,T1, ..., T0)

for some

nua nua frua frua
ne|l—-———|,..., €|l —/—m, — |.
1—fu 1—1u l1—tu 1—1tu

We note that in this notation we are allowing more freedom as we do not require
11, ..., tg to be integers. Furthermore, and this will make it computationally as useful
as Landau notation, we introduce the following additional, asymmetric, notation.
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Assume max {f, ..., t¢, 1], ..., té,}u < 1/2 and x € R. We write
Ax, 6y ..., 6,) = ¢>’(x,0,i, ...,9,{;,) (A2)
to mean that for every
i i tou teu
Tle _—7—»"'1‘[[6 -5 . >3 . |
l—tu 1—rtu 1—tu 1—1tmu
there exist
, fu fu , t,u t,u
Tl (S - 7 7 g e e ey TK/ S - 7 ) 7
l-—fju 1—-1tu 1—t[,u 1—tl,u
—of course, depending on 71, ..., Tp—such that

G, T, T) = (X, T, T,

This is consistent with notation (A1) in the sense that if both (A1) and (A2) hold then
£1(¢(x)) = ¢'(x, 6, ..., 6;). This will allow us to mechanically perform the finite
precision analysis using the following rules.

Proposition A.1 For all s, s’ > 1, the following holds for the error symbol:

(El) Ifs < s/, 0, = 0.

(E2) 65 + 0y + 60,0y = b4 y. In particular, 6 + 0y = 054y and (1 4 65)(1 4 6y) =
I+ Oy

(E3) (14+6,)"! =1+ 6.

(E4) JT+6,=1+6,.

(E5) Forallt € R, t05 = [t|05 = Omax (1, ¢]}s-

(E6) Forallt,t" € R, t6; +1'0y = (|t| + It'])Omax (s, y)-

(E7) Forallt,t' € (0,0), ift <t, then t0; = t'6;.

(E8) [T+ 65| =1+ 6.

Proof This follows from [26, Lem. 3.1 and 3.3] O

The definition and properties of 6 follow the lines of classical error analysis, as
e.g., in [26, Chap. 3]. Our presentation may differ in minor details which we have
chosen for our own convenience. In all what follows, the round-off unit u is always
sufficiently small, so that the inequalities ru < 1/2 hold true for the values of ¢ at
hand. As is customary in finite-precision analyses, we will not explicitly point to these
bounds.

A.2 Basic Finite Precision Algorithms

The following two propositions show the nice properties of the numerical computations
that underlie the Algorithm 3. Their statements refer to three aspects: (1) the number
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of arithmetic operations performed, (2) error estimates for a given input, and (3) error
estimates for approximate inputs. From these bounds we can obtain bit-complexity
estimates, as floating-point operations take O(|log u|?)-time (this being non-tight, one
can obtain better bounds using fast multiplication algorithms).

An algorithm computing inner products with sharper error bounds was recently
analyzed in [1] (see also [27] for a survey on another family of recent improvements
in this respect). For our purposes, however, the simpler Proposition A.2 is sufficient.

Proposition A.2 There is a numerical algorithm which, with input x,y € R™, com-
putes (x, y). This algorithm satisfies the following:

(i) It performs O(m) arithmetic operations.
(1) Oninput x,y € F™, the computed value £1 ((x, y)) satisfies

£1((x, ¥)) = (x, y) +{Ix], [¥]) Gog m+2.

where |x| = (|x1], ..., |xn])-
(iii) Assume x,y € F™ and x, y € R™ are such that, for all i,

i =xi + 10 and ;i =y +1]0c

for some t,1' € [0,00)" and €, €’ > 1. Then the computed value £1 ((X, ¥))
satisfies

EL (%, 7)) = (x, vy +max {(Ix, [yD, el [vD, el 16D, (el 121} Grog mteter+2-

Proposition A.3 There is a numerical algorithm which, with input x € R™, com-
putes || x||. This algorithm satisfies the following:

(i) It performs O(m) arithmetic operations.
(ii) On input x € F™, the computed value £1(||x||) satisfies

£1(xID) = llxll(1 4+ Brog m+3)-
(iii) Assume x € F™ and x € R™ are such that, for all i,
Xj = xi + 1ibe
for some t € [0, 00)™ and € > 1. Then the computed value £1(||X||) satisfies
ELAXID = Nlxll +max {{lxl, 1711} Orog m+e-+3-

Proposition A.4 There is a numerical algorithm which, with input x € R" and o € N,
computes x*. This algorithm satisfies the following:

(1) It performs O(log|a|) arithmetic operations.
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(i1) On input x € F", the computed value £1(x*) satisfies

o

o 1 _ . 1
fl(x“):[x (14 Ojaj—1), iflal > 1,
X

, otherwise.
(iii) Assume that x € F" and x € R" are such that, for all i,
Xi = x;(1+6)

for some t € [0, 00)™ and € > 1. Then the computed value £1(x%) satisfies

x*(1 4 Og(140)=1), ifa #0,
, otherwise.

F1(FY) = {

Proof of Proposition A.2 The algorithm will first perform all the products x; y; and them
perform their sum by recursively dividing the sum into

inyi + inyi,

iel ielC

where I and its complement, / C have size almost equal, differing in at most one.

(1) We initially perform m products and then m — 1 additions. Note that the latter is
independent of how we achieve the final sum, we sum as we do to minimize the error.

(i) We will prove using induction the stronger claim that for the above algorithm

£1 ({x, y) = (e, y) + (Ix L YD) Oiogm1+1-

where [x7] is the minimum integer bigger or equal than x. Note that the claim is true
for m = 1 and m = 2. By the recursive nature of the algorithm, we have that

m
£1 (inyl) =f1 <me) Fer ) xv
i=1

iel ielC

- {in)’i + (Z |xi||Yi|> Ortog |111-+1

iel iel

+ > xiyi + | Do willyil | Briog i1 | (1+61)  (induction)
iel® iel®
n n

= { > xivi+ (Z |xi||)’i|> 91ogmax{|1|,n—|1|}+1} (1+61)

i=1 i=1
= (6. ) + (Ix. [1) Onogmas 111a—11111+1) (1 + 61). (E6)
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Now, when |/| and n — |I| differ in at most one, we have that

(10gmax{|l|,n — |I|}—| + 1 < [logn].

Thus
= ((x, ») + (21, Y1) Oniogn1) (1 + 61)
= (x,y) + (x, ) 01 + (Ix], 1Y) (Briogn1 + Oriogn161)
= (x, y) + (IxI, [yDO1 + (Ix], [¥1) (6riogn1 + Ofiogn161) (X, ¥) < (Ix], |y])
= (x,y) + (Ix], [y1) (Oriogn] + 01 + Oriogn161) (ED)
= (x, y) + (Ix], [¥]) Oriog n1+1- (E2)

(iii) Note that

(X, ) = (x, 9) + ((t:0e), y) + (x, (16)) + (i), (1;0c))
= (x, ¥) + It], 1YDOe + (Ix1, 1" + (21, 1£]) Ocbe (E6)
= (x, y) +max {{¢], [yD), {Ix], [£']), (Ie], 11D} (G + O + Ocbe)  (ET)
= (x, y) +max {{[¢], [yD), {Ix], [£']), (It], 1)} Oeer- (E2)

An analogous statement holds for (|x|, |¥|). Now, combining this and (A.2), we get
that

£1((X, 3) = (X, 3) + (X1, [J]) Clogm+2
= (e, y) +max (el 1), (Ixl (2D, (el 12D} Oeter
+ ((xl 1y A+ max (el [v1), (x] 12D, (el 12D berer) Blogm+2

= (x, y) +max {{lx], [y, (Il y1), (xl, 10, (el 1)) (E7)
' (95+e’ + 910g m+2 + 95+e’910gm+2)
= (x, y)+max {(|x], [y[), (2], Y1), (xls 127D CleL 12D} Gogmeterer+2- O
Proof of Proposition A.3 The proof is analogous to that of Proposition A.2. O

Proof of Proposition A.4 The proof is analogous to that of Proposition A.2, but we have
to take into account that errors accumulate additively since in each multiplication the
errors of the computed quantities are added by (E2). O

A.3 The Final Proofs

The following lemma is useful.

Lemma A.5 There is a numerical algorithm which, with input f € Py 4, computes the
Weyl norm || f || of f. This algorithm performs O(N) arithmetic operations, and, on
input f € Pna NF[X1,..., X,], the computed value £1(]| f1|) satisfies

ELALAID = AN+ Orog N+8)-
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Moreover, for general f € Py 4,

EL(rCHID = 1A IA + brog N+9)-

Proof To compute the Weyl norm, we first compute the vector

(e

and then its norm. To compute the vector, we take the floating point approximation of
(Z) we compute its square root and we divide f, by the computed square root. Hence

d\1/2 J\12 1+ 6,
fl o = o e
<<Ol> f) (a) J V1I+601(1+01)
—-1/2
= (a) fou(1 4 65) (Proposition A.1)

Now, the lemma follows from Proposition A.3. O
We can now give the proofs of Propositions 6.1 and 6.2.

Proof of Proposition 6.1 We first compute f(x) as ((fy), (x%)), where the x* are com-
gyted one by one, and then divide the result by the computed || £||[|(1, x)[|¢~! to obtain
f(x). By Propositions A.2 and A.4 and (E7), we have that

£1(f()) = F0) + 1IN, 01 hog a1

since ((| ful), (Ix%])) = g(|x|), where g = 3", | fu| X, is bounded by || £]| [I(1, x|,
by Lemma 3.5. Also, by Proposition A.3, Lemma A.5, and (E2), we have that

EL AN DD = 1A, D191+ Glog Ntd logtnt 1)+4d+2) -

Now, N < (n + 1)" . Thus we have that

EL(f(x) = )+ 11 IL ) N903a10gm+1)  and
ELAIICA, D197 = 1A1IA, 197 (1 + Osat0g(a41)) -

Although, doing this we are not obtaining tight bounds, we have to recall that the
number of digits is proportional to the logarithm of what is inside 8. To finish, we only
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have to do the division. Thus

£1(f(x))
EL(FII(L, x)[197)
_ SO I, D B51050-1) 0o
AL 19T+ 1a10800+1))

@)+ 1L ) B3 10g(n+ 1)
B 1 + 084 10g(n+1)
= (F) + (L, ) G3a10gu+1) (1 + Ot6d10a041)+1)
= Fo)+ fx) 010d log(n+1)+1

+ 1(L, ) [1(B3d 10g(r+1) + O3d10g(n+1)P14d 1og(n-+1)+1)
= F) + (L 0 (G164 1og(ns1)+1

+ Bd1og(n+1) + O3 logn+1) 0164 log(n+1)+1)

£F1(F(x)) = (1 +6y)

(1+61)

T+ 11, )1 0194 tog(nt1)+1
S )+ 11, ) [ 6204 10g(n+1)

where the first equality follows from the way we compute f(x), the second one from
the above identities, the fourth one from (E3) and (E2), the sixth one from Lemma 3.5
and (E7), the eighth one from (E2), and the last one from (E1). The result for r(f)
and r(x) follows similarly. O

Proof of Proposition 6.2 We compute each d; f (x) as we computed f (x). After that, we
compute |3 £ (x) |, d|| £1I|(1, x)||“~% and their quotient. By Propositions A.2 and A .4,
and (E7), we have that

£10; f(x)) = 9; f(x) + 9;8(|x]) brog N+d+1
where g = > | ful X“. Now, by Proposition A.3, we have that
110 f D = 19 f ()l + max {[[d f (x)I, dg(x DI} Gog N+log n+d-+4-

However, by Lemma 3.5, ||0 f (x)|| and ||dg(]x])|| are bounded by d|| £ || (1, x4
Thus, by (E7),

E1(10£C)D = 19.£ I +dl AT )1 rog N+1ogntd+4-
Again, by Proposition A.3, Lemma A.5, and (E2), we have that

EL@I AN D172 = dIFITA, Y7 (1 + Blog Nt togn+1)+4d+2) -
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Now,as N < (n + 1)d, we have

ELDLCON) = N1 F I+ dIFINIL, )19 070100041y and
EL@I LN DN = dI £ O172(1 + Osa10gm+1))-

Now, arguing as in Proposition 6.1, the desired statement follows.
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