Journal of Nonlinear Science (2024) 34:15 NOIf!JjIleaI'
https://doi.org/10.1007/500332-023-09994-y Science

®

Check for
updates

Phase-Amplitude Coordinate-Based Neural Networks for
Inferring Oscillatory Dynamics

Talha Ahmed' - Dan Wilson'

Received: 3 March 2023 / Accepted: 16 October 2023
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2023

Abstract

The dynamics of a periodic nonlinear system can be represented accurately beyond
the limit cycle in a reduced-order phase-amplitude coordinate-based model reduction
framework. When only observable time series data is available, data-driven strategies
must be employed for model inference. In this work, we propose a data-driven approach
that can predict the unknown, periodic terms of a phase-amplitude coordinate-based
reduced-order model by considering their Fourier series expansions and reframing
the terms as a composition of a known nonlinear function with an unknown linear
function. These linear functions can be structured as weights of a feed-forward neural
network and learned to obtain a reduced-order model representation valid to arbitrary
orders of accuracy in an expansion of amplitude coordinates by training the network
on observable data. The proposed approach can be used in conjunction with other
recently developed reduced-order modeling approaches to yield very high accuracy
reduced-order models. The proposed strategy is illustrated in a variety of examples
that consider the dynamics of a synaptically coupled neuronal population.

Keywords Model identification - Periodic orbit - Artificial neural networks -
Phase-isostable coordinates - Dynamical systems - Model order reduction

Mathematics Subject Classification 34E10 - 37Cxx - 92Bxx - 68Txx
1 Introduction

Many naturally occurring phenomenon, especially complex dynamical systems, lack a
mathematical model to explain their underlying dynamics. In most cases, one only has
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access to a finite set of observables for the system; to extract useful information from
the available data, data-driven strategies have been developed to infer low-dimensional,
predictive dynamical models (Kutz et al. 2016; Brunton and Kutz 2019). These models
attempt to approximate the full model dynamics of the underlying system in response to
any general stimulus without prespecifying an underlying dynamical structure. Data-
driven strategies are particularly effective in situations where a clear mapping between
state variables and model observables is not available and where the underlying model
mechanisms are not well understood.

To infer a set of equations of a reduced model from a given dataset, numerous
data-driven techniques have been proposed. Eigensystem realization algorithm (ERA)
(Juang and Pappa 1985) works by identifying a linear model for a given nonlinear sys-
tem based on temporal data which is then transformed into modal space for parameter
identification. Similarly, authors in Holmes et al. (1996), Towne et al. (2018), Berkooz
et al. (1993) utilize proper orthogonal decomposition (POD) which is another data-
driven model reduction technique that finds an orthogonal basis to fit the provided
temporal dataset. A dynamical system can subsequently be obtained using Galerkin
projection (Holmes et al. 1996; Noack et al. 2003). Approaches in Schmid (2010),
Rowley et al. (2009), Kutz et al. (2016) employ dynamic mode decomposition (DMD)
which computes a set of linear modes from time series data. Other techniques employ
a prespecified function library from which relevant terms are sparsely selected in a
way to effectively replicate the observable data without overfitting (Mangan et al.
2019; Brunton et al. 2016; Pantazis and Tsamardinos 2019; Schaeffer 2017). Alter-
natively, by incorporating adaptive parameter sets (Wilson 2021b, 2022a,b; Wilson
and Djouadi 2020), reduced-order modeling methods can be devised that can capture
the salient features of the nonlinear system. These adaptive parameters can efficiently
capture the effect of large inputs, that perturb the state far from a nominal family of
attractors that emerge as the adaptive parameter is changed. Various methods are also
based on Koopman operator theory to identify reduced linear model representations.
Koopman analysis can be used to represent nonlinear system dynamics with a linear
representation by lifting its dynamics to an infinite-dimensional linear space (BudiSi¢
et al. 2012; Mezi¢ 2013, 2019). In a data-driven setting, approaches (Geneva and
Zabaras 2020; Kaiser et al. 2021; Lusch et al. 2018) have accomplished this by finding
representative eigenmodes of the Koopman operator.

Variations of neural network-based approaches have also been used in previous
works in order to infer dynamics of nonlinear systems. For example, Ortin et al.
(2005) compares performance of feed-forward neural networks with modular neural
networks for inferring chaotic time-delay system dynamics. Reference (Tan and Saif
2000) uses external recurrent neural networks (RNNs) for model identification of spe-
cific processes occurring in an automotive engine. To predict the solution of various
time-dependent and autonomous systems, (Omidi et al. 2022) proposes the idea of
orthogonal neural networks. The predicted systems generally follow singular Emden—
Fowler dynamics, and hence, their behavior can generally be described by either an
ordinary differential equation (ODE) or partial differential equation (PDE). Physics
informed neural networks (PINNSs) (Raissi et al. 2019) are a class of neural networks
for model identification of systems involving nonlinear partial differential equations
(PDESs). The approach incorporates PDE-based domain knowledge into essential com-
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ponents of the neural network’s training process, thus allowing for convergence to the
optimal solution even with limited training input data. The PINN-based approaches
can also be adjusted to solve both the forward and inverse problems for PDEs given
a set of noisy measurements from a dynamical system. Feed-forward artificial neural
networks have also been used in literature to perform model identification of nonlinear
dynamics. Presented in Wray and Green (1994), the approach computes Volterra kernel
representations for dynamical systems by assuming equivalency of Volterra series to
feed-forward neural networks and utilizing the network’s internal parameters. Work in
Masri et al. (1992) uses the idea of dynamic neurons in feed-forward neural networks
in order to capture system nonlinearities. For long-time predictive modeling of non-
linear dynamical systems, authors of Pan and Duraisamy (2018) modify feed-forward
neural networks to augment Jacobian regularization in the network’s loss function.

In this work, we consider data-driven strategies for reduced-order model iden-
tification of oscillatory dynamical systems. In these applications, phase-amplitude
coordinates provide a robust modeling framework for identifying a reduced-order
model that can effectively represent the full model dynamics of the underlying peri-
odic system (Wilson 2020c; Ahmed and Wilson 2021). If the mathematical model
is known, various approaches have been proposed that employ the direct method to
compute the necessary phase and amplitude response curves (Wilson 2020c; Wilson
and Ermentrout 2019). However, there are no general strategies available for systems
with multiple amplitude coordinates and for systems that require accuracy beyond
linear order. An alternative data-driven framework for phase-amplitude reduction was
derived in Wilson (2020a) which employed a proper orthogonal decomposition (POD)
reduction strategy to identify important features of the transient decay of solutions to
the limit cycle. The extracted features can be explicitly related to phase-amplitude
coordinates and ultimately define so-called data-driven phase-amplitude coordinates
that are valid in the entire basin of attraction of a limit cycle. The efficacy of the
approach is also illustrated in the work done in Ahmed and Wilson (2021) which
also utilized these data-driven phase-amplitude reduced-order model representations
to obtain optimal control inputs for mitigating the effects of jet lag. Related work in
Wilson and Djouadi (2019) and Wilson (2021a) proposed a least-squares model fitting
approach using the steady-state response to periodic forcing. However, the strategy
only works with sinusoidal inputs limiting its utility for model fitting, requires a sub-
stantial amount of data and is sensitive to noise.

Recently, a strategy for reduced-order model identification was developed for
dynamical systems with fixed points employing neural networks based on isostable
coordinates (Mauroy et al. 2013; Wilson and Moehlis 2015), which represent level sets
of the slowest decaying eigenmodes of the Koopman operator. This is done by refram-
ing the isostable coordinate-based input—output dynamics in terms of the composition
of a set of known nonlinear functions and unknown linear functions such that the
unknown coefficients correspond to the neural network’s weights and learning them
through training the network. In this work, we extend this idea for nonlinear periodic
systems by structuring neural networks in terms of phase and isostable coordinates
to extract a reduced-order model representation. Unlike other data-driven approaches
such as SINDy (Fasel et al. 2021) which utilize neural networks to identify terms of
the reduced model’s right-hand side, our approach uses the neural network to learn the
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reduced model’s unknown coefficients and provide a solution that can approximate
the full model dynamics given an initial condition. The learned coefficients can also
be utilized independently to obtain the corresponding isostable and phase response
curves which can be used for further analysis of the full model dynamics. Our pro-
posed approach restructures the neural network based on phase-amplitude dynamics in
order to derive a reduced-order model. By contrast, the structure of PINNS is tailored
to a given application. Moreover, our approach does not require any prior domain
knowledge including any physical laws that govern the dynamical system in consid-
eration. Also, our proposed approach builds the artificial neural network according to
the derived reduced-order phase-amplitude coordinate dynamics rather than utilizing
the network as a black-box like most vanilla neural network approaches do.

The organization of this paper is as follows: Sect.2 provides necessary back-
ground on the phase and amplitude coordinates as well as previously developed
phase-amplitude-coordinate-based model order reduction frameworks for oscillatory
dynamical systems. Section 3 describes the mathematical formulation that allows for
the implementation of the model identification strategy using artificial neural networks
and discusses practical matters related to implementation. Results are given in Sect. 4
where we illustrate the proposed technique through a simple dynamical model along
with a more complicated illustration in a model that captures neural spiking behav-
ior before using adaptive phase-isostable reduction in conjunction with the proposed
framework to emulate full model dynamics of a neuron population. Section 5 provides
a discussion of the proposed strategy in the context of the results and gives concluding
remarks.

2 Background
2.1 Phase and Isostable Coordinates

To begin, consider a general dynamical system of the form (1)

X = F(x,u(t)),
y = Four(x) (D

where x € RY is the system state, F represents the nominal dynamics, Fo, maps
the state to the single observable output y € R, and the system x = F(x, u(t)) has a
stable limit cycle x¥ (po, t) that emerges when holding u(¢) € R constant at pg. One
can define a phase 8 € [0, 2r) valid for all locations on the limit cycle that results
when u(¢) is held constant at the nominal value pg. The phase is generally scaled so
that d6/dt = 27 /T = w. Phase can be defined in the entire basin of attraction of the
limit cycle using the notion of isochrons which are defined such that when u(z) = po,
for any initial condition a(0) € x¥ (po, t), the isochron associated with a(0) is defined
to be the set of all »(0) where »(0) is in the basin of attraction of x¥ (pg, t) such that

Aim fla(t) — b0 =0, @)
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where || - || can be any vector norm. Using the isochron-based definition of phase,
we can encode for the infinite time behavior of solutions. To effectively capture the
transient decay of solutions toward the periodic orbit, it is also useful to consider the
amplitude dynamics. This is possible using Floquet theory (Jordan and Smith 2007).
First define Ax(¢t) = x(¢) — x¥ (po, t) so that to a linear approximation, the dynamics
of Eq. (1) are

Ax = JAx, 3

where J is the time-varying Jacobian of F evaluated at both x¥ (pg, t) and u = py.
Letting @ be the monodromy matrix defined such that Ax(7T) = ®Ax(0), consider
the eigenvalues and associated left and right eigenvectors of ® denoted by A, w;
and v}, respectively. Letting A; be the nonunity eigenvalue (i.e., Floquet multiplier)
of largest magnitude, it is possible to define a set of isostable coordinates valid in the
basin of attraction of the limit cycle according to Wilson and Ermentrout (2018)

Yi) = lim [w 0k, —x0 expar)]. )

where tlli denotes the time of the kth transversal of the 8 = 0 isochron, v(, x) gives the
flow of Eq. (1) under the constant application of u = pg, xg is the intersection of the
periodic orbit and the & = 0 isochron, and k1 = log(A1)/T is the associated Floquet
exponent. The explicit definition in Eq. (4) is only generally valid for the slowest
decaying isostable coordinate, but additional isostable coordinates ¥, ..., ¥y—_1 can
be defined implicitly by considering level sets of Koopman eigenfunctions associated
with the nonunity Floquet multipliers of the linearized dynamics. A detailed discussion
about the relationship of isostable coordinates to the Koopman operator can be found
in Kvalheim and Revzen (2021), Mezi¢ (2019).

2.2 Model Order Reduction Using Phase-Amplitude Coordinates

By assuming that both u(7) — pg and x —x? (po, t) are order € terms at all times where
0 < € < 1 and py = 0, one can asymptotically expand Eq. (1) about x (pg, t) to
yield

. oF 2
X=F(X7PO)+8—MU(U+0(€ ), (5)

where the partial derivative is evaluated at both x¥ (pg, t) and pg and U (¢) = u(t) — po
is the input. Changing to phase and isostable coordinates via the chain rule as in Wilson
and Moehlis (2016), Wilson and Ermentrout (2018) gives

.90l ( aF ) )

0=— (F@, po)+—U@®)+ 0>
0x ou

w+ ZOU @)+ 0(?), (©6)

9 T
W (F(x, o) + EU(r)) + 0
X ou

s
Il

0
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=iy + ;O U@) + 0,
j=1,...,8 @)

where Z(0) = g—i . %—5 and /;(0) = % . %—5 are the phase and isostable response curves.
It is often possible to ignore isostable coordinates v; for which the corresponding
Floquet exponents « ; are large in magnitude so that they decay rapidly (Monga et al.
2019; Wilson and Ermentrout 2019; Wilson 2020b); in this work, only 8 isostable
coordinates are considered so that the resulting model has a lower dimensionality than
the full model.

Although standard phase reduction has been used extensively in literature for model
reduction of systems with periodic orbits, it has its own set of drawbacks. The main
limitation of the phase-based framework is its inability to account for large inputs,
which makes it unusable in many real applications. As a workaround to this limitation,
one can consider amplitude coordinates in conjunction with the phase dynamics. Here,
a slight modification of the phase-amplitude coordinates from Wilson (2020c) is used
to yield the reduced-order model of the form

b=w+ZO,Y1,...,¥pU@),
Vi =k + 10,1, ... Yp)U ),
j=1,...,8,
(P, 0, V1, ..., ) = y(xV(po,0) + GO, V1, ..., ¥p), (8)

where Z(0, Yr1,...,¥p) € Rand I;(0, ¥, ..., ¥s) € C provides an approxima-
tion for the phase and isostable response curves for arbitrary orders of accuracy
in an expansion of isostable coordinates centered at the periodic orbit x¥ (pg, 0).
GO, Y1,...,¥p) € RY provides a good approximation for y(po, 0, ¥1, . . ., Yg) —
y(x” (po, 0)). Considering the Taylor expansion of Z, I; and G in a basis of the
nontruncated isostable coordinates near the periodic orbit, one finds

J

B B B i
2O )~ ZO) + Y [mZ O]+ D vz @ |+ YD [z o)+

k=1 j=1k=1 i=1 j=1k=1
(€))
5 B i - P y
L@ )~ LO+ Y [wdk @]+ XY [wwtlf @]+ 3 Y [wwwai @] + ..
k=1 Jj=1k=1 i=1 j=1k=1
(10)

B B B i
GO~ Y [net @]+ 22 [wme ©) + 32 [wviwe @] +.... (A1)
Jj=lk=1 i=1 j=1k=1

k=1

forn =1, ..., B. Note that in the reduced-order model (8) given above, it is assumed
that both U () and each isostable coordinate v/, ..., ¥g are order O (¢) terms. There-
fore, 1,(0), 1X(0), I}*(6) as well as Z(6), ZK(©), Z/*(9) from the expansion (10)
and (9) are commonly referred to as first-, second-, third-order terms, respectively, of
the reduced-order model. Likewise, from Eq. (11), g€(8), g/%(#) and g"/*(6) will be
referred to as the first-, second-, and third-order terms, respectively, with this conven-
tion also being followed for higher orders.
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3 Problem Formulation and General Approach

3.1 Problem Description

It is possible to directly solve for each of the g'7*-(), Uk (9) and I,’;jk"'(e) terms
from Eqgs. (9), (10), (11) if the underlying model equations from (1) are known as
described in Wilson (2020c). In case the model dynamics are unknown, the necessary
terms must be identified using data-driven methods. Our proposed framework trains an
artificial neural network through gradient descent by considering a collection of output
measurements yy(¢), y2(¢), ..., y,(t) that result from the application of an arbitrary
collection of applied inputs Uy (t), U2(t), ..., U, (¢) fort € [tg, t1] on a general system
of the form of Eq. (1). Using this strategy, we infer the unknown terms from Eqgs. (9),
(10) and (11) to arbitrary orders of accuracy in the expansion of phase and isostable
coordinates. We emphasize that Sect. 3 assumes that the value of py is fixed, i.e., that
the resulting terms of the reduction in Eqs. (9), (10), (11) are associated with a single
periodic orbit x¥ (pg, t). The resulting model inference strategy can be repeated for
different values of py if necessary.

3.2 Reframing the Dynamics for the Neural Network

Using the phase-amplitude coordinate-based reduction of the form (8), we reframe
the problem so that neural networks can provide an appropriate solution. Each of the
terms Zk(9), g% () and /¥ () from Egs. (9), (10), (11) will be written as a
series of Fourier coefficients, i.e.,

X(0) %GXO'FZ[QXJ' sin(jO) + bx; cos(jO)], (12)
j=1

where X € [Z1/k+, [1/K giik-] and m is the number of Fourier coefficients consid-

ered. By learning the coefficients of these terms to a desired order of accuracy in both
the isostable coordinate and the Fourier series expansion, a reduced order model can
be obtained that accurately replicates nonlinear behaviors of the underlying system
(1). Letting ¥ = [¥y, ..., 1//5]T and considering the phase and isostable dynamics,
we can use a forward Euler method of solution with a timestep of A to represent the
phase and isostable coordinates as well as the corresponding outputs at r + Af as

O+ At) = fO@), Y1), U(t))
k
=0() + A1+ ZOOU AL+ Y [ ZLOONU DAL + ...
j=1

=0(1) + wAl + |:azo + Y lazj sin(jO®) + bz; cos(j@(t))]:| U(t)At
j=1
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B m
+y |:aZA|O + Z[azklj sin(j6(1) + by cos(j@(t))]i| Y OU DA + ...,
k=1 j=1
Yt + A1) = hi (0(1), W (@), U (1))
k
=1+ ke AP (1) + L (0 @)U (1) At + Z[Wk(t)lkl @ENIUOAL+...,

j=1

= (1 + ke AP (1) + |:a1ko + Z[alkj sin(jo (1)) + by, j COS(je(l))J:| U(t)At
j=1
B m

+ ) [ ago+ Y lag; sin(iOM)) + by ; cos(ON] | YU DAL + ...,

k=1 j=1

k=1,..., 8,
y(@) = y(x¥ (po, 0(1))) = g(O(1), (1)),

B

= [agko + 3 lag sin(o0) + by cos(jeo»]} Yi0)
j=1

k=1

! m
Y3 {aglko + ) lagn; sin(io () + by cos(jQ(t))]:| VIOYED) + ...
=1 k=1
(13)

j=1

Above, the functions £y, ..., hg and f consider the current phase and isostable
coordinates as well as the perturbation input and map to the phase and isostable
coordinates At time units later. Each hj; with associated IRC [ and f associated
with PRC Z, defined according to the Taylor expansion in (9) and (10), respectively,
is linear in a basis of lifted coordinates consisting of both the state and input. For
instance, when using only one isostable coordinate (i.e., when = 1), one can write

Y1t + A = (1 + k1 ADY1 (1) + [1OO)U (O AL+ L OO (DU (DAL ...,

=l +x1ADY1 (1) + |:a110 + Z[allj sin(j0 (1) + by, COS(jQ(t))]:| U(t)At

j=1

+ [a,llo + Z[a,llj sin(j6 (1) + by ; cos(j@(t))]:| ViOUBOAL + ..., (14)

j=1

Keeping this in consideration, each /4 can be taken as the composition of two functions
hy =wgony, (15)

fork =1,...,8, where ny : S x CP xR — CO, w : C& — C, and g is the size

of the lifted basis. For example, when f = 1 and taking the asymptotic expansion

to third order of accuracy in the isostable coordinate with first-order Fourier series

expansion,
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_ - [1 4+ k1 At]

i aj :)th

U 1
sin(6)U Z’llii

cos(0)U il
U allloAt

_ _ T
nl(97 ¢1,U) == s1n(9)¢1U , Wi —l’l[(g, ‘(//17 U) a,111At . (16)

cos(O)y U b,}llAt
YU apngAt
sin(ew%zU an At
Lcos(@) ViU by At

The terms 1#13U and / 1“1(9) and higher terms are truncated at third order of accu-
racy as U and y; are both O(¢). The coefficients that comprise each wy need to be
learned alongside the corresponding coefficients for both Z and G in order to obtain
the reduced-order model representations. Similarly, f can also be written as the com-
position of two functions as

f=wzonz, (17)

whereny : Sx CP xR — Ce*tl wy : Cet! — R. Here, o+ 1 is the size of the lifted
basis. As done before, taking the asymptotic expansion to third order of accuracy for
one isostable coordinate with first-order Fourier series expansion,

_ - 1

f) At
U azoAt
sin(0)U aziil
cos(6)U bziAl

nz@. . U = | U |, wz=ng@ g )7 | Y20 (g

sin(0)y1 U azi At
cos(0)y U bZ}]At
YU azigAt
sin(6)y7U apn, At
[ cos@)yU | b At

Finally, we can consider g as the composition of two additional functions as well
¢ = wg ong, (19)

where ng : S x C# — €21, wg : Co~! — R. Here, o — 1 is the size of the lifted
basis. Taking the asymptotic expansion to third order of accuracy with one isostable
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coordinate with first-order Fourier series expansion,

Vi [ agio ]
sin(0) v g
cos(@z)lﬂl bgy
Vi aglig
nG@. Y1) = | sin@ Y |, we =nc@® v)" | agny |. (20)
cos(0)11f12 bgnl
I/f? gling
sin(0) ¥} agin
| cos(O)y5 | L bty |

For a general system of the form (1), the nonlinear functions nz, n; and n¢ are known
once the order of accuracy along with the number of isostable coordinates is specified.

On the other hand, the functions wz, w1, ..., wg and wg are linear and contain the
unknown coefficients that need to be learned and are comprised of the Fourier series
ijk..

coefficients of the terms Z/%(0), I,;/"(0) and g'/*(#) from Egs. (9), (10) and
(11), respectively. Hence, the phase and isostable coordinate update rules from (13)
are specified through the identification of these unknown Fourier series coefficients.

3.3 A Data-Driven Approach for Model Identification of Oscillatory Dynamics
Using Neural Networks

Ultimately, the goal is to infer the Fourier series coefficients comprising the unknown
terms from Eqgs. (15), (17) and (19) as described in Sect. 3.2, along with the decay

rates k1, ..., kg using discrete sets of observable measurements [y;(f), y;(to +
At), ..., yj(to+nAt)] that result when applying inputs [U; (tp), Uj(to+At), ..., U;
(to + (n — 1)Atr)] to the system for j = 1, ..., v, yielding a reduced order model

of the form in Eq. (8). Here, v is the number of distinct input profiles, U (¢) and
each of these input profiles has n measurements. Also, it is assumed that at time
to, the system state is on the limit cycle with initial phase and isostable coordinates
0(to) = Y1(to) = Y2(to) = --- = Yp(to) = 0.

The implementation for the reduced-order phase-amplitude coordinate-based rep-
resentation is done using a multi-layer simple feed-forward network architecture
structured for model learning purposes. A representation of the network structure is
shown in Fig. 1 which is based on the mathematical formulation from Sect. 3.2. First,
the neural network’s input layer accepts a concatenation of the phase coordinate 6 (¢y),
isostable coordinates W (7o) and the applied input U (tp) which is then fed to a nontrain-
able function layer for both phase and isostable coordinate. This layer lifts the input
layer variables to a higher dimension implementing the (known) functions nz and ;.
The lifted states are passed through two respective hidden layers that implement the
linear functions wz and wy, ..., wg to yield both the updated isostable coordinate
W (o + At) and the updated phase 6(fp + At). This intermittent state, comprised of
the phase and isostable coordinate update, is then fed through another nontrainable
function layer which implements the lifting described by n . This second lifted state is
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Plo+ A 1, Perodic | |
H i i |orbit 2, (6), Output Layer
Nontrainable : H i it iy

Function Layer wz H g H i

ke i H Nontrainable
k! i H Function
i ; i Layer 3

Hidden Layer
1

Input Layer

i | Lifted Coordinate Basis | Nontrainable )
w(e) | i i |Involving 6(t), ¥(t) and U(t) | thctlo‘n
i i i ayer

Lifted
i |Coordinate| :
i| Basis |
i | Involving | |

ot +At)| ¢

and |
Ay |

Fig. 1 General architecture for the proposed neural network-based strategy

fed through a fully connected trainable output layer that implements wg and results in
an intermediate output denoted by g(0, ¥). Another intermediate output is generated
by a nontrainable function layer containing the parametric function of the system’s
periodic orbit; this layer takes the phase coordinate update as the input. Summing up
both these intermediate inputs ultimately generates the final output.

The obtained observable estimate at a given time is denoted as y; (¢) and compared
with a system measurement y; (¢) that results from the application of the input U (¢).
Then, we use the current approximation for the update function, for a given set of
input—output measurements y; and U, from Eq. (13) to yield a set of approximations
Ip =1[3;(t0), j(to + A1), ..., ¥j(to + nAr)]. For computing the error between the
estimate and the ground function, the mean squared error (MSE) is taken as the loss
function

v

1 n
MSE = — (to +iAL) — Vi (tg +iA1))2. 21
- ;;(y/(o-ﬂ ) — $(to + i A1) 1)

Note that v represents the number of inputs while n denotes the number of timesteps
for each input. During backpropagation, the weights of the trainable layers, i.e., wz,
wi, ..., wg and wg are updated. In the examples presented in this work, we assume
that isostable coordinates are real and the weights are updated accordingly during
backpropagation. To ensure that the network learns a solution that is generalizable
for a variety of input profiles, the neural network is trained using mini-batch gradient
descent which allows us to train on multiple inputs simultaneously.

As we are learning weights of a linear function, we use a linear activation function
in the artificial neural network. A nonlinear reduced-order model of the form (9)—
(11) can be obtained based upon the learned weights of the network once training
is done that is independent of the artificial neural network. Note that in Eq. (13),
the Fourier series expansion of both Z(0) and I,,(f) forn = 1, ..., § is multiplied
by At; as such, the learned Fourier coefficients for the terms Z(6), Zk@©), ... and
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1,(0), I,If (@), ... will be proportional to Ar. Therefore, appropriate scaling of the
learned coefficients is required during conversion between the discrete time update
rule (13) and the continuous reduced-order model (9)—(11).

Figure 1 illustrates a layer level diagram representing the neural network’s general
architecture employed in this work. Starting from the input layer, it is comprised of
the phase and isostable coordinates value at the current timestep, i.e., 0(t), W(z), as
well as the input, U (¢). These input layer components are then passed through the
functions, n; and nz that transforms these components to the lifted coordinate basis
for both isostable and phase coordinates, respectively, denoted by the nontrainable
function layer. Following that, both the isostable and phase coordinate update rules
from Eq. (13) are implemented by multiplying the lifted coordinate basis with the
coefficients comprising wy, ..., wg and wz; these coefficients are the weights asso-
ciated with the respective hidden layers in the neural network and are learned through
training. The updated phase-amplitude coordinates, 6 (t + At) and W (z 4+ At), are then
computed through the two hidden layers. The updated values are recursively fed back
into the input layer of the network to generate further updates at successive timesteps.
Once all phase and isostable coordinate updates are obtained, these are passed through
ng, to transform W (zr 4+ At) and 6 (r + At) to a second set of lifted coordinates obtained
through another nontrainable function layer. A transitional output, shown as (0, W),
is generated though mapping from the phase and isostable coordinates to the state
from Eq. (13) where w¢ contains the associated weights. Another intermediate output
is generated by a nontrainable function layer containing the periodic orbit function.
Finally, the output layer is comprised of the summation of both of these intermediary
outputs. The predicted outputs [y (fy), y(to+At), y(to+2At), ... ] areidentified recur-
sively and compared with the full model output [y(ty), y(fo + At), y(to + 2At1), ...]
to compute the prediction error needed for training through backpropagation. The
next section details the specific steps required for the training process and the network
implementation.

3.4 Implementation of the Model Identification Strategy Using a Neural Network

Implementation for our neural network-based approach for model identification
described in Sect. 3.3 is detailed here; the network structure is feed-forward with no
recurrent connections. Keras is used for building the neural network on top of Tensor-
flow, a machine learning platform within python; Keras is a deep learning application
programming interface (API) written in python. Furthermore, the training data, i.e., the
phase and isostable coordinates, needs to be generated simultaneously as the learning
proceeds. This is different from conventional supervised learning methods which have
the training data readily available. The process for the model identification strategy is
outlined below. At the start of this procedure, it is assumed that a dataset of outputs
y1(t), ..., yn(t) generated by inputs Ui (¢), ..., U,(¢) has been measured from the
full model. Also, the initial phase and isostable coordinates are taken to be zero and
thus, each of the measured outputs are taken at the periodic orbit x (pg, 6) at 6 = 0.
Finally, for the system under consideration, the representation for its periodic orbit as
well as its natural frequency w is obtained prior to training the neural network.
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Step (1) Initially, specify the number of isostable coordinates 8. Measure the periodic
orbit for the full model and the natural frequency w. Also, set the order of the
Fourier series expansion for each of the terms of Z, I, and G denoted by m.
To avoid overfitting, one should generally use the fewest isostable coordinates
possible. Define functions for the nontrainable function layers that implement
the lifting functions ny, nz and ng from (15), (17) and (19). Also, define the
layer containing the representation of the periodic orbit.

Step (2) Define the artificial neural network’s structure based on the order of accuracy
(in the expansion in isostable coordinates) and the Fourier series expansion of
the functions f, hy, ..., hg and g from Eq. (13). To ensure that the trained
weights directly correspond to the Fourier series coefficients from Egs. (16),
(18) and (20), linear activation functions are used in the network layers.

Step (3) Define an auxiliary function that uses the current network weights to compute
the forward Euler step from Eq. (13). Output predictions yp (¢) for training the
network are also generated by this function.

Step (4) Initialize network weights, specify an optimizer, a loss function and a learning
rate. Mean square error loss from (21) is used for the approach.

Step (5) Every epoch consists of two loops. The first loop calculates the phase and
isostable coordinate update for a given input U (¢) by implementing the forward
Euler update rule from Eq. (13). The data generated by the first loop is fed
into the second loop which updates the weights of the trainable layers. It is
assumed that the system starts at the limit cycle, i.e., 6 (f9) = 0, ¥ (o) = 0 for
k =1,..., B; all subsequent coordinate updates are generated while training
without the need of direct measurements. Finally, an outer loop iterates over
the epochs until the training loss converges.

Step (6) The trained neural network weights correspond to Fourier series coefficients of
the Taylor expanded terms from Egs. (9), (10) and (11) along with decay rates
and the natural frequency. The learned weights are independent of the training
network and can be extracted to yield a reduced-order model of the form (8).

Note that the proposed approach learns the Fourier series coefficients for each of
the terms of Z, I and G from Eqgs. (9), (10) and (11) to provide a good characterization
of the full model dynamics but will not necessarily match with the true Z, I and G
functions obtained, for instance, using the adjoint method (Monga et al. 2019) or
other direct numerical strategies. For the training procedure detailed above, a few
general notes about its implementation are given. The weight initialization in Step 4
can sometimes cause the proposed model identification strategy to perform poorly.
As such, it is generally useful to initially train the network using small magnitude
inputs, finding the Fourier series coefficients for the first-order terms Z(0), I,(0) and
g" (), along with the Floquet exponents «,, forn = 1, ..., B. For higher-order models,
one can use larger magnitude inputs to obtain data for training by using the learned
first-order coefficients for weight initialization from Step 4 in the procedure above. To
ensure that these baseline first-order coefficients do not deviate substantially from their
linear order values that were already fit to the lower-order model, weight regularization
can be used during learning for the higher-order weights and added as a penalty term
to the loss function. For first-order accuracy, the isostable response curves are unique
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to constant scaling. As such, the coefficients must be constrained. A regularization
scheme is incorporated within the strategy that forces the sum of squares of the learned
weights to be equal to 1 by penalizing the network training if their sum is far from 1.
Furthermore, to yield a reduced model that can generalize to novel inputs, the training
dataset consists of multiple batches corresponding to different inputs. A single batch
is comprised of the total number of timesteps for a specific input—output pair, and thus,
through the mini-batch stochastic gradient descent algorithm, training on all network
inputs in each epoch is important for the network. As indicated previously, periodically
updating the training dataset is crucial as the inputs for subsequent timesteps depend
on the network itself; it is done after each epoch in the presented approach using the
current weight updates. As the network inputs themselves are generated from incorrect
updates, there is no need to reach convergence before updating weights. However, for
a more generalizable solution, training is allowed to occur on all input—output pairs
by waiting for an entire epoch.

4 Results
4.1 lllustration in a Model With Dynamics Near a Hopf Bifurcation

We consider the modified version of the radial isochron clock (Winfree 2001) illus-
trating the proposed phase-amplitude model identification strategy

&1 = Coxi(n—xi —x3) —xa(1+ p(xf + x5 — ) +u().
%y = Coxp(u — xi —x3) + x1(1+ p(xf + x5 — ),
() = x1(0), (22)

where u(t) is an external input applied directly to the x; variable and C = 27” with
T = 24.2. Above, we choose the parameters 0 = 0.04, p = 0.12 and © = 1. Here,
W is a bifurcation parameter; when u = 0, a Hopf bifurcation occurs resulting in a
stable limit cycle for u© > 0. With these parameters, the model has a limit cycle at
x? + x3 = 1 when taking u(t) = 0.

The neural network model is trained on data from output measurements considering
a single isostable coordinate for the reduced model; Fig. 1 shows the general archi-
tecture for the associated neural network. For optimizing and learning the weights,
adaptive moment estimation (ADAM) optimizer is used with an MSE loss of the form
(21) and a learning rate of 0.001. For the update rule from (13), the time step is taken
to be At = 0.05. For training, a summation of step inputs of the form

5
u(t)y =Y €1 (E(t — 1) — £t —ti41)), (23)
i=0
is used where £(¢) is the Heaviside step function. Meanwhile, €y, ..., € sets the
magnitude of the respective components of the input, and finally, 79, .. ., fs controls
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the duration of the input application. It should be noted that each of the successive
duration is greater than the previous one by a certain amount, i.e., 5 > --- > fo.
For this example, one hundred training inputs are generated using €, = a + (b —
a)rand(0, 1) withn = 1, ..., 6 by randomly taking values between a = —0.030 and
b = 0.030 drawn from a uniform distribution for first-order accuracy. Meanwhile,
the input durations are assigned using t, = aj + (b — aj)rand(0, 1) + 1, for
n=1,...,6with# = 0 by drawing from a random distribution between 0 and 1 and
choosing randomly between a; = 10 and b; = 20 with each successive time value
greater than the previous one.

Considering expansion of isostable coordinates to first order of accuracy around the
limit cycle, a total of 36 coefficients are learned with a single isostable coordinate and
fifth order of Fourier series expansion for each of the terms of Z, I and G. The natural
frequency for the model is specified to be 0.2596 and the functional representation for
the periodic orbit is given by y(¢) = sin(0); this is done before training the model as
specified in Sect. 3.4. The learned first-order coefficients are then used for initialization
of weights and fixed as a baseline through regularization for subsequent training of
higher-order models up to third order of accuracy. The learning rate is kept at the same
value of 0.001 for higher-order models.

The second-order model is trained by generating a set of inputs with same range
of magnitude and input duration as done for the first order. For the third-order model,
another set of one hundred training inputs of the form (23) is generated at random

such that €, = a + (b — a)rand(0, 1) with n = 1, ..., 6 by taking values between
a = —0.032and b = 0.032 and input duration, i.e., t, = a;+(b;—aj)rand(0, 1)+,
forn = 1,..., 6 with fp = 0 generated within the values of a; = 10 and b; = 20.

The set with larger magnitude inputs is used here to drive the state far from the limit
cycle so that the contribution from nonlinear terms can be captured efficiently. In terms
of training time, the first-, second- and third-order reduced models take 92, 147 and
225 s, respectively, to achieve convergence using a desktop computer with a midgrade
processor. The subsequent increase in learning time for the higher order accuracy
models can be attributed to the increasing number of coefficients at higher orders of
accuracy, i.e., that comprise the Taylor expansions from Egs. (9), (10) and (11).

For validation, three test inputs of the form u(f) = a(1 — &(t — t;)) are used with
a € {0.020, 0.030, 0.040} and 7, = 24.2. In Fig. 2, Panels A, B and C show outputs
in response to these test inputs (shown in Panel G, H and I). Panels D, E and F show
the associated magnitudes of the error. For all the step inputs shown, the third-order
model has substantially smaller error than the first and second-order accurate models.
One can see that for the test input results shown in Panel A, the predicted outputs
for all orders of accuracy are nearly identical to the full model output. The difference
between the first to third-order accuracy models and the full model output is more
apparent in panel B; error for first-order accuracy is the highest followed by second
order with third-order accuracy error being the lowest. For higher magnitude inputs in
panels H and I, the error plots in panel E and F follow the same trend even though the
error magnitudes increase. This increase in error is also evident in the outputs shown
in panels B and C when compared to panel A.
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Fig. 2 The proposed model identification algorithm is applied to Eq. (22). For this illustration, a single
isostable coordinate is considered and models of the form (8) are obtained that are valid to first through
third orders of accuracy in the expansion in the isostable coordinates. Three inputs of varying magnitudes
shown in panel (G)-(I) are applied and the obtained outputs from full and phase-amplitude-coordinate-based
models are compared in panels (A)—(F)

For additional validation of the learned models, a sinusoidal test input of the form
u(t) = 0.03sin(0.17) is used. The obtained results are shown in Fig. 3. Panels A and
Panel B follow the same pattern as observed in Fig. 2.

4.2 Spike Rates of Neural Populations

As asecond example, a more complicated system is considered for our proposed model
identification strategy. The system consists of a large, coupled population of neurons
that captures spiking rates in response to external inputs. Dynamical equations are
based on a model for thalamic neurons from Rubin and Terman (2004):

Cn Vi = —IL(Vi) — Ina(Vie, hi) — Ik (Vie, hie) — Ip(Vie, 1)

N
HIP—02) (Vi = Vi) + ik (1),
j=1

e = (hoo (Vi) — hi) /T (Vi)
e = (roo (Vi) — 1) /T (Vi),
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Fig.3 Results are illustrated for the proposed model identification strategy when a sinusoidal input shown
in panel (C) is applied to the radial isochron clock model from Eq. (22). The obtained outputs for first to
third-order accuracy phase-isostable reduced models are compared with the full model output in panel (A)
and the reduced model errors are shown in panel (B). The results follow the same trend as shown in Fig.2

1 N
v == ;(vj(n). (24)

For the model above, N = 10 total neurons are considered in the population while Vj,
hj and ry represent the transmembrane voltage and two gating variables, respectively,
that determine the ionic currents for neuron k. C,, = 1 wF /ecm? and ix (1) = vru(t)
where vy is a sensitivity parameter for the model incorporated through the input
given by vy = 1 4 0.05k for k = 1, ..., N. The baseline current of the kth neuron,
I,ﬁ’, is defined by using I,é’ =54 035k for k = 1,..., N. Finally, u(t) represents
a transmembrane current applied identically to each neuron. Reference (Rubin and
Terman 2004) contains a full description of the remaining ionic currents and gating
variables. For the neural model, we consider the mean of the transmembrane voltage
of all the ten neurons as the observable; this is represented by y(¢) in (24).

In the limit as time approaches infinity, taking u = 0, the system observable
exhibits dynamics that settle to a nearly periodic orbit. We apply our proposed model
identification strategy using multiple isostable coordinates to derive a reduced phase-
amplitude model of the form (8). This reduced model is identical to the one obtained
in Sect.4.1 except that we consider multiple isostable coordinates up to first-order
accuracy for model identification. The network is based upon the architecture repre-
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Fig.4 The proposed model identification algorithm is applied to the neural model from Eq. (24). Models of
the form (8) are obtained for one, two and three isostable coordinates that are valid to first order of accuracy
in the expansion in the phase-amplitude coordinates. Panel (A) shows the response to the applied input from
panel (C). Panel (B) shows the corresponding error between the full- and reduced-order models

sented in Fig. 1. To generate the training dataset, a set of hundred inputs of the form
u(t) =e(l —&( —t,)) fort € [0, 50] are considered where & () is the Heaviside step
function, € represents the input magnitude, and ¢, defines the input duration. For our
set of one hundred trials, both the input magnitude and duration are chosen randomly
according to € = ay + (b — az)rand(0, 1) and ¢, = a3 + (b3 — a3)rand(0, 1) with
a = —0.6, b, = 0.6, a3 = 2 and b3 = 8. Once the resulting outputs have been
extracted, the ADAM optimizer is used for training with MSE loss function from (21)
and taking the learning rate to be 0.001. Also, the timestep for the update rule from
Eq. (13) is taken to be At = 0.05 ms. The training follows the same implementation
as described in Sect.3.4.

The results for the neural model are illustrated through two different setups. In the
first setup, the number of isostable coordinates is varied from one to three and the
Fourier series expansion of the periodic functions is taken to first order. Meanwhile,
the second setup employs a single isostable coordinate with the order of the Fourier
expansions of the periodic functions varying from 1st to third order. For both setups,
coefficients for one isostable taken to first-order Fourier expansion are obtained first
and subsequently used for initialization when training models for subsequent Fourier
expansions and isostable coordinates. As observed for the model in Sect. 4.1, training
times gradually increase as the number of isostables employed for the model increases
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Fig. 5 The proposed model identification algorithm is applied to the neural model from Eq. (24). One
isostable coordinate valid to first order of accuracy expansion is considered and models of the form (8) are
obtained when considering first-, second- and third-order Fourier expansions for the reduced-order model

terms. Panel (A) shows the response to the applied input from panel (C). Panel (B) shows the corresponding
error

or higher Fourier series expansions are considered. For example, using a midgrade
processor on a desktop computer, training reduced models with one, two and three
isostable coordinates took 154, 190 and 227 s, respectively, to achieve convergence.

Figures 4 and 5 show the obtained results. All the learned models are validated
using a test stimulus u(¢) = 1.7(1 — &(t — 5.8)); note that the magnitude of the input
used for validation is outside the magnitude range of the training inputs. In Fig.4,
Panel A shows the one, two and three isostable coordinate-based reduced-order model
outputs compared to the full-order model output in response to the input from panel
C. Panel B shows the associated error. The one isostable-based model has a MSE
value of 48.9; considering two isostables subsequently reduces the MSE to 31.8 with
three isostables giving the lowest error value of 3.8. Similarly, in Fig. 5, outputs from
a single isostable coordinate-based reduced-order model valid to first-, second- and
third-order Fourier series expansion are compared to the full-order model output when
input from panel C is applied. Panel B shows the resulting error. The model with first-
order Fourier expansion has a MSE value of 48.9; considering a second-order Fourier
series expansion subsequently reduces the MSE to 38.5 with third-order Fourier series
based model giving the lowest error value of 4.2.
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Fig. 6 Two sawtooth inputs applied for different durations to both the neural model from Eq. (24) and the
reduced models are shown in panel (E) and (F). Varying number of isostable coordinates from one to three
are considered for the reduced models through the proposed model identification algorithm and the resulting
outputs are compared with the full model output in panels (A) and (B). To illustrate how effectively the
reduced models can approximate the full model dynamics, error between the full model and the reduced
model outputs is presented in panels (C) and (D)

To show that the proposed approach is valid for test inputs significantly dif-
ferent from the ones used for training, a saw tooth input of the form u(tr) =
-2 (# - [% + #]) and varying between —1 and 1 is applied for two different dura-
tions of £, = 5.85 and #; = 23.85 before being turned off as shown in Fig. 6. For the
smaller duration test input in panel E, the reduced models are able to approximate the
full model output as evident from panel A and the error shown in panel C. However,
the difference in the reduced models for different number of isostable coordinates
becomes more apparent when the longer duration input from panel F is applied. As
seen in panels B and D, the one (resp., three) isostable reduced model has the highest
(resp., lowest) error.

4.3 Model Reduction of Spike Rates of Neural Populations Using Adaptive
Phase-Isostable Reduction

For the final illustration, the neural model from Eq. (24) is considered with the proposed

model identification strategy in conjunction with the adaptive phase-amplitude reduc-
tion discussed in “Appendix 1.” The only difference in the model is in iy () = vru(t)
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Fig.7 The proposed model identification algorithm is combined with adaptive phase-amplitude reduction
before being applied to the neural model from Sect.4.2. Three isostable coordinates valid to first order of
accuracy expansion are considered for the adaptive phase-amplitude reduction and then compared with the
standard phase reduction as well as output from the proposed strategy alone. Panel (A) shows the respective
responses to the applied input from panel (C). Panel (B) shows the corresponding error

for vy, = 14 0.05k and k = 1, ..., N where the adaptive parameter is now incor-
porated into the model though the applied input from a range of allowable values
u € [—3, 0] in order to ultimately generate data for adaptive phase-amplitude reduc-
tion. When implementing the proposed model inference strategy, we consider three
discrete, constant values of p = {—3, —1.5, 0} and learn the corresponding phase and
isostable response curves with the neural network following the same procedure as
detailed in Sect. 3.4 for each discrete value of p. The terms D (6, p) and Q(0, p) are
computed through the process described in “Appendix 1.” Once training is finished,
the terms of the resulting reduced-order model (A4) are interpolated for p € [0, 3]
using the information inferred for the discrete values p = {—3, —1.5, 0}. We use the
update rule

Gp =V (=R —p)) — V"V, (25)

where W = [y ¥, 1//3]T, R=[I I I3]T, V=[01 0> Q3]T, and T represents the
pseudoinverse. This update rule is similar to one used previously in Wilson (2022b)
and is chosen to keep the amplitude coordinates small as discussed in “Appendix 1.”
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The derived update rule can then be used in conjunction with the rest of the equations
from (A4) to obtain the adaptive phase-amplitude reduced model representation. The
resulting model is validated by applying a step input of the formu(¢) = —2.5(1—-& (¢t —
30)) for ¢t € [0, 50] where & is the Heaviside function. To evaluate the performance
of the proposed strategy combined with the adaptive reduction in approximating the
full model dynamics, the output from the adaptive phase-amplitude reduced model is
compared against standard phase reduction of the form shown in (6) where only phase
information is used to approximate the full model output and also, with the standalone
proposed strategy output which considers three isostable coordinates, valid to first
order of accuracy around the limit cycle and expanded to fifth order of Fourier series
expansion, without combining it with the adaptive reduction.

Figure 7 illustrates the results obtained when the input from Panel C is applied to the
models. Looking at Panel A, the proposed strategy plus adaptive reduction performs
far better than the other two strategies. Meanwhile, the standard phase reduction is
limited to considering only small inputs and does not perform well. The proposed
strategy without adaptive reduction performs moderately better than the standard phase
reduction but fails as well due to the fact that it only considers the nominal periodic
orbit which makes it unable to replicate the full model output effectively. Also, the
magnitude of the applied input is much larger than what the proposed approach’s
reduced model form, shown in (8), can handle. Standard phase reduction has the highest
MSE value of 142.1 followed by the proposed strategy without adaptive reduction with
a MSE value of 126.4. The lowest MSE value of 17.6 is generated by the combination
of proposed strategy and adaptive reduction.

5 Discussion and Conclusion

In this work, we propose a data-driven reduced-order model identification strategy for
limit cycle oscillators using phase and isostable coordinates. We start by considering
a phase-amplitude coordinate-based reduced model, shown in Eq. (8), to represent
the full model dynamics in a low order basis. Equations (9), (10) and (11) show how
the unknown terms are then Taylor expanded in the basis of isostable coordinates and
then transformed into a lifted basis comprised of Fourier series coefficients that need
to be learned. To facilitate learning, these equations are then written as a composition
of known nonlinear functions and unknown linear functions containing the Fourier
coefficients. Based upon this reframing, one can utilize an artificial neural network by
using the training data to learn and identify an accurate approximation for the unknown
weights of the linear relationships. The proposed model identification strategy is illus-
trated through a collection of nonlinear models and also utilized in conjunction with
adaptive phase reduction while considering the dynamics of a synaptically coupled
neuronal population.

Previous work Ahmed et al. (2022) presented a related model identification strategy
for nonlinear dynamical systems with a stable fixed point. Our proposed strategy is an
extension of the work from Ahmed et al. (2022) in that it is specifically developed for
systems with oscillatory dynamics. To accomplish this, our proposed strategy must find
unknown Fourier series coefficients comprising the terms from Eqs. (9), (10) and (11)
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greatly increasing the number of coefficients needed to be learned as compared to the
approach in Ahmed et al. (2022) for the same order of accuracy. Comparing the method
from the current work with the strategy from prior work (Ahmed et al. 2022), the neural
network for this proposed work requires more layers to account for the non-static
phase coordinate including the nontrainable layer for the functional approximation
of the periodic orbit. To account for this added complexity, Fourier expansion of
the unknown model reduction coefficients is considered through deriving a non-trivial
lifted basis involving the phase and isostable coordinates with the input U (¢) as shown
in Eqgs. (16), (18) and (20). The proposed strategy provides a reduced-order model for
capturing the full model oscillatory dynamics while requiring relatively small amounts
of training data. All the models considered as examples were trained using only a
set of hundred random inputs and then tested using an input that was qualitatively
different from the training set. This showcases the proposed strategy’s ability to learn
a generalized reduced-order model representation despite limited availability of data.
Furthermore, both the phase and isostable coordinates embedded within the neural
network as functions of state space do not require prior estimates.

To improve the effectiveness and accuracy of the proposed strategy, a number of
extensions could be considered. For example, during training when the inner loop
is implemented where y(¢) is obtained by evaluating the relation (13) in a recursive
manner, any initial errors arising at early timesteps are propagated and potentially
amplified as training proceeds toward later timesteps. To limit this error propagation,
it could be worthwhile to consider modifying the loss function in such a way that it
gives more importance to initial solutions. This can be done by, for example, adding
an additional weighting term of the form ZLI @) (y(to + iAt) — Y(to + iAD))?
where 9 (i) is the weighting factor. Furthermore, although the MSE loss as defined in
Eq. (21) provides adequate performance for the presented examples, it still has a few
notable shortcomings. For instance, when the natural frequency w is not approximated
accurately, the MSE loss is unable to account for any discrepancy in the frequency and
hence, the predicted reduced model output does not match the frequency of the full
model output. To mitigate this issue, it might be worthwhile to investigate loss functions
that take the frequency of the oscillations into account. Another improvement could
be realized by devising a method to infer both phase and isostable coordinates directly
from the observable which could then be used for learning the coefficients through
training the neural network. This might also help mitigate the error propagation issue
caused by generating the phase and isostable coordinates from the network itself as
indicated in Step 5 in Sect.3.4. A similar idea was used in strategies presented in
Wilson (2020a), Ahmed and Wilson (2021) for extracting both the phase and isostable
coordinates utilizing time-delay embeddings of observables.

Considering improvements from a deep learning perspective, it might be worthwhile
to consider a more generalized training dataset with more samples containing inputs
of different types, especially when training high-dimensional models. Additionally,
for all the dynamical systems considered in this work, systematic weight initialization
is not considered for the neural networks. Various works have shown that appropri-
ate weight initialization improves the neural network’s convergence rate significantly
(Kumar 2017; Yam and Chow 2000). This can have a significant impact, especially
when a large number of coefficients need to be learned for the reduced model. Batch
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normalization could also be used which makes the network more stable during training
and converge faster as shown in Santurkar et al. (2018), Ioffe and Szegedy (2015). To
incorporate normalization into the current implementation, a workaround would need
to be devised in such a way that the phase-isostable-based network structure is not
altered. Using the previous timestep’s output as an input for the next timestep, as done
in our proposed approach, is one of the key ideas in recurrent neural networks which
are primarily used in deep learning for time series forecasting and natural language
processing. Error accumulation as training proceeds from one timestep to the next is
quite common in these neural networks and can contribute to issues with either explod-
ing or vanishing gradients (Pascanu et al. 2013). This gradient issue can potentially
cause the network to stop learning in case of vanishing gradients; in case of exploding
gradients, it poses a serious memory bottleneck. Traditional approaches to solve this
gradient problem use weight regularization by introducing a penalty term within the
loss function or by doing proper neural network initialization at the start of training.
Such techniques from deep learning literature can be adapted to improve our proposed
approach for future works.

This material is based upon work supported by the National Science Foundation
Grant No. CMMI-2140527.

Appendix A Adaptive Phase-Isostable Reduction

Adaptive phase-amplitude reduction is able to provide reduced model representations
that are valid far beyond the weakly perturbed limit by considering a collection of peri-
odic orbits that results from a change in a given parameter. Following the formulation
in Wilson (2022a), start by considering a set of additional variables to those in Eq. (1),
represented by p € R. Assume that the system’s differential equation x = F (x, p) has
a stable periodic orbit x¥ (6, p) if the value of p is held constant and chosen from a set
of allowable p. A set of isostable coordinates denoted by ¥ (x, p), ..., ¥g(x, p) and
corresponding phase 6 (x, p) is also defined for each periodic orbit x¥ (8, p). For each
xY (6, p), the associated phase coordinates are unique up to a constant shift. To define
the set of equations for adaptive reduction, one can rewrite the dynamics X = F(x, u)
as

x=F(x,p) +U.x,u,p), (A1)
where
Ue(x,u, p) = F(x,u) — F(x, p)

IF 5
ZB—M(M—p)JrO(IIM—pII )s (A2)

where all partial derivatives above are evaluated at x where u = p. Above, F(x, p)
from (A1) represents the nominal behavior of the system when u is held at p. The
term U, (x, u, p) can be thought of as an effective input. Letting p be non-static and
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changing the variables to phase and isostable coordinates yields

00 dx 90 dp

—0
. p) = ax dt+8p dr’
_aWj dx 9y; dp
dtw’(x’p)_ ax dr  9p dr’
j=1,...,8,
p
s Gp(p, 0, Y1,....9p), (A3)

where G, determines how p changes in time. As described in Wilson (2022a), to
consider both phase and amplitude dynamics simultaneously like in (A3), limits must
be placed on how the magnitude of the input changes especially when considering
large magnitude inputs which can take the state far from the nominal periodic limit
cycle. The equation for the parameter p in (A3) allows the user to keep the state close
to the periodic orbit by updating and choosing the adaptive parameter p along with the
corresponding nominal periodic orbit from the set defined by the allowable values of p

while keeping the amplitude dynamics, i.e., the isostable coordinates small. To simplify

Eq. (A3) further, one can note that % . %—’l‘ and each 331/;, 9x , capture the phase and

isostable dynamics, respectively, when p is kept constant and hence, can be replaced
with the terms from standard phase-amplitude reduction, i.e., w (p) + Z(@, p)(u — p)
for phase and «;(p)y; + 1;(8, p)(u — p) for isostable coordinates. Similarly, the
remaining terms can be identified as in Wilson (2022a) to yield the set of equations
for the adaptive phase-isostable reduction

0 =w(p)+ Z©®., p)u — p)+ DO, p)p,
Vi =kj(p)V;+1;0, p)u—p)+ Q;©, p)p.
j=1,...,8,
p=Gp(p,0,Y1,...,¥p). (A4)

As shown in Wilsop (2022a) for a grven value of p held constant, the D(9, p) € R
term is given by — % . 9% yhere —|90 p = limg0(x¥ (@0, p +a) — x7 (6o, p))/a

ap
and 1s evaluated in reference tox} »-Similarly, Q (0, p) € Ris givenby — 38"; . %

Where % is evaluated with reference to x” (6, p). As described in Wilson (2023),

one can rewrite D (6, p) as
D®, p) =—-H(®, p) —ci1(p), (A5)

where c(p) is a constant. As discussed in Wilson (2023), the term H (6, p) can be
found by substituting 6 = wt along the limit cycle according to

T
H(wt, p) = / M (ws, p)ds, (A6)
0
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where M (1, p) = Z(wt, p)—Z(p) and Z(p) = * [\ Z(ws, p)ds. Note that above,
the period T depends on p, which is constant in the integration. Similarly, for the Q ;
term, as shown in Wilson (2023)

QjO.p) =V, p), (AT)

where v ;5(0, p) is given by

bo > ajk;jsin(if)  ajiwcos(if)  biiwsin(if)  bik;jcos(if)
%‘»ss(@’m:—*JfZ - lzj 2.2 > 2.2 12 2.2 l2] 2:2
ki I kit o kit ot kit ot K+ ot

(A8)

where by, a; and b; are the Fourier coefficients of the isostable response curve 1 (6, p).
Additionally, «; is the Floquet exponent and w is the frequency from Eq. (A4), both
of which are functions of p. A more detailed derivation is found in Wilson (2023).
It is important to mention that the adaptive reduction model, shown in Eq. (A4),
is specified by using the first-order terms of the standard phase-isostable reduction.
Finally, in order to approximate the state when using reduced-order dynamics from
Eq. (A4), one can write

N-1

x=x70,p)+ Y ¥;jg' 0. p), (A9)
j=1

where g/ (0, p) is the Floquet eigenfunction associated with the periodic orbit
x7 (0, p).
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