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Abstract—Peering between two networks may be either
settlement-free or paid. In order to qualify for settlement-free
peering, large Internet Service Providers (ISPs) require that
peers meet certain requirements. It is widely perceived that
these requirements represent the conditions under which the
two peering networks perceive a roughly equal exchange of
value. However, the academic literature has not yet shown the
relationship between these settlement-free peering requirements
and the value to each interconnecting network.

We analyze the value to each network from the most common
and important requirements. Large ISPs often require potential
settlement-free peers to interconnect at a minimum of 6-8
locations from a predetermined list. We find that there is a
substantial benefit from this requirement to the ISP, but little
incremental benefit from a larger number of interconnection
points. Large ISPs often require that the ratio of incoming traffic
to outgoing traffic remain below approximately 2:1. We find that
this requirement ensures a roughly equal exchange of value.

Index Terms—Net Neutrality, Interconnection, Peering Policies

I. INTRODUCTION

An Internet Service Provider (ISP) provides the capability
to transmit data to and receive data from all or substantially all
Internet endpoints. In order to provide this Internet access ser-
vice, an ISP must make arrangements with other networks to
interconnect and exchange traffic. An interconnection arrange-
ment is for peering if and only if each network agrees to accept
and deliver traffic with destinations in its customer cone.
Historically, peering was principally used by tier-1 networks.
Peering may be either paid (i.e., one interconnecting network
pays the other) or settlement-free (i.e., without payment by
either interconnecting network to the other). Large ISPs often
require that peers meet certain requirements, including a
specified minimum number of interconnection points and a
traffic ratio less than 2:1. The conventional wisdom is that
these requirements are related to the perception of roughly
equal value from the peering arrangement, but the academic
literature has not yet established such a relationship.

We studied the settlement-free peering policies of the ten
largest ISPs in the United States. Table I summarizes the
most relevant requirements of these policies. An estimate of
the number of subscribers of each ISP in 2021 [1] is given,
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TABLE I: Settlement-free peering requirements

ISP Subscribers Inclination | # IXPs for Peering | # IXPs in ISP List | Traffic Ratio
Comcast 31,901,000 Selective 4 12 Balanced
Charter 30,089,000 Selective 6-8 15

AT&T 15,504,000 Selective 6 12 2:1
Verizon 7,365,000 Restrictive 8 1.8:1
Cox 5,530,000 Selective 2 15 Balanced

CenturyLink 4,519,000 Selective 6 10 1.5:1

Altice 4,386,200 Selective 2 1.8:1
Frontier 2,799,000 Selective 3 6
Mediacom 1,463,000 Open - 5
TDS Telecom 526,000 Open - 9

as settlement-free peering policies differ with the number
of subscribers. An ISP’s predisposition towards or against
peering, as noted by PeeringDB [2], is given. We also show
the minimum number of Internet exchange points (IXPs)
required. The four largest ISPs each require interconnection at
a minimum of 4 to 8 IXPs from specified lists; we show the
length of the list in the table. They also require that incoming
and outgoing traffic be roughly balanced. The next six largest
ISPs require interconnection at a specified minimum number
of interconnection points (but often less than 4), and may or
may not require roughly balanced traffic. We henceforth focus
on the settlement-free peering requirements of the four largest
ISPs.

The academic literature provides little insight into why large
ISPs impose these settlement-free peering requirements or how
these requirements are related to either the ISP’s network cost
or its perception of value. Although there are many papers
that consider various aspects of peering, there are few that
analyze settlement-free peering requirements, and fewer yet
that attempt to relate these requirements to the value to each
interconnecting network of the peering agreement. Lodhi et
al. [3] studied PeeringDB data. They found that the volume
of traffic that an ISP carries on its network is positively
correlated with the number of IXPs at which it interconnects,
and that ISPs with large traffic volumes and a large number
of subscribers are more likely to have a selective or restrictive
peering inclination. However, peering inclination is a coarse
measure, and they do not analyze the particular requirements
in settlement-free peering policies (e.g., the minimum number
of IXPs or maximum traffic ratio). We have not found any
academic papers that do. The closest may be Johari and



Tsitsiklis [4], which discusses the selection of IXPs in a
few networks with idealized and regular topologies. There
are some papers that discuss the presence of traffic ratio
requirements [5], [6], and that suggest these requirements are
related to ISP network costs. However, they do not analyze the
effect of the traffic ratio upon costs, and thus are not concerned
with relating traffic ratio requirements to the value to the ISP
of the peering agreement. Indeed, there are some papers that
are skeptical that traffic ratios relate to the benefits to each
interconnecting party [7]-[9].

The focus of this paper is to relate the settlement-free
peering requirements of large ISPs to the value the peering
arrangement brings to the ISP. In section II, we develop a
model that will enable us to examine the effect of the number
and location of IXPs and the traffic ratio. In Section III,
we determine the average distances on each portion of an
ISP’s network. We then model the average traffic-sensitive
cost associated with carrying the traffic over these average
distances. In section IV, we analyze settlement-free peering
requirements about the number and location of IXPs. Large
ISPs require interconnection at a minimum of 4 to 8 inter-
connection points from specified lists. We find that the ISP’s
traffic-sensitive cost is a uni-modal function of the number
of interconnection points, and estimate that it is minimized
with 8 IXPs. We also observe that there may be little value
in requiring interconnection at more than 6 IXPs. In section
V, we analyze settlement-free peering requirements on traffic
ratios. Large ISPs require that the traffic ratio not exceed
a specified threshold. We show that for traffic ratios above
2:1, the ISP’s traffic-sensitive cost increases as the number of
IXPs increases, and it is rational for the ISP to not agree to
settlement-free peering. When traffic ratios are at or below 2:1,
we also estimate that requiring interconnection at more than
8 IXPs is of little incremental value.

II. MODEL
A. Topology

Our model of the topology of an ISP’s network consists
of the ISP’s service territory, the location of IXPs, and the
segments of its network.

While most ISPs do not offer residential broadband Internet
access service over the entire contiguous United States, we see
little in their settlement-free peering policies that are specific
to their service territory, other than that a subset of the IXPs at
which they peer are concentrated near their service territory.
Thus, we focus on an ISP whose service territory covers the
contiguous United States, which we represent using the set of
actual longitudes and latitudes of the contiguous United States.

We consider M IXPs at which an ISP and an interconnect-
ing network may agree to peer. In numerical results below, we
use the M = 12 largest IXPs in the United States, located at
Ashburn, Chicago, Dallas, San Jose, Los Angeles, New York,
Seattle, Miami, Atlanta, Denver, Boston, and Minneapolis [2].
Denote the coordinates (in longitude and latitude) of these M
IXPs by IX P(i), and the set of the locations of these IXPs
by I™ . The four largest ISPs each interconnect at a minimum
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Fig. 1: Topology of an ISP’s network

of 9 of these 12 IXPs, but for simplicity, we assume they each
interconnect at all 12. An ISP and an interconnecting network
often agree to interconnect at a smaller number N < M
of IXPs. Denote the set of N IXPs at which they agree to
interconnect by I~ C {1,..., M}, and the set of locations of
these IXPs by IV = {IXP(i),i € IN} C IM.

We model an ISP’s network as partitioned into a single
backbone network, multiple middle mile networks, and mul-
tiple access networks. We model each access network as
spanning a single U.S. county. While we recognize that the
geographical sizes and topologies of access networks differ
widely, this assumption will not significantly affect the results
in this paper, since settlement-free peering policies depend
more critically on the number of interconnection points than
on the topologies of access networks. Denote the geographical
region of access network j by Access(j), and the location of
the geographical center of access network j by A(j). In the
numerical results below, we assign these locations using the
actual longitudes and latitudes of the center of each county in
the contiguous United States.

Consider an ISP and an interconnecting network that agree
to interconnect at the N IXPs in V. Denote by RN (I X P(i))
the geographical region that consists of the union of access
networks for which the closest IXP in [V is IXP i, namely

RN(IXP(i) = U
i 11AG)~IX P <
lAGG)—IX P(i)|| vi'el™

Access(j) (1)

Figure 1 approximately illustrates these regions when an
ISP and an interconnecting network agree to interconnect at
all 12 IXPs. (We will discuss the case when N = 8 below.)

B. Traffic Matrices

The locations of end users of the ISP are represented
by a probability distribution over the ISP’s service territory.
We decompose this distribution into (a) a distribution of the
number of end users in each access network and (b) for each
access network, the distribution of end users within the access
network.



Denote the probability that an end user resides within
access network j by P(j). We assume that end users are
distributed across access networks according to the population
of the county associated with the access network, which we
denote by p; and assign using U.S. census data [10], and
we denote the population of the contiguous United States by
p= Zj p(7). It follows that P(j) = p;/p. We further assume
that end users are uniformly distributed within each access
network, and we denote the size of county j by s;, which we
assign using the U.S. Gazetteer [11].

We focus first on downstream traffic that originates outside
the ISP’s network and terminates at an end user on the ISP’s
network. Denote the source’s location by S and the end user’s
location by U. We assume that .S and U are independent and
that the marginal distributions of S and U are given by the
joint distribution of the population with each access network
and the distribution of end users within each access network.

We assume that both networks use hot potato routing. Along
the route S to U, denote the location of the IXP at which
downstream traffic enters the ISP’s network by IX P} and
the location of the IXP closest to the end user by /X P“. For
example, suppose S is in Maine and U is in Imperial county,
California. Then, as illustrated in Figure 1, IX P} might
be in New York (if the two networks do not agree to peer in
Boston) and /X P* is in Los Angeles.

The ISP carries traffic on only a subset of the route from
S to U. It carries traffic on its backbone from IX P} to
I X P", and it carries traffic on a middle mile network and an
access network from /X P" to U. The subset of the route that
is on the ISP’s network thus depends on the joint distribution
of IXPY .. IXP" U).

The access network on which U resides is distributed
according to {P(j)}, and U is uniformly distributed within
the access network. The IXP closest to the end user is a deter-
ministic function of U, namely IXP* = (¢'|U € RM(¢)).
The IXP at which downstream traffic enters the ISP’s network
(IXP? ) is independent of the end user, and it is the IXP

down
closest to the source among the IXPs at which they agree to
peer, ie. IXP) = (g|S € RN(g)). Since end users are

assumed to be distributed according to U.S. county population
statistics:

1
P(IXPc]lDow'rL:g):i Z
Access(j)CRN (g)

26) )

III. TRAFFIC-SENSITIVE COSTS

In this section, we first determine the distances that an ISP
carries traffic on each portion of its network. We next calculate
the average distance using traffic matrices. Finally, we model
the average traffic-sensitive cost associated with carrying the
traffic over these average distances.

For downstream traffic, the distance from S to U on the
ISP’s backbone network is a function of the location of the
IXP at which downstream traffic enters the ISP’s network
(IX PP ) and the location of the IXP closest to the end

down

user (/X P"). Denote the distance on the ISP’s backbone

network between these two IXPs by D*(IXP}
\Ixpy ——IXP"|.

The distance from .S to U on the ISP’s middle mile network
is a function of the location of the IXP closest to the end user
(IX P*) and the location of the access network on which U
resides. Denote the distance on the ISP’s middle mile network
between these two locations by D™ (IXP* U) = || [ X P* —
A(j)|l, where U € RM(IXPY) and j| (U € Access(j)).

The distance from S to U on the ISP’s access network is a
function of the location of the end user. Denote the distance on
the ISP’s access network by D*(U) = ||A(5) = U||,j | (U €
Access(j)). The distance can be determined by the location
of U within the access network.

We now calculate the average distances over the ISP’s back-
bone, middle mile, and access networks for both downstream
and upstream traffic. The IXP at which downstream traffic
enters the ISP’s network (IXPJ ) is independent of the
end user and thus independent of the IXP closest to the end
user (/X P%). The IXP at which downstream traffic enters the
ISP’s network depends on the IXPs at which they agree to
interconnect. Consider an ISP and an interconnecting network
that agree to interconnect at the N IXPs in I"V. The average
distance of downstream traffic on the ISP’s backbone network
is:

EDZO’LU’IL = Z Z

geIN g 3)
D(g,9)PIXP},,, = g)PIXP" =)

down
The probability distribution of IXP, —~ was given in
(2). The probability distribution of /X P*" can be similarly

represented as:

IXP¥) =

PIXP" = ¢) = >

5 p(j) (4)
Access(j)CRM (g')

There is also upstream traffic. For upstream traffic using
hot potato routing, the IXP at which the traffic exits the ISP’s
network is the IXP closest to the end user at which they agree
to peer, i.e. IX Pl,. For example, suppose the end user is in
Imperial county, California, and the destination D is in Maine.
Then, as illustrated in Figure 1, I X P" is in Los Angeles and
IX Pf, might be in San Jose (if the two networks do not agree
to peer in Los Angeles). The ISP might still carry traffic across
a portion of its backbone, namely from I X P“ to I X Pfjp, and
the average such distance is:

> D'glg € RY(9),g)PUXP"=g) (5)

g/ GIJW
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The distance on the ISP’s middle mile network is a function
of (IXP*,U). It is the same for downstream and upstream.
The average distance is:

D>

g'€IM A(j)CRM(g")

D™(g', AG)PG) (6

The distance on the ISP’s access network is a function of U.
It is the same for downstream and upstream. Since end users
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Fig. 2: Average distances over an ISP’s network

are uniformly distributed within each access network, but not
between access networks, the average distance is:

o _ N\~ P / a
gpe =N 2o D(U) %
; PS; JueAccess(j)

Figure 2 shows the average distances over the ISP’s back-
bone, middle mile, and access networks for both downstream
and upstream traffic, as a function of the number of IXPs
at which the interconnecting networks agree to peer. The
average distance that downstream traffic is carried over the
ISP’s backbone is increasing and concave with the number
of IXPs at which they agree to peer, since increasing this
number of IXPs results in the IXP at which downstream traffic
enters the ISP’s network becoming further from U. However,
the average distance that upstream traffic is carried over the
ISP’s backbone is decreasing and convex, since increasing
this number of IXPs results in the IXP at which traffic exits
the ISP’s network becoming closer to the ISP’s customer.
The average distances over the ISP’s middle mile and access
networks are functions of (U, X P"). The number of IXPs
at which the two parties agree to peer does not affect the
location of the IXP closest to the end user (/X P*), and thus
these average distances are independent of the number of IXPs
at which they agree to peer.

We now turn to modeling the average traffic-sensitive cost
associated with carrying the traffic over these average dis-
tances. We only consider here traffic-sensitive costs, because
non-traffic-sensitive costs do not vary significantly with the
number of IXPs or the traffic ratio.

Traffic-sensitive costs are a function of both distance and
traffic volume. We model traffic-sensitive costs as linearly
proportional to the average distance over which the traffic
is carried on each portion of the ISP’s network [12], and
linearly proportional to the average volume of traffic that an
ISP carries on each portion of its network. However, we model
the cost per unit distance and per unit volume differently on
the backbone network, the middle mile networks, and the
access networks. Denote the cost per unit distance and per

unit volume in the backbone network by P, in the middle mile
networks by ¢, and in the access network by c?. Denote the
volume of traffic by V. The ISP’s traffic-sensitive cost is thus
1% (chDb + cmMED™ + caEDa).

Given a source-destination traffic matrix, the average dis-
tance across the ISP’s access networks in (7) is independent
of the number of IXPs at which the interconnecting networks
peer. In addition, the average distance across the ISP’s middle
mile networks in (6) is constant, once we fix M = 12. The
variable portion of the ISP’s traffic-sensitive cost is thus only
C =c"EDV.

IV. NUMBER AND LIST OF IXPs

With our model in place, we now turn to analyzing the
effect on an ISP’s traffic-sensitive costs of the number of
IXPs at which peering occurs and of the traffic ratio. We
are in particular interested in explaining the settlement-free
peering policies of large ISPs. As shown in Table I, large ISPs
require other parties who wish to have settlement-free peering
to interconnect at a minimum specified number of IXPs.
For Comcast, Charter, AT&T, and Verizon, this minimum is
between 4 and 8. In addition, large ISPs often specify a list
of eligible IXPs that this minimum must be chosen from.
The academic literature provides little insight into why large
ISPs require interconnection at a minimum specified number
of IXPs, nor why they require that they be selected from a list
of eligible IXPs.

The variable traffic-sensitive cost of downstream traffic is:

C'down = cb VdownEDZown (8)

where EDZOWL is given in (3).

The variable traffic-sensitive cost of upstream traffic is:
Cup = "V EDS, )

where ED? ) is given in (5).
Figure 3 shows the effect of the number of interconnection
points at which the two parties agree to peer on the variable
traffic-sensitive costs of both downstream and upstream traffic.
(The costs in the figure are normalized by the cost per
unit distance and per unit volume, and by the combined
downstream and upstream traffic volume.) The costs are a
function of |[TX P}, —IXP"|and [[IXP}, — IXP"|.
IXP" is independent of the number of IXPs at which
they peer, since the IXP closest to the end user is a deter-
ministic function of U. However, I.X Pé’own does depend on
the number of IXPs at which they peer. The IXP at which
traffic enters the ISP’s network is the IXP closest to the
source among the IXPs at which they agree to peer, i.e.
IXPY = (g|S € RN(g)), and thus as the number of
IXPs at which they peer increases, IX P!  moves farther
from IXP* and ||[IXP} — — IXP"| increases. Thus, the
variable traffic-sensitive downstream cost increases. The vari-
able traffic-sensitive downstream cost is concave, because the
incremental distance from IX P} to I X P" associated with

adding another IXP decreases, namely there are decreasing
returns.
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Fig. 3: Traffic-sensitive costs

However, at the same time, the ISP exchanges upstream
traffic at the IXP closest to the end user at which they agree
to peer, ie. IXP2, = (g|/U € RN(g)), and thus as the
number of IXPs at which they peer increases, I.X P}jp moves
closer to IX P* and ||[IX Pf, — I X P"|| decreases. Therefore,
the variable traffic-sensitive upstream cost decreases. The
variable traffic-sensitive upstream cost is convex, because the
incremental distance from I.XP* to IXPJ, associated with
adding another IXP decreases, namely there are decreasing
returns.

When the traffic ratio is 1, the decrease in the variable
traffic-sensitive upstream cost exceeds the increase in the
variable traffic-sensitive downstream cost. In the upstream
route, IX ijp is the closest IXP to /X P“, whereas, in the
downstream route, JXP}  could be any IXP (including
the closest or farthest IXP from IX P“). Thus, as the num-
ber of IXPs increases, the absolute value of the slope of
[IXPE, — IXP"|| in the upstream route is higher than the
slope of |[IXP) — — IXP"| in the downstream route. It
follows that the total cost decreases.

We observe that, when the traffic ratio is 1, the variable
traffic-sensitive cost is uni-modal with a minimum at N = 8.
We also observe that there is less than a 2% difference in
the cost between N = 6 and N = &, so this indicates there
may be little value in requiring interconnection at more than
6 IXPs. Indeed, Charter, AT&T, and Verizon each require 6-8
IXPs for settlement-free peering.

We also wish to examine why ISPs require that the IXPs at
which the two parties peer be selected from a specified list. To
answer this question, our model selects the N IXPs at which
to peer, from the list of M = 12 IXPs, so as to minimize its
variable traffic-sensitive cost:

N b b b
IV = arg min ¢ (Viaown EDGgun + VupEDup) (10)
The cost is typically minimized by selecting IXPs that span
the country, so that the average distances the ISP carries traffic
across its backbone are relatively small. Furthermore, when

selecting a moderate or large number of IXPs, the cost is
typically minimized by selecting more IXPs near where there
are higher populations. Indeed, Comcast not only requires that
potential settlement-free peers agree to peer at a minimum of
4 IXPs from Comcast’s list of IXPs, it also requires that at
least 1 of these 4 be on the west coast, that at least 1 be on
the east coast, and that at least 1 be in a central region. For
N = 4, our model chooses 1 on the west coast (Los Angeles),
2 on the east coast (Ashburn and Atlanta), and 1 in the middle
(Chicago). All 4 of these cities are on Comcast’s list. Similarly,
Charter not only requires that potential settlement-free peers
agree to peer at a minimum of 6-8 IXPs from Charter’s list of
IXPs, it also requires that at least 2 of these be in an eastern
region, at least 2 be in a western region, and at least 2 be in
a central region. For N = 8, our model chooses 4 on the east
coast (Ashburn, New York, Miami, and Atlanta), 2 on the west
coast (Los Angeles and Seattle), and 2 in the middle (Chicago
and Dallas). All 8 of these cities are on Charter’s list.

Our model thus not only explains why large ISPs require
settlement-free peers to meet at a minimum of 4-8 IXPs, it
also explains why these IXPs are geographically distributed
across the country. Furthermore, it also predicts that more will
typically be on the east coast, due to its greater population,
than on the west coast or in the middle.

V. TRAFFIC RATIO

In this section, we examine the effect of the traffic ratio
on variable traffic-sensitive costs. Two networks will agree
to settlement-free peering if and only if the arrangement is
superior for both parties compared to alternative arrangements
including paid peering and transit. The conventional wisdom is
that settlement-free peering thus occurs if and only if the two
parties perceive that they are gaining an approximately equal
value from the arrangement. Furthermore, the conventional
wisdom, when the two parties are both tier-1 networks, is that
the perceived value is related to the size of each network, the
number of customers of each party, and the ratio of traffic
exchanged in each direction.

Indeed, the settlement-free peering policies of large ISPs
often place limits on the ratio of downstream traffic to up-
stream traffic. AT&T’s settlement-free peering policy requires
that this traffic ratio not exceed 2:1, and Verizon’s settlement-
free peering policy requires that this traffic ratio not exceed
1.8:1.

We use our models to investigate the effect of the traffic
ratio on the value to each interconnecting party, when the two
parties are both ISPs. We use the variable traffic-sensitive cost
as a proxy for value. Denote the ratio of downstream traffic
to upstream traffic by r = Vd#;"

The variable traffic-sensitive cost (C') was plotted in Figure
3 for a traffic ratio of 1. For general traffic ratios, the variable

traffic-sensitive cost is:
rEDZown + EDZP
r+1
Figure 4 shows the effect of the traffic ratio on the variable
traffic-sensitive cost. For traffic ratios at or below 2, the

C = Viaown + Vaup) (11
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decrease in the upstream cost with the number of IXPs
dominates the corresponding increase in the downstream cost,
since the decrease in upstream cost due to a/l traffic exiting the
ISP’s network at a closer IXP outweighs the relatively small
increase in downstream cost due to some traffic entering the
ISP’s network at a further away IXP. Recall that when the
traffic ratio is 1, there is less than a 2% difference in the cost
between N = 6 and the /N at which cost is minimized, so
there may be little value in requiring interconnection at more
than 6 IXPs. We now find that when the traffic ratio is 0.5,
there is less than a 2% difference in the cost between N =7
and the N at which cost is minimized, and when the traffic
ratio is 2, there is less than a 2% difference in the cost between
N =4 and the N at which cost is minimized.

In contrast, when the traffic ratio is 4, the increase in the
downstream cost dominates the decrease in the upstream cost,
since the downstream traffic volume is 4 times higher than the
upstream traffic volume. As a result, the total cost increases
with the number of IXPs, and thus it is no longer rational for
the ISP to agree to settlement-free peering.

In conclusion, the traffic ratios at which an ISP will per-
ceive approximately equal value from peering depends on the
difference in value it is willing to accept, and the alternatives
it has to deliver and receive traffic. However, we would expect
the maximum acceptable traffic ratio to be 2:1 or less. Indeed,
we observe that amongst the four largest ISPs, one specifies
a maximum traffic ratio of 2:1, one specifies a maximum
traffic ratio of 1.8:1, and the other two do not indicate specific
thresholds but instead require a “general balance” of traffic.
In addition, we observe that for traffic ratios at or below 2:1,
it remains rational to require interconnection at a minimum of
6-7 IXPs.

VI. CONCLUSION

In order to explain the common settlement-free peering
requirements of large ISPs, we examined the effect of the
minimum number of interconnection points, the locations of

these interconnection points, and traffic ratios on an ISP’s
variable traffic-sensitive costs. The four largest ISPs require
peering at a minimum of 4 to 8 IXPs. Most of the large ISPs
require interconnection at multiple interconnection points from
specified lists. Most also require that the traffic ratio remains
below a specified threshold, or that traffic should be generally
balanced.

We find that when the traffic ratio is 1, the variable traffic-
sensitive cost is uni-modal, and estimate that it is minimized
with 8 IXPs. In our model, there is less than a 2% difference in
the cost between 6 and 8 IXPs, which indicates there may be
little value in requiring interconnection at more than 6 IXPs.
We also show that the ISP’s cost is typically minimized by
selecting interconnection points that span the country and are
near population centers.

We find that for traffic ratios at or below 2, the decrease
in the upstream cost with the number of IXPs dominates the
corresponding increase in the downstream cost, and thus inter-
connecting at 6 to 8 IXPs results in close to a minimum total
cost. Requiring interconnection at more than 8§ interconnection
points is of little incremental value. In contrast, when the traffic
ratio is above 2, the variation in the downstream cost with the
number of IXPs dominates. As a result, the total cost increases
with the number of IXPs, and thus it is no longer rational for
the ISP to agree to settlement-free peering.
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