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Magic-state resource theory for the ground state of the transverse-field Ising model
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Ground states of quantum many-body systems are both entangled and possess a kind of quantum complexity,
as their preparation requires universal resources that go beyond the Clifford group and stabilizer states. These
resources—sometimes described as magic—are also the crucial ingredient for quantum advantage. We study
the behavior of the stabilizer Rényi entropy in the integrable transverse field Ising spin chain. We show that
the locality of interactions results in a localized stabilizer Rényi entropy in the gapped phase, thus making this
quantity computable in terms of local quantities in the gapped phase, while measurements involving L spins are
necessary at the critical point to obtain an error scaling with O(L−1).
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I. INTRODUCTION

Quantum mechanics is different from classical physics
in two ways: First, composite quantum systems can exhibit
correlations stronger than any classical correlation, i.e., en-
tanglement. Second, because quantum states and operations
constitute the bedrock for computation that goes beyond the
classical Turing machine model and can outperform classical
algorithms [1–6]. The resource useful for such a quantum ad-
vantage consists of those states and operations that go beyond
the stabilizer formalism and the Clifford group [7–18].

Entanglement has been widely studied in the context of
quantum many-body systems [19] from its role in quantum
phase transitions [20–24] to issues of simulability [25–33] to
the onset or thermalization and chaos in closed quantum sys-
tems [34–41], the structure of exotic quantum phases of matter
[42–57], and black-hole dynamics [34,41,58]. On the other
hand, magic state resource theory has only very recently been
the object of investigation in the field of quantum systems with
many particles [59,60]. This is mainly due to the difficulty
of computing nonstabilizerness for high-dimensional spaces
[61]. Recently, though, the authors of this paper have pro-
posed the stabilizer Rényi entropy as a more amenable way
of computing nonstabilizerness based on the Rényi entropy
associated to the decomposition of a state in the Pauli basis
[62], which has also led to its experimental measurement
[63–65].

In this paper, we set out to show the role that magic state
resource theory plays in the ground state of local integrable
quantum many-body systems. The model studied here is the
transverse field Ising model for a spin one-half chain with N
sites. We show how to compute the stabilizer Rényi entropy
in terms of the ground-state correlation functions. In this way,
we see how the decay of correlation functions influences the
many-body nonstabilizerness. Away from the critical point,
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where the ground state is weakly entangled and two-point
correlation functions decay exponentially, it is possible to
estimate the stabilizer Rényi entropy by single spin measure-
ments reliably. At the critical point, on the other hand, one
needs to measure an entire block of spins to obtain a reliable
estimate, with an error scaling with a characteristic power-law
O(L−1). The result is of notable importance for experimental
measurements of nonstabilizerness in a quantum many-body
system, as in a gapped phase this can be performed by few
spin measurements (even just a single spin).

As a last comment, our findings can be relevant for the
investigation of the emergence of quantum spacetime in the
context of AdS + CFT correspondence: In a recent paper
[61], the authors speculated on the role of nonstabilizerness
in AdS + CFT, and argue that it is a key ingredient to fill
the complex structure of the AdS black hole interior, dual
to a CFT state. Magic-state resource theory indeed reveals
itself as an important piece of information that cannot be
detected by only looking at the entanglement. In this context,
it is well-known that a quantum many-body system at the
criticality is described by a CFT [20,66]. Our results thus
give insights regarding the role played by nonstabilizerness
in AdS + CFT correspondence: This resource is delocalized
in spatial degrees of freedom as, at criticality only, it can
be extracted by a system containing L spins with an error
decaying only polynomially in L. From this result, it can
be reasonably argued that delocalization of nonstabilizerness
is a universal property in CFT quantum states—being the
correlation functions decaying polynomially—thus revealing
fascinating perspectives in AdS + CFT correspondence.

II. SETUP AND MODEL

Let us start by briefly reviewing the stabilizer Rényi
entropy [62]. Consider an N-qubit system and the de-
composition of state ρ in the Pauli basis given by ρ =
1

2N
∑

P∈P (N ) tr(Pρ)P, with P (N ) being the Pauli group. The
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2−stabilizer Rényi entropy M2(ρ) is then defined as

M2(ρ) := −log2EP [tr2(Pρ)], (1)

i.e., as the average of tr2(Pρ) on a state-dependent probability
distribution defined as P (ρ) := {2−N tr2(Pρ)tr−1(ρ2)}. It is
interesting to note that for ρ pure, M2(ρ) reduces to the two-
Rényi entropy of the classical probability distribution P (ρ)
(modulo an offset of −N).

We study the behavior of M2 in the ground state of the
transverse field Ising model for a spin one-half N-site chain
with Hamiltonian

H (λ) = −
N∑
i=1

(
σ x
i σ x

i+1 + λσ z
i

)
, (2)

where σα
i , for α = x, y, z, are Pauli matrices defined on the ith

site. The model displays a quantum phase transition at λ = 1
between a disordered and a symmetry-breaking phase. The
critical point corresponds to a conformal field theory with c =
1
2 [67]. For λ → ∞ and λ = 0, the Hamiltonian reduces to a
stabilizer Hamiltonian [68] with stabilizer groups Z� P and
X� P , respectively. The model H (λ) is integrable through
standard techniques [69,70]. First, by a Jordan-Wigner trans-
formation introducing fermionic modes and subsequently by
Fourier and Bogoliubov transformations [71]. Following these
techniques, let us introduce the Majorana operators Al and Bl :

Al :=
⊗
i<l

σ z
i ⊗ σ x

l ; Bl :=
⊗
i<l

σ z
i ⊗ σ

y
l . (3)

These operators obey the anticommutation relations
{Al ,Al ′ } = {Bl ,Bl ′ } = 2δll ′ and {Al ,Bl ′ } = 0.

The computation of M2(λ) for the ground state |G(λ)〉
of such a class of Hamiltonians relies on the fact that the
ground state can be fully characterized by just the two-point
correlation functions by virtue of the Wick theorem: One can
compute all the correlation functions of an arbitrary product
of Majorana fermions by just knowing the 2−point corre-
lation functions 〈AlAl ′ 〉 = 〈BlBl ′ 〉 = δll ′ and [71] 〈AlBl ′ 〉 ≡
〈AlBl+r〉 ≡ Gr (λ), where

Gr (λ) = − i

π

∫ π

0

sin θ sin θr − (λ − cos θ ) cos θr√
sin2 θ + (λ − cos θ )2

. (4)

Indeed, let C({i}k, { j}l ) := 〈Ai1 · · ·AikB j1 · · ·Bjl 〉 be the ex-
pectation value on the ground state |G(λ)〉 of an arbi-
trary ordered product of Majorana fermions, where {i}k :=
{i1, . . . , ik |N � i1 > . . . > ik � 1} is a set of ordered indexes
ranging over all the sites. The computation ofC({i}k, { j}l ) can
be done through the Pfaffian technique [72], which leads to
C({i}k, { j}l ) = 0 unless k = l and

C({i}k, { j}k ) =

∣∣∣∣∣∣∣∣∣

〈
Ai1Bj1

〉 〈
Ai1Bj2

〉 · · · 〈
Ai1Bjk

〉
〈
Ai2Bj1

〉 〈
Ai2Bj2

〉 · · · 〈
Ai2Bjk

〉
...

...
. . .

...〈
AikB j1

〉 〈
AikB j2

〉 · · · 〈
AikB jk

〉

∣∣∣∣∣∣∣∣∣
, (5)

i.e., to compute the generic 2k-point correlators of Majorana
fermions, it is sufficient to compute the determinant of a k × k
matrix, which can be efficiently done numerically by a poly(k)
algorithm.

All the 2k-point correlations functions can be also
obtained by considering the maximum rank 2N-point cor-

FIG. 1. Numerical simulations of the stabilizer Rényi entropy
of the ground state |G(λ)〉 of the Hamiltonian in Eq. (2) for λ =
0.1, 0.3, 0.6, λ = 1 and λ = 2, 2.5, 5 as a function of the length of
the chain N ∈ [5, 12]. The curves are fitted to be straight lines for
any λs, with slopes α(λ) and intercepts β(λ) fitted in the top-left
corner.

relation function of Majorana fermions C({i}N , { j}N ) =
〈A1A2 · · ·ANB1B2 · · ·BN 〉; indeed, it is easy to see that one can
obtain any correlation function of order 2k by considering any
minor of C({i}N , { j}N ) of lower rank k. Since a N × N matrix

contain
(N
k

)2
minors of order k, there are

∑N
k=0

(N
k

)2 = (2N
N

) 

4N√
N

nonzero correlation functions of Majorana fermions.

III. GROUND-STATE NONSTABILIZERNESS

In this section, we compute M2 in the ground state |G(λ)〉
and discuss some of its properties. To this end, we need the
knowledge of all the 4N expectation values of Pauli strings
P ∈ P (N ) on the ground state |G(λ)〉. Except for λ = 0, λ →
∞, all the other points feature a nontrivial value for the stabi-
lizer Rényi entropy because the state cannot be factorized.

It is easy to see that any P ∈ P (N ) can be written (up to a
global phase) as an ordered product of Majorana fermions, as
P ∝ Ai1 · · ·AikB j1 · · ·Bjl for some {i}k, { j}l , which means that
we can write the two-stabilizer Rényi entropy for |G(λ)〉 as

M2(λ) := M2(|G(λ)〉) = −log2
1

2N

∑
{i}k ,{ j}k�N

C({i}k, { j}k )4.

(6)
As the above formula shows, the computation of the non-
stabilizerness requires ∼4N determinants, which makes the
computation exponentially hard in N . Let us provide an
upper bound to the two-stabilizer entropy given by the zero-
stabilizer entropy M0(λ) � M2(λ) [62], which essentially
counts the number of nonzero entries card(|ψ〉) in the proba-
bility distribution P (|ψ〉 〈ψ |) as M0(|ψ〉) := log2card(|ψ〉) −
N . As explained above, there are

(2N
N

)
nonzero Majorana

correlations functions and thus we can upper bound the two-
stabilizer Rényi entropy as M2(λ) � N − 1

2 log2N .
We evaluate numerically formula Eq. (6) for N =

5, . . . , 12, see Fig. 1. The calculations clearly show a linear
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behavior of the stabilizer Rényi entropy for any λ �= 0,∞:

M2(λ) = α(λ)N + β(λ), (7)

with both slope α(λ) and intercept β(λ) depending on inten-
sity λ of the external magnetic field. In particular, we observe
an increasing slope α(λ) from λ = 0 toward the criticality
at λ = 1, where α(λ) approaches its maximum α(1) ≈ 0.44,
and then it starts decreasing again in the disordered phase,
λ > 1. We thus find agreement with the result in Ref. [13]:
the ground state at the critical point, and the corresponding 1

2
CFT, achieves the highest value of nonstabilizerness among
the λs. However, this result does not tell us the full story, as
the behavior of nonstabilizerness with λ is quite smooth and is
O(N ) for every value of λ. As we show in the following sec-
tion, the locality of the interactions together with a gap implies
that nonstabilizerness is localized, whereas at the critical point
nonstabilizerness cannot be resolved by local measurements.

IV. ACCESS NONSTABILIZERNESS BY LOCAL
MEASUREMENTS

Although more amenable than a minimization procedure
[73], computing the stabilizer entropy is an exponentially
difficult task. However, the locality of the interactions in the
Hamiltonian and the presence of a gap results in a fast decay
of correlation functions in the ground state, while a power
law characterizes the critical point. One thus wonders if one
can exploit this locality to access the stabilizer Rényi entropy
by local quantities. This results both in the possibility of a
realistic experimental measurement of nonstabilizerness in the
ground state of quantum many-body systems and a computa-
tional advantage.

Let us focus on asymptotic behavior in N , so M2(λ) ≈
α(λ)N . We refer to α(λ) as the density of nonstabilizerness.
In the above, ≈ stands for up to an order N−1. Now, it is
clear that if one is able to measure the density α(λ), then
one accesses the nonstabilizerness of the ground state. Can we
measure the density of nonstabilizerness α(λ) by just looking
at the local properties of the reduced density matrix of L
spins? To answer the question, we first divide the chain of
N sites into N/L subchains of L first-neighbor sites. Con-
sider the following quantum map L(|G(λ)〉 〈G(λ)|⊗N/L ) =⊗N/L−1

s=0 ρLi , where ρLs := trN−Ls (|G(λ)〉 〈G(λ)|), where Ls =
(sL + 1, . . . , (s + 1)L). To estimate the density of nonstabi-
lizerness α(λ) of the ground state, we thus measure the density
αL(λ) present in a subsystem of size L. Thanks to the transla-
tional invariance of the Hamiltonian in Eq. (2), all the reduced
density matrices are equal to ρL ≡ trN−L0 (|G(λ)〉 〈G(λ)|), and
thus the local density of nonstabilizerness αL(λ) depends on
the number of sites L of the subchains and not on their loca-
tions. Define the L density of nonstabilizerness as

αL(λ) := 1

L
M2(ρL ), (8)

where M2(ρL ) is the stabilizer Rényi entropy of the mixed
state ρL [see Eq. (1)] which in terms of Majorana correlation
functions reads

M2(ρL ) = −log2

∑
{i}k ,{ j}k�L C({i}k, { j}k )4

∑
{i}k ,{ j}k�L C({i}k, { j}k )2

. (9)

FIG. 2. Plot of the single spin density of nonstabilizerness α1(λ)
for λ−1 � 0.6, computed in Eq. (10), versus the density of nonstabi-
lizerness α(λ) extracted through the fits in Fig. 1.

The latter equation, unlike Eq. (6), contains only correlation
functions on at most L sites, thus it does not involve global
measurements, rather it involves just measurements on the
local observable via the reduced density matrix ρL, which
makes it analytically computable for a reasonable L. First note
that for L → N , one has αL(λ) → α(λ). Then, how good is
the approximation for a finite L and how does it depend on
λ? Let us look at the accuracy of the measurement of the L
density of nonstabilizerness by looking at the percent error
εL(λ) := |α(λ)−αL (λ)|

α(λ) we make by measuring the density of
nonstabilizerness via local measurements. We find that, away
from the criticality, i.e., in regions λ � 1 and λ � 1, ελ(L) <

0.001 for any L. We thus conclude that, away from the critical
point, one can access the nonstabilizerness of the ground state
by just measuring the nonstabilizerness of the density matrix
of an O(1) of spins, in fact, even a single qubit density matrix
ρ1. We show the agreement between the the 1−density of
nonstabilizerness α1(λ) and the density of nonstabilizerness
α(λ) in Fig. 2 for λ > 1. The region λ < 1 features the same
behavior, indicating that the nonstabilizerness does not reveal
the symmetry of the ground state.

The situation changes at the critical point, i.e., λ = 1: one
finds εL(λ) = O(L−1), cf. Fig. 3. The different behaviors of
the error, i.e., O(1) vs O(L−1), are reminiscent of different
behaviors of the entanglement entropy, displaying an area law
everywhere, but at the critical point where the entanglement
entropy of a density matrix of L spin scales as ∼log2L.

Thus, away from the critical point, the approximation
works great also for L = 1, which can be computed by
hand: The single site density matrix reads [23] ρ1(λ) = 1

2 (I +
〈σ z〉σ z ), whose stabilizer Rényi entropy

M(ρ1(λ)) = log2
1 + 〈σ z〉2

1 + 〈σ z〉4 , (10)

where |〈σ z〉| = G0(λ), cf. Eq. (4); see the inset in Fig. 2 for a
plot.

In the following, we lay down a theoretical argument sup-
porting the fact that measuring the single spin density of
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FIG. 3. Comparison of the error εL (1) for L ∈ {5, 11} with the fit
γL−1 with γ = 0.2034 ± 0.0002.

nonstabilizerness is already sufficient away from the criti-
cal point λ = 1. It is well-known that [71], away from the
criticality (without loss of generality (w.l.o.g.) let us say
λ � 1), the two-point correlation functions in Eq. (4) decay
faster than exponentially with r. By making the first order
expansion Gr (λ) 
 G0(λ)δr,0, one gets a fair approximation of
Gr (λ) as long as the higher terms in r �= 0 are exponentially
suppressed. By using the above form of the two-correlation
functions to compute higher-order functions as in Eq. (5), one
gets |C({i}k, { jk})| = |G0(λ)|kδ{ j}k

{i}k . This means that the only
nonzero correlation functions correspond to Pauli operators
belonging to the subgroup Z � P (N ) containing all the σ z

Pauli strings. The fact that the Pauli strings that count are
those belonging to Z can be also understood by looking to
the Hamiltonian in Eq. (2): For λ � 1, the dominant term is
λ

∑
i σ

z
i whose eigenstates are stabilizer states belonging to

the stabilizer group Z. In other words, we are estimating the
average in Eq. (6) by (importance) sampling the probability
distribution with Pauli strings P ∈ Z. Thus, the estimated
density of nonstabilizerness can be computed as

α(λ) 
 − 1

N
log2

∑
{i}k ,{ j}k�N G0(λ)4δ

{ j}k
{i}k∑

{i}k ,{ j}k�N G0(λ)2δ
{ j}k
{i}k

, (11)

where we introduced a normalization over the sampling given
by

∑
{i}k ,{ j}k�N C({i}k, { j}k )2, cf. Eqs. (1) and (6). The straight-

forward computation of Eq. (11), together with the fact that
G0(λ)2 = 〈σ z〉2 leads to Eq. (10). Thus, the density of nonsta-
bilizerness estimated by importance sampling does coincide
with the L−density of non-stabilizerness with L = 1.

The fact that one can access nonstabilizerness from lo-
cal measurements is nontrivial and, in general, is not true.
We can show it by considering a simpler example: Suppose
having a bipartite system AB, a random pure state |
AB〉,
and consider the percent different in nonstabilizerness εAB =

(MAB − MA − MB)/MAB; here MAB,MA,MB are the stabilizer
Rényi entropies of |
AB〉 and ρA = trB(|
AB〉 〈
AB|) and ρB,
respectively. Thanks to the typicality of the stabilizer Rényi
entropy [62] and the two-Rényi entropy [36] over the set of
Haar-random states, one gets εAB ≈ 1 (up to an exponentially
small error in dim(AB)), which means that the nonstabilizer-
ness cannot be accessed locally for the majority of states in the
Hilbert space. The above argument can be straightforwardly
generalized to the case of the multipartite system A1A2 · · ·Ah.

V. CONCLUSIONS AND OUTLOOK

The complex pattern of the ground-state wave function of a
quantum many-body system depends on the interplay between
its entanglement and the non-Clifford resources, or nonstabi-
lizerness, that it contains. Although both in the gapped phase
and at the critical point the ground state of the transverse field
Ising model contains an extensive amount of nonstabilizer-
ness, away from criticality this is localized. On the other hand,
at the critical point, its nonstabilizerness is delocalized and
described by a power law.

These results raise a number of questions. First, one could
extend these methods to models featuring localization hrough
disorder or frustration. One expects that any form of localiza-
tion would result in being able to evaluate non-stabilizerness
by few-site quantities. Second, the same methods can be used
to study the dynamics of a quantum many-body system after
a quench. It would be interesting to see whether nonstabi-
lizerness delocalizes as the system evolves in time and if
equilibration ensues. Moreover, it is very intriguing to study
the behavior of nonstabilizerness in such systems when inte-
grability is broken. The role of quantum complexity implied
in the conjunction of nonstabilizerness and entanglement for
the onset of thermalization and nonintegrable behavior has
been recently studied in the context of doped quantum circuits
[74–76] and Hamiltonians [77,78], but a local quantum many-
body system is its most natural setting. The main result of
this paper opens the way to the experimental measurement
of nonstabilizerness by local measurements, for instance, in
ultracold atom gases realizing the Bose-Hubbard model. Fi-
nally, although further investigation is necessary, we can argue
that the delocalization of nonstabilizerness at the critical point
suggests that the CFT theory, underlying critical many body
systems, enjoys delocalization of nonstabilizerness as well.

ACKNOWLEDGMENTS

The authors thank Francesco Caravelli, Stefano Piemon-
tese, and Seth Lloyd for inspiring discussions and comments.
The authors acknowledge support from NSF Award No.
2014000. The work of L.L. and S.F.E.O. was supported in
part by College of Science and Mathematics Dean’s Doctoral
Research Fellowship through fellowship support from Oracle,
Project ID No. R20000000025727.

[1] R. D. Somma, S. Boixo, H. Barnum, and E. Knill, Phys. Rev.
Lett. 101, 130504 (2008).

[2] H. J. Kimble, Nature (London) 453, 1023 (2008).
[3] J. I. Cirac and P. Zoller, Nat. Phys. 8, 264 (2012).

042426-4

https://doi.org/10.1103/PhysRevLett.101.130504
https://doi.org/10.1038/nature07127
https://doi.org/10.1038/nphys2275


MAGIC-STATE RESOURCE THEORY FOR THE GROUND … PHYSICAL REVIEW A 106, 042426 (2022)

[4] S. Bravyi, D. Gosset, and R. König, Science 362, 308 (2018).
[5] A. Acín, I. Bloch, H. Buhrman, T. Calarco, C. Eichler, J. Eisert,

D. Esteve, N. Gisin, S. J. Glaser, F. Jelezko, S. Kuhr, M.
Lewenstein, M. F. Riedel, P. O. Schmidt, R. Thew, A. Wallraff,
I. Walmsley, and F. K. Wilhelm, New J. Phys. 20, 080201
(2018).

[6] F. Arute, K. Arya, R. Babbush, D. Bacon, J. C. Bardin, R.
Barends, R. Biswas, S. Boixo, F. G. S. L. Brandao, D. A.
Buell, B. Burkett, Y. Chen, Z. Chen, B. Chiaro, R. Collins, W.
Courtney, A. Dunsworth, E. Farhi, B. Foxen, A. Fowler et al.,
Nature (London) 574, 505 (2019).

[7] V. Veitch, S. A. H. Mousavian, D. Gottesman, and J. Emerson,
New J. Phys. 16, 013009 (2014).

[8] M. Ahmadi, H. B. Dang, G. Gour, and B. C. Sanders, Phys. Rev.
A 97, 062332 (2018).

[9] X. Wang, M. M. Wilde, and Y. Su, New J. Phys. 21, 103002
(2019).

[10] J. R. Seddon and E. T. Campbell, Proc. R. Soc. London A 475,
20190251 (2019).

[11] S. Sarkar, C. Mukhopadhyay, and A. Bayat, New J. Phys. 22,
083077 (2020).

[12] Z.-W. Liu and A. Winter, PRX Quantum 3, 020333 (2022).
[13] C. D. White, C. J. Cao, and B. Swingle, Phys. Rev. B 103,

075145 (2021).
[14] H. Qassim, H. Pashayan, and D. Gosset, Quantum 5, 606

(2021).
[15] N. Koukoulekidis and D. Jennings, Npj Quantum Inf. 8, 42

(2022).
[16] O. Hahn, A. Ferraro, L. Hultquist, G. Ferrini, and L. García-

Álvarez, Phys. Rev. Lett. 128, 210502 (2022).
[17] G. Saxena and G. Gour, arXiv:2202.0786.
[18] T. J. Sewell and C. D. White, Phys. Rev. B 106, 125130

(2022).
[19] R. Horodecki, P. Horodecki, M. Horodecki, and K. Horodecki,

Rev. Mod. Phys. 81, 865 (2009).
[20] G. Vidal, J. I. Latorre, E. Rico, and A. Kitaev, Phys. Rev. Lett.

90, 227902 (2003).
[21] L. Amico, R. Fazio, A. Osterloh, and V. Vedral, Rev. Mod. Phys.

80, 517 (2008).
[22] A. Osterloh, L. Amico, G. Falci, and R. Fazio, Nature (London)

416, 608 (2002).
[23] T. J. Osborne and M. A. Nielsen, Phys. Rev. A 66, 032110

(2002).
[24] K. Le Hur, P. Doucet-Beaupré, and W. Hofstetter, Phys. Rev.

Lett. 99, 126801 (2007).
[25] F. Verstraete and J. I. Cirac, Phys. Rev. B 73, 094423 (2006).
[26] D. Perez-Garcia, F. Verstraete, M. M. Wolf, and J. I. Cirac,

Quantum Inf. Comput. 7, 401 (2007).
[27] N. Schuch, M. M. Wolf, F. Verstraete, and J. I. Cirac, Phys. Rev.

Lett. 100, 030504 (2008).
[28] M. M. Wolf, F. Verstraete, M. B. Hastings, and J. I. Cirac, Phys.

Rev. Lett. 100, 070502 (2008).
[29] J. Eisert and T. J. Osborne, Phys. Rev. Lett. 97, 150404 (2006).
[30] N. Schuch, I. Cirac, and D. Pérez-García, Ann. Phys. 325, 2153

(2010).
[31] M. B. Hastings, J. Stat. Mech. (2007) P08024.
[32] J. Chen, Z. Ji, B. Zeng, and D. L. Zhou, Phys. Rev. A 86, 022339

(2012).

[33] L. Eldar and A. W. Harrow, in 2017 IEEE 58th Annual Sym-
posium on Foundations of Computer Science (FOCS) (2017),
pp. 427–438.

[34] M. Srednicki, Phys. Rev. E 50, 888 (1994).
[35] N. Linden, S. Popescu, A. J. Short, and A. Winter, Phys. Rev. E

79, 061103 (2009).
[36] S. Popescu, A. J. Short, and A. Winter, Nat. Phys. 2, 754 (2006).
[37] M. Rigol, V. Dunjko, and M. Olshanii, Nature (London) 452,

854 (2008).
[38] L. F. Santos and M. Rigol, Phys. Rev. E 81, 036206 (2010).
[39] Z.-C. Yang, A. Hamma, S. M. Giampaolo, E. R. Mucciolo, and

C. Chamon, Phys. Rev. B 96, 020408(R) (2017).
[40] C. Neill, P. Roushan, M. Fang, Y. Chen, M. Kolodrubetz, Z.

Chen, A. Megrant, R. Barends, B. Campbell, B. Chiaro et al.,
Nat. Phys. 12, 1037 (2016).

[41] L. D’Alessio, Y. Kafri, A. Polkovnikov, and M. Rigol, Adv.
Phys. 65, 239 (2016).

[42] A. Hamma, R. Ionicioiu, and P. Zanardi, Phys. Lett. A 337, 22
(2005).

[43] A. Kitaev and J. Preskill, Phys. Rev. Lett. 96, 110404 (2006).
[44] M. Levin and X.-G. Wen, Phys. Rev. Lett. 96, 110405 (2006).
[45] S. B. Chung, H. Yao, T. L. Hughes, and E.-A. Kim, Phys. Rev.

B 81, 060403(R) (2010).
[46] F. Mezzacapo, Phys. Rev. B 86, 045115 (2012).
[47] S. Papanikolaou, K. S. Raman, and E. Fradkin, Phys. Rev. B 76,

224421 (2007).
[48] Y. Zhang, T. Grover, and A. Vishwanath, Phys. Rev. B 84,

075128 (2011).
[49] I. H. Kim, Phys. Rev. B 86, 245116 (2012).
[50] H.-C. Jiang, H. Yao, and L. Balents, Phys. Rev. B 86, 024424

(2012).
[51] H.-C. Jiang, Z. Wang, and L. Balents, Nat. Phys. 8, 902 (2012).
[52] S. Furukawa and G. Misguich, Phys. Rev. B 75, 214407 (2007).
[53] A. Hamma, W. Zhang, S. Haas, and D. A. Lidar, Phys. Rev. B

77, 155111 (2008).
[54] S. Dusuel, M. Kamfor, R. Orús, K. P. Schmidt, and J. Vidal,

Phys. Rev. Lett. 106, 107203 (2011).
[55] A. Jamadagni, H. Weimer, and A. Bhattacharyya, Phys. Rev. B

98, 235147 (2018).
[56] L. Cincio and G. Vidal, Phys. Rev. Lett. 110, 067208 (2013).
[57] S. F. Oliviero, L. Leone, Y. Zhou, and A. Hamma, SciPost Phys.

12, 096 (2022).
[58] S. Lloyd, Black Holes, Demons and the Loss of Coherence:

How complex systems get information, and what they do with
it, Ph.D. thesis, Rockefeller University, 1988.

[59] Z.-W. Liu, S. Lloyd, E. Zhu, and H. Zhu, J. High Energy Phys.
07 (2018) 41.

[60] Z.-W. Liu, S. Lloyd, E. Y. Zhu, and H. Zhu, Phys. Rev. Lett.
120, 130502 (2018).

[61] K. Goto, T. Nosaka, and M. Nozaki, Chaos by magic,
arXiv:2112.14593.

[62] L. Leone, S. F. E. Oliviero, and A. Hamma, Phys. Rev. Lett.
128, 050402 (2022).

[63] S. F. E. Oliviero, L. Leone, A. Hamma, and S. Lloyd,
arXiv:2204.00015.

[64] T. Haug and M. S. Kim, arXiv:2204.10061.
[65] L. Leone, S. F. E. Oliviero, and A. Hamma, arXiv:2204.02995.
[66] P. Calabrese and J. Cardy, J. Stat. Mech. (2004) P06002.

042426-5

https://doi.org/10.1126/science.aar3106
https://doi.org/10.1088/1367-2630/aad1ea
https://doi.org/10.1038/s41586-019-1666-5
https://doi.org/10.1088/1367-2630/16/1/013009
https://doi.org/10.1103/PhysRevA.97.062332
https://doi.org/10.1088/1367-2630/ab451d
https://doi.org/10.1098/rspa.2019.0251
https://doi.org/10.1088/1367-2630/aba919
https://doi.org/10.1103/PRXQuantum.3.020333
https://doi.org/10.1103/PhysRevB.103.075145
https://doi.org/10.22331/q-2021-12-20-606
https://doi.org/10.1038/s41534-022-00551-1
https://doi.org/10.1103/PhysRevLett.128.210502
http://arxiv.org/abs/arXiv:2202.0786
https://doi.org/10.1103/PhysRevB.106.125130
https://doi.org/10.1103/RevModPhys.81.865
https://doi.org/10.1103/PhysRevLett.90.227902
https://doi.org/10.1103/RevModPhys.80.517
https://doi.org/10.1038/416608a
https://doi.org/10.1103/PhysRevA.66.032110
https://doi.org/10.1103/PhysRevLett.99.126801
https://doi.org/10.1103/PhysRevB.73.094423
https://doi.org/10.26421/qic7.5-6-1
https://doi.org/10.1103/PhysRevLett.100.030504
https://doi.org/10.1103/PhysRevLett.100.070502
https://doi.org/10.1103/PhysRevLett.97.150404
https://doi.org/10.1016/j.aop.2010.05.008
https://doi.org/10.1088/1742-5468/2007/08/p08024
https://doi.org/10.1103/PhysRevA.86.022339
https://doi.org/10.1103/PhysRevE.50.888
https://doi.org/10.1103/PhysRevE.79.061103
https://doi.org/10.1038/nphys444
https://doi.org/10.1038/nature06838
https://doi.org/10.1103/PhysRevE.81.036206
https://doi.org/10.1103/PhysRevB.96.020408
https://doi.org/10.1038/nphys3830
https://doi.org/10.1080/00018732.2016.1198134
https://doi.org/10.1016/j.physleta.2005.01.060
https://doi.org/10.1103/PhysRevLett.96.110404
https://doi.org/10.1103/PhysRevLett.96.110405
https://doi.org/10.1103/PhysRevB.81.060403
https://doi.org/10.1103/PhysRevB.86.045115
https://doi.org/10.1103/PhysRevB.76.224421
https://doi.org/10.1103/PhysRevB.84.075128
https://doi.org/10.1103/PhysRevB.86.245116
https://doi.org/10.1103/PhysRevB.86.024424
https://doi.org/10.1038/nphys2465
https://doi.org/10.1103/PhysRevB.75.214407
https://doi.org/10.1103/PhysRevB.77.155111
https://doi.org/10.1103/PhysRevLett.106.107203
https://doi.org/10.1103/PhysRevB.98.235147
https://doi.org/10.1103/PhysRevLett.110.067208
https://doi.org/10.21468/SciPostPhys.12.3.096
https://doi.org/10.1007/JHEP07(2018)041
https://doi.org/10.1103/PhysRevLett.120.130502
http://arxiv.org/abs/arXiv:2112.14593
https://doi.org/10.1103/PhysRevLett.128.050402
http://arxiv.org/abs/arXiv:2204.00015
http://arxiv.org/abs/arXiv:2204.10061
http://arxiv.org/abs/arXiv:2204.02995
https://doi.org/10.1088/1742-5468/2004/06/p06002


OLIVIERO, LEONE, AND HAMMA PHYSICAL REVIEW A 106, 042426 (2022)

[67] S. Sachdev, Quantum phase transitions, in Handbook of Mag-
netism and Advanced Magnetic Materials (John Wiley & Sons,
Ltd., 2007).

[68] K. Temme and M. J. Kastoryano, arXiv:1505.07811.
[69] E. Lieb, T. Schultz, and D. Mattis, Ann. Phys. 16, 407

(1961).
[70] E. Barouch and B. M. McCoy, Phys. Rev. A 3, 786 (1971).
[71] S. Suzuki, J.-i. Inoue, and B. K. Chakrabarti, Transverse ising

chain (pure system), in Quantum Ising Phases and Transitions
in Transverse Ising Models (Springer, Berlin, 2013), pp. 13–46.

[72] E. R. Caianiello and S. Fubini, Nuovo Cim 9, 1218 (1952).

[73] M. Howard and E. Campbell, Phys. Rev. Lett. 118, 090501
(2017).

[74] L. Leone, S. F. E. Oliviero, Y. Zhou, and A. Hamma, Quantum
5, 453 (2021).

[75] S. F. E. Oliviero, L. Leone, and A. Hamma, Phys. Lett. A 418,
127721 (2021).

[76] S. True and A. Hamma, Quantum 6, 818 (2022).
[77] L. Leone, S. F. E. Oliviero, and A. Hamma, Entropy 23, 1073

(2021).
[78] S. F. E. Oliviero, L. Leone, F. Caravelli, and A. Hamma, SciPost

Phys. 10, 076 (2021).

042426-6

http://arxiv.org/abs/arXiv:1505.07811
https://doi.org/10.1016/0003-4916(61)90115-4
https://doi.org/10.1103/PhysRevA.3.786
https://doi.org/10.1007/BF02782927
https://doi.org/10.1103/PhysRevLett.118.090501
https://doi.org/10.22331/q-2021-05-04-453
https://doi.org/10.1016/j.physleta.2021.127721
https://doi.org/10.22331/q-2022-09-22-818
https://doi.org/10.3390/e23081073
https://doi.org/10.21468/SciPostPhys.10.3.076

