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On the Limits of Single Anchor Localization:
Near-Field vs. Far-Field

Don-Roberts Emenonye, Harpreet S. Dhillon, and R. Michael Buehrer

Abstract—It is well known that a single anchor can be used
to determine the position and orientation of an agent communi-
cating with it. However, it is not clear what information about
the anchor or the agent is necessary to perform this localization,
especially when the agent is in the near-field of the anchor. Hence,
in this paper, to investigate the limits of localizing an agent with
some uncertainty in the anchor location, we consider a wireless
link consisting of source and destination nodes. More specifically,
we present a Fisher information theoretical investigation of the
possibility of estimating different combinations of the source and
destination’s position and orientation from the signal received at
the destination. To present a comprehensive study, we perform
this Fisher information theoretic investigation under both the
near and far field propagation models. One of the key insights
is that while the source or destination’s 3D orientation can be
jointly estimated with the source or destination’s 3D position in
the near-field propagation regime, only the source or destination’s
2D orientation can be jointly estimated with the source or
destination’s 2D position in the far-field propagation regime.
Also, a simulation of the FIM indicates that in the near-field,
we can estimate the source’s 3D orientation angles with no
beamforming, but in the far-field, we can not estimate the source’s
2D orientation angles when no beamforming is employed.

Index Terms—6G localization, anchor uncertainty, far-field,
near-field, FIM.

I. INTRODUCTION

Recently, due to the ubiquitous deployment of multi-antenna
base stations, single-anchor localization has been proposed and
studied with [1], [2] and without a reconfigurable intelligent
surface (RIS) [3], [4], [5]. Localization is usually performed
under the assumption that the anchor location (position and
orientation) is perfectly known [6]. However, in practical
systems, this assumption might not hold. For example, in
scenarios where unmanned aerial vehicles (UAV) act as an-
chors, there could be inherent uncertainty in the locations of
the UAVs [7]. Another example involves localization using
RISs. RISs are being considered to aid localization by acting as
virtual anchors; however, their ubiquitous deployment means
that their locations can change (e.g., when they are placed on
movable objects), resulting in uncertainty in their locations.
Lastly, in indoor localization systems, the locations of the
indoor anchors can easily be disturbed after deployment.
Hence, in this paper, to investigate localization with anchor
uncertainty, we present a Fisher information view of estimating
different combinations of a source and destination’s position
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and orientation under the near and far field propagation
regimes.

A. Prior Art

Prior literature on single-anchor localization involves de-
riving the fundamental limits for the accuracy achievable in
estimating the position and orientation of an agent [1]. These
bounds are extended to the case of 3D localization of an
agent in [2]. In [8], the amount of information in the non-line
of sight (NLOS) paths and their usefulness for localization
is analyzed. The bounds of single-anchor localization with a
RIS have been studied in [3]. These bounds are extended to
account for near-field propagation in [4], [5]. In the context
of anchor state uncertainty, localization has been investigated
with and without a RIS. In [9], the positioning problem in
the presence of anchor uncertainty is studied, the resulting
non-convex optimization problem is relaxed to a second-order
cone programming problem, and semidefinite programming is
applied. The authors in [10] derive the geometric dilution of
precision in the presence of anchor position uncertainty, and
a trade-off is made between range errors and position errors
by applying the modified spring mass method. The anchor
position offset and the agent’s position are estimated in [11]
using the signal strength of the received signals. In [12], a
rigorous investigation of the impact of anchor uncertainty
on received signal strength-based localization techniques is
presented. Uncertainties are considered in the case of RIS-
assisted localization in [3], [4]. While the prior art primarily
includes robust algorithms to handle uncertainty in anchors’
position, a comprehensive Fisher information-based analysis
on the estimation of the anchor orientation has yet to be
studied. It is important to note the anchor orientation is
particularly important as the localization of agents is now
being considered using a single anchor with large number of
antennas. Moreover, the effect of anchor location uncertainty
has not been investigated under the near-field propagation
regime.

B. Contributions

In this paper, through the Fisher information matrix (FIM),
we present a theoretical investigation of the limits of single-
anchor localization by determining the combinations of po-
sitions and orientations of the source and destination nodes
that can be estimated in the near and far field propagation
regimes. Further, using the FIM, we present a lower bound
for the source orientation and destination position accuracy.
One key result from the FIM-based analysis is that in the
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near-field, the source or destination’s 3D orientations can be
estimated jointly with either the source or destination’s 3D
positions. Also, in the far-field, the source or destination’s 2D
orientations can be estimated jointly with either the source
or destination’s 2D positions. Another result is that while
the presence of a beamforming matrix is not required in the
near-field to estimate the source’s 3D orientation angles, a
beamforming matrix is required in the far-field to estimate the
source’s 2D orientation angles.

Notation: the transpose operator is (·)T; the hermitian
transpose operator is (·)H; the submatrix in the matrix V ,
with rows in the range, g1 : v1, and the columns in the range
g2 : v2 is extracted using the operation [V ][g1:v1,g2:v2]; Tr(·)
is the matrix trace operator; ∥·∥ denotes the Euclidean norm
; the positive definiteness of a matrix is characterized by ≻
; the first derivative operator is ∇ ; the expectation operator
with respect to the random vector v is Ev{·}.

II. SYSTEM MODEL

We consider a source with its centroid located at pB =
[xB , yB , zB ]

T, and its bth antenna element located at sb =
[xb, yb, zb]

T. The location of the centroid is defined with
respect to the global origin, while the location specified by
sb is defined with respect to pB .

Figure 1. An illustration showing a source communicating with a destination.

This point sb can also be written as sb = QB s̃b, where
s̃b = [x̃b, ỹb, z̃b]

T is the previously known position of the
antenna coordinate with respect to pB before an orientation
offset, ΦB = [αB , ψB , φB ]

T. The subsequent 3D orientation
matrix is defined as QB [13]. There are NB antennas at
the source, and each antenna can be described with respect
to the global origin as pb = pB + sb. The destination is
located at pU = [xU , yU , zU ]

T, and its uth antenna element is
located at su = [xu, yu, zu]

T. The corresponding vectors, pU ,
su, s̃u and pu have similar definitions as the corresponding
source’s vectors. Note that the orientation angles and the
matrix related to the destination are denoted by ΦU and QU ,
respectively. The position of the destination’s centroid located
at pU can be described in relation to the position of the
source’s centroid located at pB as pU = pB + dBU∆BU ,
where dBU is the distance from point pB to point pU and
∆BU is the corresponding unit direction vector ∆BU =
[cosϕBU sin θBU , sinϕBU sin θBU , cos θBU ]

T. All points de-
fined locally that describe the location of elements on the
source antenna array with respect to the source’s centroid can
be written in the matrix form as SB = [s1, s2, · · · , sNB

].
Similarly, the points defined locally that describe the location

of elements on the destination antenna array with respect to
the destination’s centroid can be written in the matrix form
as SU = [s1, s2, · · · , sNU

]. Matrices S̃B and S̃U can be
described similarly, by collecting the appropriate vectors s̃b
and s̃u.

A. Signal Model

The communication from the source to the destination is
achieved through the transmission of T symbols from the
source with NB transmit antennas to the destination with
NU receive antennas. During each transmission, the source
precodes a deterministic data stream (i.e., a training sequence),
x ∈ CND×1, to the NB transmit antennas with a beamforming
matrix Ft ∈ CNB×ND under a unit power constraint. The
signal received during the tth transmission is

yt = HFtx+ nt,= µt + nt. (1)

In the above equation, µt is the noise-free part (useful part)
of the signal, and nt ∼ CN (0, N0) represents the thermal
noise local to the destination’s antenna array. Considering
narrowband transmissions, the element in the uth row and bth

column of the channel matrix H is [H][u,b] = βe−j2πfcτbu1.
Here, β = βR + jβI is the complex path gain, fc is the
operating frequency, and τbu is the propagation delay from
the bth transmit antenna located at pb on the source’s antenna
array to the receive antenna located at pu on the destination’s
antenna array. Now, the signal received at the destination’s uth

receive antenna during the tth transmission is

yt,u =

NB∑
b=1

ND∑
d=1

[Ft][b,d][x][d][H][u,b] + nt. (2)

The definition of the delay given as τbu = ∥pu−pb∥
c incorpo-

rates any potential spherical curvature wavefront present in the
signal received at the destination. When the destination expe-
riences substantial wavefront curvature, it is said to be located
within the near-field propagation regime. It is important to
note that at sufficiently larger distances between the destination
and the source, the spherical wavefront can be approximated
by a plane wave. With this plane wave approximation, the
delay can be approximated as τbu = τBU +∆T

BU (su − sb)/c.
When this approximation holds, the destination is said to be
located within the far-field propagation regime. The boundary
that defines the near and far field propagation regime is called
the Fraunhofer distance. This Fraunhofer distance can be
computed as df = 2D2/λ with λ indicating the wavelength of
the signal and D the maximum diameter among the source
and destination surface diameters [4]. While, (1) and (2)
adequately represent the signals received in the near-field,
an approximation of signals received in the far-field can be
written as

yt = βaUB(∆BU )a
H
BU (∆BU )e

−j2πfcτBUFtx+ nt, (3)

where aBU (∆BU ) = e−j2π
λST

B∆BU and aUB(∆BU ) =

e−j2π
λST

U∆BU .

1The near-field model still needs to be standardized. In some papers, the
complex path gains vary across the destination antenna array.
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B. Source and Destination Position and Orientation Estima-
tion

In this letter, we provide the different combinations of
source and destination position and orientation that can be
estimated through the signals received across the NU an-
tennas during the T transmissions. We determine this by
evaluating the FIM under the following parameterizations:
case I) η = [pU ,ΦU ,β]

T, case II) η = [pU ,ΦB ,β]
T, case

III) η = [pB ,ΦU ,β]
T, and case IV) η = [pB ,ΦB ,β]

T.
Here, β = [βR, βI]

T. Note that the location parameters for
each individual case can be collected into the vector ζ. The
FIM computations are carried under three scenarios: i) far-
field model with beamforming, ii) near-field model with no
beamforming, and iii) near-field model with beamforming.
Note that the case for using the far-field model with iden-
tity beamforming matrices across the T transmissions is not
possible. This is because the joint estimation of the source
orientation, ΦB , and β is not feasible under this condition
(see Appendix A).

III. INFORMATION IN THE RECEIVED SIGNAL

To analyze the amount of location information present in the
received signal, we introduce the mathematical definition of
the FIM for an unknown parameter vector, η, in the following
definition.

Definition 1. Based on a set of observations y, the Fisher
information of a parameter vector, η, is written as Jη ≜

−Ey

[
∂2 lnχ(y|η)

∂η∂ηT

]
where Eν is expectation taken over the

random variable ν, χ(y|η) is the likelihood of y conditioned
on η. We note that the error covariance matrix of an unbiased
estimate, η̂, of an unknown parameter vector, η satisfies the
following information inequality Ey

{
(η̂ − η)(η̂ − η)T

}
⪰

J−1
η .

The FIM for the parameter vector η = [pU ,ΦB ,β]
T has

the following structure

Jη ≜


JpUpU

JpUΦB
JpUβR

JpUβI

JΦBpU
JΦBΦB

JΦBβR JΦBβI

JβRpU
JβRΦB

JβRβR JβRβI

JβIpU
JβIΦB

JβIβR
JβIβI

 ∈ R8×8.

(4)
The submatrices in the above matrix can be computed using
Jηv1

ηv2
≜ 2

σ2

∑T
t=1 ℜ

{
∂µH

t

∂ηv1

∂µt
∂ηv2

}
where ηv1 ∈ η, ηv2 ∈ η

are both dummy variables, and 1/σ2 is the SNR which incor-
porates the pathloss and composite noise power. The required
first derivatives are presented in the following sections.

A. First Derivatives under the Far-Field Model
The first derivative of the useful part of the received signal

with respect to ν ∈ [pB ,pU ] under the far-field model is

∇νµt,u = βe−j2π
λ sT

u∆BUaH
BU (∆BU )Kνe

−j2πfcτBUFtx,

where Kν is expressed in (5). The first derivatives of the useful
part of the received signal with respect to ν ∈ ΦB and ν ∈ ΦU

under the far-field model are

∇νµt = βP̃νaUB(∆BU )a
H
BU (∆BU )e

−j2πfcτBUFtx,

∇νµt,u = βe−j2π
λ sT

u∆BUaH
BU (∆BU )Pνe

−j2πfcτBUFtx,

respectively, where

P̃ν = diag

[
− j2π

λ
(∇νSu)

T

[
pU − pB

dBU

]]
,

Pν = diag

[
j2π

λ

[
pU − pB

dBU

]T

∇νSB

]
.

Also, ∇ΦB
SB = ∇ΦB

QBS̃B and ∇ΦU
SU =

∇ΦU
QU S̃U . Finally, the first derivative of the

useful part of the received signal with respect to
complex path gain under the far-field model is
∇βR

µt = aUB(∆BU )a
H
BU (∆BU )Ftxe

−j2πfcτBU ,∇βI
µt =

jaUB(∆BU )a
H
BU (∆BU )Ftxe

−j2πfcτBU 2. The above first
derivatives are used to compute the submatrices with a similar
structure as that shown in (4) when the far-field model is
used.

B. First Derivatives under the Near-Field Model

The first derivatives of the useful part of the received signal
with respect to η under the near-field model are

∇pU
µt,u = (−j2πfc)β

NB∑
b=1

∇pU
τbu

ND∑
d=1

[Ft][b,d][x][d]e
−j2πfcτbu ,

∇pB
µt,u = (−j2πfc)β

NB∑
b=1

∇pB
τbu

ND∑
d=1

[Ft][b,d][x][d]e
−j2πfcτbu ,

∇ΦU
µt,u = (−j2πfc)β

NB∑
b=1

∇ΦU
τbu

ND∑
d=1

[Ft][b,d][x][d]e
−j2πfcτbu ,

∇ΦB
µt,u = (−j2πfc)β

NB∑
b=1

∇ΦB
τbu

ND∑
d=1

[Ft][b,d][x][d]e
−j2πfcτbu .

∇βR
µt,u =

NB∑
b=1

ND∑
d=1

[Ft][b,d][x][d]e
−j2πfcτbu ,

∇βI
µt,u = j

NB∑
b=1

ND∑
d=1

[Ft][b,d][x][d]e
−j2πfcτbu .

Here, ∇pB
τbu = ∇pB

dbu/c, ∇pU
τbu = ∇pU

dbu/c,
∇ΦU

τbu = ∇ΦU
dbu/c, ∇ΦB

τbu = ∇ΦB
dbu/c,

∇pB
dbu = −pu−pb

dbu
, ∇pU

dbu = pu−pb

dbu
,

∇ΦB
dbu = − (pu−pb)

T

dbu
(∇ΦB

QB s̃b), and ∇ΦU
dbu =

(pu−pb)
T

dbu
(∇ΦU

QU s̃u). The above first derivatives are
used to compute the submatrices with a similar structure
as that shown in (4) when the near-field model is used.
After computing Jη , to focus on the available information
concerning the location parameters, we present a mathematical
description of the EFIM.

2The FIM is obtained by substituting the first derivatives into Jηv1
ηv2

≜

2
σ2

∑T
t=1 ℜ

{
∂µH

t
∂ηv1

∂µt
∂ηv2

}
.
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Kν = diag

[
− j2π

λ

(
sTu∇ν

[
pU − pB

dBU

]
−∇ν

[
pU − pB

dBU

]T

SB +∇νdBU

)]
, (5)

∇pB
dBU = −1×

[
pU − pB

dBU

]
, ∇pB

[
pU − pB

dBU

]
=

−dBU − (pU − pB)∇pU
dBU

d2BU

, (6)

∇pU
dBU =

[
pU − pB

dBU

]
, ∇pU

[
pU − pB

dBU

]
=
dBU − (pU − pB)∇pU

dBU

d2BU

. (7)

Definition 2. If the FIM of a parameter η = [ηT
1 ηT

2 ]
T is

specified by

Jη =

[
Jη1η1 Jη1η2

JT
η1η2

Jη2η2

]
, (8)

where η ∈ RN ,η1 ∈ Rn,Jη1η1 ∈ Rn×n,Jη1η2 ∈ Rn×(N−n),
and Jη2η2 ∈ R(N−n)×(N−n) with n < N , then the EFIM [4]
of the parameter of interest η1 is given by Je

η1
= Jη1η1

−
Jη1η2J

−1
η2η2

JT
η1η2

.

Using Definition 2, the EFIM of the parameter vector η is
computed for different parameters of interest. For example,
the EFIM when the parameter of interest is ζ = [pU ,ΦU ]

T is
Je
ζ ∈ R6×6. Here, the nuisance parameter is the complex path

gain.
IV. RESULTS

In this section, we use numerical simulations to find out
which combinations of position and orientation parameters
can be estimated - a parameter, ζ, can be estimated if the
corresponding EFIM, Je

ζ , is positive definite [4]. We also
provide numerical position error bound (PEB) and orienta-
tion error bound (OEB) results for the case in which the
source orientation and destination position are the unknown
parameters. Our simulation framework consists of a source
whose centroid is located at pB = [1.5, 1.0, 4.0]T with the
orientation angles ΦB = [1.1, 2.2, 0.7]T. The position vectors
are in meters, and the orientation vectors are in radians. The
source has NB = 100 antennas and the following number
of transmit beams are considered ND ∈ [16, 32, 48, 64]T. For
each simulation, T = 20 symbols are transmitted, and the
beamforming matrix Ft ∈ CNB×ND changes during each of
the T transmit symbols. The rows of this beamforming matrix
are selected from a discrete Fourier transform-based (DFT)
codebook. The destination is located at pU = [2.6, 2.15, 5.1]T

with the orientation angles ΦU = [0.1, 0.2, 0.1]T. The Fraun-
hofer distance indicates that the destination is experiencing
near-field propagation. The incorrect case when the far-field
model is applied in this near-field simulation setup is termed
“far-field.” The correct case when the near-field model is used
is termed “near-field.”

With this simulation setup, we generate Table I3. This table
highlights different combinations of the source and destination

3It is also important to note that the far-field simulation results, which
are 2D, used to generate the far-field section in Table I, are generated by
considering the first two components of the 3D position vector. Likewise, the
2D orientations (far-field simulation results presented in Table I) are the yaw
and pitch out of the yaw, pitch, and roll - the first two components of the 3D
orientation vector. .

location that can be estimated. The “not applicable” term
is used to highlight the fact that the parameter is known.
When the term 3D is used, it means that the 3D version
of that parameter can be estimated, and if the 3D version
of the parameter can be estimated, all lower dimensions can
also be estimated. As evident in Table I, it is impossible
to estimate either the 3D position coordinates or the 3D
orientation angles with only the signal from the line of sight
(LOS) path when the far-field model is incorrectly applied
to the near-field setup. However, if the near-field setup is
correctly applied, estimating the 3D position coordinates or the
3D orientation angles are feasible with the LOS signal even
without a beamforming matrix. While a 2D estimation of the
source or destination’s orientation angles is feasible when the
far-field model is used and NU > 1, it is important to note
that estimating the source orientation angles is only possible
in the far-field with beamforming (see Appendix A). This is
in contrast with the near-field setup in which the estimation
of the source’s orientation angles is possible even with no
beamforming provided that NU > 1. In Figs. 2a and 2b, we
present the PEB and OEB as a function of varying numbers of
receive antennas4. Also, in these figures, the term “FF” is used
to distinguish the incorrect case when the far-field model is
applied to the study from the case when the near-field model
is correctly applied to the study. As expected, the spherical
wavefront in the near-field model results in more accurate
localization. From the figures, the spherical wavefront is more
advantageous for the estimation of the orientation.

V. CONCLUSION

This paper has examined the estimation of different com-
binations of a single-source and single destination’s position
and orientation. Through a study of the FIM, we have shown
that while the source or destination’s 3D orientation can be
jointly estimated with the source or destination’s 3D posi-
tion in the near-field propagation regime, only the source or
destination’s 2D orientation can be jointly estimated with the
source or destination’s 2D position in the far-field propagation
regime. Also, while without beamforming in the near-field,
the source’s 3D orientation can be estimated, the source’s 2D
orientation angles can not be estimated without beamforming
in the far-field. Finally, a simulation of the PEB and OEB

4The PEB curves using both the near-field and far-field models are
generated by considering the first two components of the 3D position vector.
Also, for Fig. 2b in the revised manuscript, the OEB curves are generated by
considering the yaw out of the yaw, pitch, and roll - the first component of
the 3D orientation vector.
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Table I
LOCATION ESTIMATION POSSIBILITIES WITH NEAR AND FAR FIELD MODELS. N/A INDICATES THE PARAMETER IS KNOWN. THE TERMS 3D AND 2D

INDICATE THE DIMENSIONS IN WHICH THE PARAMETER CAN BE ESTIMATED IN THE PROPAGATION REGIMES.

Near-field Far-field
Unknown Parameters pU ΦU pB ΦB pU ΦU pB ΦB

Source position and source orientation N/A N/A 3D 3D N/A N/A 2D 2D
Source position and destination orientation N/A 3D 3D N/A N/A 2D 2D N/A
Destination position and source orientation 3D N/A N/A 3D 2D N/A N/A 2D
Source position N/A N/A 3D N/A N/A N/A 2D N/A
Source orientation N/A N/A N/A 3D N/A N/A N/A 2D
Destination position 3D N/A N/A N/A 2D N/A N/A N/A
Destination orientation N/A 3D N/A N/A N/A 2D N/A N/A
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Figure 2. PEB and OEB in the near-field and far-field vs. NU (2D simulation
setup).

shows that the spherical information present in the near-field
is much more useful for estimating orientation information.

APPENDIX

A. Analysis of Joint Estimation of [ΦB ,β] under the Far-Field
Model

We start the proof by dropping the subscript t and using the
identity beamforming matrix across the T transmissions. The
FIM, JΦB

, under the parameterization η = [ΦB ,β]
T, is ob-

tained by using the appropriate first derivatives in Definitions
(1), and it has the following structure

Jη =

 JΦB
J[ΦB ,βR] J[ΦB ,βI]

JT
ΦR,βR

JβR
0

JT
ΦR,βI

0 JβI

 ,

and the EFIM can be written as

Je
ΦB

= JΦB
− [JβR

]−1J[ΦB ,βR]J
T
[ΦB ,βR] + J[ΦB ,βI]J

T
[ΦB ,βI]

,

(9)

and Je
ΦB

= JΦB
− [JβR

]−1JβR
JΦR

, the second equa-
tion results from noticing JβR

JΦR
= J[ΦB ,βR]J

T
[ΦB ,βR] +

J[ΦB ,βI]J[ΦB ,βI]. The proof follows as Je
ΦB

= 0. Hence, with
no beamforming, the source orientation can not be estimated
with the far-field propagation model.
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