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Abstract

Heterogeneity in different genomic studies compromises the performance of machine learn-

ing models in cross-study phenotype predictions. Overcoming heterogeneity when incorpo-

rating different studies in terms of phenotype prediction is a challenging and critical step for

developing machine learning algorithms with reproducible prediction performance on inde-

pendent datasets. We investigated the best approaches to integrate different studies of the

same type of omics data under a variety of different heterogeneities. We developed a com-

prehensive workflow to simulate a variety of different types of heterogeneity and evaluate

the performances of different integration methods together with batch normalization by

using ComBat. We also demonstrated the results through realistic applications on six colo-

rectal cancer (CRC) metagenomic studies and six tuberculosis (TB) gene expression stud-

ies, respectively. We showed that heterogeneity in different genomic studies can markedly

negatively impact the machine learning classifier’s reproducibility. ComBat normalization

improved the prediction performance of machine learning classifier when heterogeneous

populations are present, and could successfully remove batch effects within the same popu-

lation. We also showed that the machine learning classifier’s prediction accuracy can be

markedly decreased as the underlying disease model became more different in training and

test populations. Comparing different merging and integration methods, we found that merg-

ing and integration methods can outperform each other in different scenarios. In the realistic

applications, we observed that the prediction accuracy improved when applying ComBat

normalization with merging or integration methods in both CRC and TB studies. We illus-

trated that batch normalization is essential for mitigating both population differences of dif-

ferent studies and batch effects. We also showed that both merging strategy and integration

methods can achieve good performances when combined with batch normalization. In addi-

tion, we explored the potential of boosting phenotype prediction performance by rank aggre-

gation methods and showed that rank aggregation methods had similar performance as

other ensemble learning approaches.
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Author summary

Overcoming heterogeneity when incorporating different studies in terms of phenotype

prediction is a challenging and critical step for developing machine learning algorithms

with reproducible prediction performance on independent datasets. We developed a com-

prehensive workflow to simulate a variety of different types of heterogeneity and evaluate

the performances of different integration methods together with batch normalization by

using ComBat. We also demonstrated the results through realistic applications on six

colorectal cancer (CRC) metagenomic studies and six tuberculosis (TB) gene expression

studies, respectively. From both the simulation studies and realistic applications, we

showed that batch normalization is essential for improving phenotype prediction perfor-

mance by machine learning classifiers when incorporating multiple heterogeneous data-

sets. Combined with batch normalization, merging strategy and ensemble weighted

learning methods both can boost machine learning classifier’s performance in phenotype

predictions. In addition, we explored that rank aggregation methods should be considered

as alternative ways to boost prediction performances, given that these methods showed

similar robustness as ensemble weighted learning methods.

Introduction

Genotype to phenotype mapping is an essential problem in the current genomic era. With the

development of advanced biotechnologies, many types of genomic data such as single nucleo-

tide polymorphisms, gene expression profiles, proteomics, metagenomics, etc. have been gen-

erated in many different studies. These omics data provide essential resources to understand

the relationships between omics data and phenotypes. Despite these fundamental develop-

ments, due to the heterogeneity of data, it is challenging to integrate the omics data to under-

stand genotype to phenotype mapping. For a single type of data such as gene expression or

metagenomic data, many sources of heterogeneity can occur. For example, the samples can

come from different ethnic groups with varying underlying distributions of the features. Even

if the samples come from the same population, the genomic data can be generated from differ-

ent laboratories and/or derived from different experimental technologies resulting in different

distributions of the data. Another types of heterogeneity can be caused by the different causal

mechanisms of the same phenotype in the populations under study [1]. The objective of this

study is to investigate the best approaches to integrate different studies of the same type of data

under a variety of different heterogeneities. In this work, we concentrate on gene expression

profiles or microbial abundance in metagenomic studies.

Many machine learning algorithms including linear regression, logistic regression, penal-

ized regression, support vector machines (SVM), random forests (RF), neural networks

(NN) and deep neural networks (DNN) have been used to predict phenotypes from omics

data [2–5]. Most previous studies validated the prediction methods using within dataset cross

validation usually with relatively high prediction accuracy. However, the prediction accuracy

is markedly decreased when the learned algorithms are used in independent datasets [6, 7].

Many sources of study heterogeneity, for example, different experimental platforms or proce-

dures and differences in patient cohorts [1], all contribute to compromise the prediction per-

formance of machine learning models in cross-study settings. Thus, overcoming heterogeneity

in cross-study phenotype prediction is a critical step for developing machine learning algo-

rithms with reproducible prediction performance on independent datasets.
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Many studies have been carried out to mitigate the heterogeneity in cross-study pheno-

type predictions. Zhang et al. [8] focused on the batch effects of data when developing geno-

mic classifiers. Patil et al. [9] simulated genomic samples and perturbed the coefficients of

linear relations between outcomes and predictors to evaluate model reproducibility with dif-

ferent degrees of heterogeneity. In this study, we address three types of heterogeneity: differ-

ent background distributions of genomic features in populations, batch effects across

different studies from the same population, and different disease models in various studies.

We aim to evaluate how different statistical methods can mitigate these three types of

heterogeneity.

Merging all datasets into one and treating all samples as if they are from the same

study is a generally used method for cross-study predictions. With the increase of

sample size and diversity in the study population, merging method has been shown to lead

to better prediction performance than using only individual studies [2, 5, 10]. Another

approach is to integrate the trained predictors from different machine learning

models derived from various training datasets. Ensemble weighted learning is a

commonly used integration method to deal with the impact of heterogeneity on cross-study

prediction performance. Ensemble learning methods that integrate predictions from multi-

ple machine learning models showed the ability to boost the prediction performance than

using only the component methods that the ensemble learning contains [9, 11]. Besides

ensemble weighted learning methods, aggregating the ranks from sample predicted proba-

bility instead of the probability itself offers a promising alternative for integration. In some

situations, the predicted probabilities for the samples in the test data may not be correct,

but the relative order could provide some useful information. In such situations, aggregat-

ing the ranks instead of the predicted probabilities might be more reasonable. To the best of

our knowledge, no studies investigated rank aggregation methods based on omics data phe-

notype prediction.

ComBat [12] normalization is a commonly used method for removing batch effects

between different datasets. In our previous study [13], we showed that when dealing with het-

erogeneity in cross-study predictions, applying ComBat only before training machine learning

models did not improve the prediction performance. Zhang et al. [8] showed that ensemble

weighted learning methods outperform batch correction by ComBat at high level of batch dif-

ferences. Nevertheless, in this study, we aim to explore the potential of combining the normali-

zation of ComBat together with merging and integration methods (ensemble weighted

learning and rank aggregation) in the presence of three different types of heterogeneity men-

tioned above. We provide both simulations and real data applications on metagenomic and

gene expression data to show the comparisons of performance from different statistical meth-

ods when dealing with cross-study heterogeneity.

Our study offers innovations through the development of a comprehensive workflow that

effectively addresses heterogeneity in various types of omics data, an issue that has persistently

compromised the performance of machine learning models in cross-study phenotype predic-

tions. By investigating the optimal approaches to integrate different studies and conducting

realistic applications on colorectal cancer and tuberculosis studies, we have created a robust

framework that elevates the reproducibility of machine learning classifiers. Furthermore, the

innovative utilization of ComBat normalization with integration methods markedly enhances

prediction performance through removing heterogeneity effects. Our study also ventures into

mostly uncharted territory by exploring the potential of boosting phenotype prediction perfor-

mance through rank aggregation methods in handling heterogeneous omic data, a significant

innovation in its own right.
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Methods

Outline of workflow for integrating multiple simulated heterogeneous

metagenomic datasets

To investigate the prediction performance of different merging and integration methods when

applied to multiple heterogeneous datasets, we developed a comprehensive workflow with

three main steps to conduct the experiments.

The first step in our workflow involves simulating diverse metagenomic datasets under

three distinct scenarios, as illustrated in Fig 1A. In the first scenario, we examine how diver-

gent training and test populations with varied genomic feature distribution can impact the pre-

dictive performance of machine learning models.

Population differences, such as variances in ethnicity, diet, and other factors, can lead to

variations in the genomic features within a population. These features encompass single nucle-

otide polymorphisms (SNPs), expression levels, and microbial abundance in the microbiome.

Consequently, when training machine learning classifiers on one population and applying

them to a different population, it is crucial to account for the heterogeneity in the background

distributions. Neglecting this heterogeneity can adversely affect the prediction performance.

To assess how heterogeneity arising from population differences can influence the perfor-

mance of machine learning classifiers, and to identify the optimal approaches for integrating

prediction methods from various heterogeneous studies, we simulated three distinct popula-

tions. Each population was characterized by different background genomic distributions, and

we manipulated these differences. For a detailed description of the implementation process for

simulating the two training datasets and one test dataset, please refer to Scenario 1: Divergent

training and test populations with varied genomic feature distribution.

The second scenario of heterogeneity pertains to batch effects. In simple terms, batch effects

represent non-biological disparities that emerge across separate batches of data. These discrep-

ancies are usually a byproduct of technical variances in experimental conditions or different

labs. Some contend that batch effects can compromise the replicability of genomic studies [14].

It is commonplace to correct these batch effects in the pre-processing phase when dealing

with genomic data. Recently, several methods for batch effect correction have been proposed,

including ComBat [12], edgeR [15], and DESeq2 [16]. Additionally, some studies have sug-

gested the use of ensemble learning techniques to potentially minimize batch effects [8, 9].

In our study, we sought to evaluate these methods’ efficacy in reducing batch effects on the

predictive performance of binary classifiers. This was achieved through simulation studies. In

this particular setup, the training and test datasets originate from the same genomic feature

distribution. However, upon simulating the training and test datasets, we then introduced

batch effects into the training datasets, creating two distinct batches. These two batches were

then used as the training datasets for the subsequent experiments. We provide a detailed

description of the method in Scenario 2: Different batch effects on training data with consis-

tent underlying population genomic feature distribution.

In the aforementioned two scenarios, we examined how both the variability in the distribu-

tion of genomic features among populations and batch effects influence a classifier’s perfor-

mance. Furthermore, we operated under the assumption that the disease models are consistent

across either the same or different populations. However, a range of studies have suggested

that the microbes linked with certain diseases can depend on the population in question. For

instance, research indicates that colorectal cancer development can vary among populations

with differing rates of diabetes [17], smoking [18], and obesity [19].

Consequently, we have further assessed the effectiveness of merging and various integration

methods when the underlying disease models differ. More specifically, the degree of overlap in
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Fig 1. Workflow for integrating multiple simulated heterogeneous metagenomic datasets. A: Simulation stage of

three different heterogeneity scenarios. Scenario 1: Divergent training and test populations with varied genomic

feature distribution. Scenario 2: Different batch effects on training data with consistent underlying population genomic

feature distribution. Scenario 3: Varying degrees of overlap in disease-associated OTUs between training and test

datasets. The output of this step includes two simulated training datasets and one test dataset. B: Naive and ComBat

normalization settings. In the Naive setting, the output datasets from Step A are directly used without any additional

normalization. In the ComBat normalization setting, the two training datasets from Step A undergo normalization

using the ComBat method to address potential batch effects by using the test dataset as a reference. C: Classification

stage of applying different ensemble weighted learning and rank aggregation methods. The two training datasets from

Step B are used to train two machine learning classifiers. These classifiers generate two lists of prediction probabilities

when applied to the test dataset. For ensemble weighted learning, the two lists of probabilities are directly integrated

using specific weights (w1, w2) determined by the integration method, resulting in a final list of prediction

probabilities. For rank aggregation, the two lists of probabilities are ranked, and the resulting lists of ranks are

integrated using the respective rank aggregation methods. Different weights (a1, a2) determined by the method are

used in this integration process, producing one final list of ranks. Note that the integration methods utilize distinct

weights (w1, w2, a1, a2) based on their specific approach.

https://doi.org/10.1371/journal.pcbi.1010608.g001
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disease-associated OTUs between training and test datasets are varied. This constitutes the

third scenario in our research workflow. We adjusted the number of disease-related microbes

that overlap in the training and test disease models, and then simulated different datasets in

line with these adjustments. The methodology for this process is outlined in Scenario 3: Vary-

ing degrees of overlap in disease-associated OTUs between training and test datasets.

Following the creation of the training and test datasets from the three scenarios mentioned

above, depicted in Fig 1A, our goal was to assess the efficacy of the merging and integration

methods in two distinct settings, as demonstrated in Fig 1B. These settings are: the naive set-

ting, which involves the direct utilization of the simulated training and test datasets from the

initial step into the third classification phase; and the ComBat normalization setting, which

involves normalizing the two training datasets prior to the third classification phase. The pro-

cess by which we conducted ComBat normalization on the training datasets is discussed in

detail in Naive and ComBat normalization stage.

Subsequent to the previous steps, the two simulated training datasets and one test dataset

are used as input for the final classification step of in this workflow. At this stage, we indepen-

dently train a machine learning classifier on each training dataset and subsequently apply each

to the test dataset. This generates two distinct lists of prediction probabilities. Then, we apply

various integration methods to these two probability lists to yield the final results.

The two lists of prediction probabilities from the trained machine learning classifiers are

directly employed in ensemble weighted learning methods. However, when we apply rank

aggregation methods, the prediction probabilities are converted into ranks. A comprehensive

explanation of the ensemble weighted learning and rank aggregation methods we used can be

found in Classification stage.

In addition to these integration methods, we also adopted a merging strategy. As illustrated

in Fig 1C, we combined the two training datasets and trained a machine learning classifier on

this merged dataset. This trained classifier then made predictions directly on the test dataset to

yield final results. The performances of these merging and integration methods are compared

in the following sections.

In the subsequent three sections, we delve into the specifics of the three stages within our

workflow: the Simulation Stage, the Naive and ComBat Normalization Stage, and the Classifi-

cation Stage. Each of these stages plays a crucial role in our analyses, and understanding them

is fundamental to comprehending the entire process.

Simulation stage

Scenario 1: Divergent training and test populations with varied genomic feature distri-

bution. In the first scenario, we contemplated a situation where the two training populations

are distinct from each other and both are different from the test population. We adjusted our

simulations to reflect the extent of these differences. To emulate this scenario, we first estab-

lished the baseline abundance levels for the operational taxonomic unit (OTU) across different

populations.

Three probability vectors were created, each representing the underlying OTU abundance

levels in three distinct populations. These were adapted from three real colorectal cancer

(CRC) metagenomic datasets. We curated a total of six publicly accessible, geographically

diverse CRC metagenomic datasets with download links provided in their respective original

papers [5, 20–24]. We excluded samples from adenoma patients, only using samples from

CRC patients and healthy controls. The case-control numbers and countries of origin for each

dataset are displayed in Table 1.
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We created a PCoA plot to illustrate the population differences among these six CRC

datasets, as shown in Fig 2. Based on this plot, we selected the three least overlapping popula-

tions—those represented by the Hannigan, Feng, and Yu datasets—as the foundation for gen-

erating the background OTU relative abundance vectors. The Hannigan and Yu datasets were

utilized to generate training data, while the Feng dataset was used for test data generation.

The two training datasets were pre-processed to preserve the top 1000 OTUs with the larg-

est variance in each dataset. We then amalgamated the OTUs from the two datasets to create a

comprehensive set of OTUs for the subsequent analysis. This simulation study incorporated a

total of 1,267 OTUs. We maintained the OTU count of the 1,267 OTUs for the Feng dataset,

which forms the background distribution for simulating the test dataset, and removed the

remaining OTUs. Subsequently, the count data was converted into a relative abundance vector,

calculated by dividing each OTU’s total count from all samples by the total counts of all OTUs.

Let us denote v1, v2, and v3 as the three background relative abundance vectors derived

from the microbial abundance profiles of the healthy control samples in the pre-processed

Hannigan, Yu, and Feng datasets, respectively. These three vectors share the same 1,267

dimensionality, with each dimension representing the relative abundance level for each OTU.

In order to scrutinize the influence of population differences on cross-study prediction, we

devised a pseudo-population with a relative abundance vector defined as follows:

v1ðaÞ ¼ av1 þ ð1 � aÞv2 ð1Þ

Note that v1(α) − v2 = α(v1 − v2). Consequently, the difference between the two populations

simulated based on v1(α) and v2 escalates with α. When α = 0, both simulated populations

share the same underlying distribution, hence eliminating population differences between the

two training sets. Conversely, at α = 1, the two simulated populations exhibit the maximum

difference. We employed diverse α values, ranging from 0 to 1 in increments of 0.2, to reflect

varying degrees of training population differences in subsequent analyses. The relative abun-

dance profiles v1(α) and v2 served as background relative abundance vectors for training popu-

lations, while v3 was applied to the test population.

From these 1,267 OTUs, we randomly selected 10 OTUs, assuming these were associated

with a specific disease of interest. Given that disease-associated OTUs can either be enriched

or depleted, we presumed the first 5 OTUs to be enriched and the remaining 5 to be depleted.

These 10 OTUs were consistent across all subsequent experiments. To quantify the disease

effect on these associated OTUs, we defined a disease effect factor, ed, and hypothesized that

the relative abundance of these OTUs could be represented as:

frelative abundancegenriched ¼ frelative abundanceg∗ed ð2Þ

frelative abundancegdepleted ¼
frelative abundanceg

ed
ð3Þ

Table 1. Overview of six colorectal cancer-related metagenomic datasets.

Dataset Country No. of cases No. of controls Reference

Zeller France 91 93 [20]

Yu China 74 54 [21]

Hannigan USA/Canada 27 28 [22]

Feng Austria 46 63 [23]

Vogtmann USA 52 52 [24]

Thomas Italy 61 52 [5]

https://doi.org/10.1371/journal.pcbi.1010608.t001
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First, we adjusted v1(α), v2, and v3 in this manner and normalized them into probability

vectors, denoted as v1(α)0, v0
2
, and v0

3
, respectively. These were used to simulate case micro-

biome profiles. We adjusted ed to be 1.05, 1.075, and 1.1 in our simulation studies to assess the

impact of disease effect. The larger the ed value, the more pronounced the difference between

case and control samples.

Fig 2. Distributions of genomic features across multiple colorectal cancer and tuberculosis studies. A: Principal Coordinate Analysis (PCoA) of

Bray–Curtis distances, calculated from six colorectal cancer metagenomic count datasets. B: Principal Component Analysis (PCA) performed on six

tuberculosis gene expression datasets. The PCA was carried out on the logarithm of fragments per kilobase of transcript per million mapped reads (log

FPKM). In this figure, the Zak, Leong, and Walter datasets overlap with each other and are far away from the other three datasets. C: PCA performed on

the Zak, Leong, and Walter tuberculosis gene expression datasets. The ellipses represent a 95% confidence level under the assumption of a multivariate

t-distribution. A round dot represents a case sample, while a triangle dot signifies a control sample.

https://doi.org/10.1371/journal.pcbi.1010608.g002

PLOS COMPUTATIONAL BIOLOGY Integrating multiple heterogeneous studies

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1010608 October 16, 2023 8 / 35

https://doi.org/10.1371/journal.pcbi.1010608.g002
https://doi.org/10.1371/journal.pcbi.1010608


OTU pseudo counts for controls and cases in each population were simulated as follows. A

library size of one million reads (1 × 106) was used for all subsequent simulations. OTU pseudo

counts were generated using a multinomial distribution MN(1 × 106, v) where v denotes the

relative abundance vector. For control sample simulations, v1(α), v2, and v3 were utilized; for

case simulations, v1(α)0, v0
2
, and v0

3
were employed. Fifty controls and fifty cases were generated

for each v, and the resultant datasets were denoted as training1, training2, and test, respec-

tively. Subsequently, count data were transformed into log-transformed relative abundance

data. This was achieved by first dividing the sample counts, followed by applying a zero-

replacement strategy proposed by Martn-Fernndez et al. [25]. In this strategy, we identified

the minimum non-zero abundance in the dataset, and replaced all zero abundances with 0.65

times this minimum non-zero abundance. Finally, the non-zero relative abundance data were

log-transformed and used in all subsequent analyses.

Scenario 2: Different batch effects on training data with consistent underlying popula-

tion genomic feature distribution. In this simulation, we kept the underlying populations

identical for both the training and test data. The background OTU abundance profiles were

selected from Yu et al. [21] as displayed in Table 1. This ensures no population variations as

described in Scenario 1 between the training and test samples. We designated 10 OTUs as dis-

ease-associated and set the library size to one million reads, with a disease effect factor ed fixed

at 1.025. For each of the two training datasets and the test dataset, we generated 50 case and 50

control samples.

To simulate batch effects on the training data, we followed procedures similar to those in

Zhang et al. [8]. We treated the two training datasets as two distinct batches and simulated dif-

ferent batch effects within them. The model for generating batch effects was based on the lin-

ear model proposed in the ComBat batch correction method [12], which postulates an additive

impact on the mean of normalized OTU abundances and a multiplicative impact on the vari-

ance. We chose three severity levels for the effect on the mean (sevmean 2 0, 3, 5) and three lev-

els for the effect on the variance (sevvar 2 1, 2, 4). Consequently, the model generated batch

effects on the two batches, adjusting the mean to mean − sevmean, mean + sevmean, and the vari-

ance to var/sevvar, var × sevvar. We only applied the batch effects to the training data, leaving

the test dataset unaltered. The two training batches and the test dataset were named as batch1,

batch2, and test, respectively. Here, batch1 and batch2 serve the same roles as training1 and

training2 from the prior scenario.

Scenario 3: Varying degrees of overlap in disease-associated OTUs between training

and test datasets. During the simulation of different disease models, unlike the previous

two scenarios where we fixed 10 disease-associated OTUs in both the training and test data-

sets, we introduced a variable parameter termed ‘overlapping OTUs’ in the test dataset.

While the 10 disease-associated OTUs remained constant in the training data, the number of

such OTUs in the test data varied between 2, 4, 6, 8, and 10 from the pool of 10 disease-asso-

ciated OTUs in the training data. As the number of overlapping disease-associated OTUs

increases, the disease models in the training and test data converge. When the number of

overlapping OTUs reaches 10 in the test data, the disease models in the training and test data

are identical.

After determining the overlapping OTUs between the training and test disease models, we

proceeded as per the previous two scenarios to simulate two training datasets, using the back-

ground OTU distribution from the CRC dataset by Yu et al. [21], and one test dataset, using

the background OTU distribution from the dataset by Feng et al. [23]. The details about the

two datasets are presented in Table 1. The three datasets were simulated with the following

parameters: 100 samples comprising of 50 cases and 50 controls, one million reads, and a
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disease effect factor ed of 1.075. The two training datasets and the test dataset were named

training1, training2, and test, respectively. No batch effects were introduced in this simulation.

Naive and ComBat normalization stage

As depicted in Fig 1B, two distinct settings were established post-simulation of datasets (Fig

1A): a naive setup and a ComBat normalization process. In the naive setup, machine learning

classifiers were trained directly on the unprocessed training datasets. These classifiers were

then used to make predictions on the test dataset, and the resulting predictions were synthe-

sized using various integration techniques.

In contrast, the ComBat normalization setting involved using the test dataset as a reference

to normalize the two training datasets independently via the ComBat method. This process

resulted in two new datasets, “Training1_ComBat” and “Training2_ComBat”, while leaving

the test dataset unaltered. Additionally, a combined dataset, “Merged_ComBat”, was created

by pooling together “Training1_ComBat” and “Training2_ComBat”, serving as a counterpart

for comparison with the “Merged” dataset. Machine learning classifiers were also trained on

these normalized datasets and make predictions on the test dataset respectively.

In Scenario 2, we adjusted the terminology slightly due to the introduction of two batches,

each subject to different batch effects. Here, “Training1”, “Training2”, “Training1_ComBat”

and “Training2_ComBat” were renamed as “Batch1”, “Batch2”, “Batch1_ComBat” and

“Batch2_ComBat”, respectively. Additionally, we developed three distinct merging

methods:“NoBatchEffect”, where machine learning classifiers were trained on the original

merged dataset without any simulated batch effect; “Merged”, where classifiers were trained

on a dataset that was an amalgamation of “Batch1” and “Batch2” where the batch effects have

been simulated on the two batches, and “Merged_ComBat”, which involved training on a

combined dataset of “Batch1_ComBat” and “Batch2_ComBat.

The machine learning classifiers were trained independently on these different datasets,

and subsequently used to generate predictions on the test data. Following this step, these pre-

dictions were amalgamated by using ensemble weighted learning or rank aggregation meth-

ods, resulting in the final predictor.

Classification stage

Machine learning classifiers. Our research incorporated four machine learning classifi-

ers: random forests (RF), logistic regression with L1 regularization (LASSO), support vector

machine (SVM), and extreme gradient boosting (XGBoost). In the results section, we primar-

ily present findings from the RF classifiers in the main texts. The results from LASSO are

shown in S3, S6, S9, S12, S15 and S16 Figs; the results from SVM are shown in S4, S7, S10, S13,

S17 and S18 Figs; and the results from XGBoost are shown in S5, S8, S11, S14, S19 and S20

Figs. In conjunction with the two normalization settings, each of these classifiers was trained

on the respective training datasets. All of the four classifiers were implemented using the

‘caret’ package in R [26].

The RF classifiers incorporated 1000 decision trees, and the ‘mtry’ parameter was fine-

tuned using 10-fold cross-validation. We opted to use the ‘ranger’ method for the train func-

tion to reduce computational time compared to the ‘rf’ method. For the LASSO classifier, the

regularization parameter was selected from a range of 0 to 1 in increments of 0.001. This

parameter selection was made to maximize the area under the operational characteristic curve

(AUC) as determined by 10-fold cross-validation. Regarding the SVM, we employed a polyno-

mial kernel with a default cost parameter of 1, a default degree of 3, and a default gamma of
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0.1. Lastly, for the XGBoost classifier, we set the maximum number of trees to be created at

1000 and tested the maximum depth of the tree over the values 2, 4, 6, 8, and 10.

After training these classifiers, they were applied to the test dataset to produce prediction

probabilities. For certain integration methods that necessitate a validation dataset, we divided

the test dataset randomly into two halves: 50% served as validation data (val), and the other

50% remained as test data (test). We ensured an even split between case and control samples to

prevent any potential bias.

Ensemble weighted learning methods. Patil et al. [9] assessed the efficacy of cross-study

learning by utilizing five alternative weighting approaches: a straightforward average of predic-

tions from each single-study learner (referred to as “Avg”), an average weighted by the study’s

sample size (“n-Avg”), an average weighted by cross-study performance (“CS-Avg”), stacked

regression (“Reg-s”), and the average of study-specific regression weights (“Reg-a”). Impor-

tantly, the latter three ensemble methodologies prioritized reproducibility.

In our study, we compared these five ensemble weighted learning methods. We also intro-

duced two additional methods combined with an machine learning classifiers, as suggested in

[13]. The specifics of these ensemble weighted learning methodologies are detailed below:

1. Avg: This approach simply takes the mean of the prediction probabilities for the test data,

which were produced by classifiers trained on “Training1” and “Training2”. The equation

to calculate the prediction probability for sample i in test data is shown below.

pi ¼
1

2
� ðptraining1

i þ ptraining2

i Þ ð4Þ

2. n_Avg: This method calculates the weighted average based on the sample size of the test

data prediction probabilities, with the weights originating from classifiers trained on

“Training1” and “Training2”. As the two training datasets in the simulations share the same

sample sizes, “n_Avg” yields the same results as “Avg”. However, in real data applications

where the dataset sample sizes can vary, these two methods may deliver differing outcomes.

pi ¼
ðn1 � ptraining1

i þ n2 � ptraining2

i Þ

n1 þ n2

ð5Þ

3. CS-Avg: This method involves taking an average weighted by cross-study performance.

First, a classifier is trained on “Training1” and then used on the samples from “Training2”

to generate prediction probabilities. From these probabilities, we calculate the cross-

entropy loss, defined as follows:

cel ¼ �
1

N

XN

i¼1

yilogðpiÞ þ ð1 � yiÞlogð1 � piÞ; ð6Þ

where N represents the sample size of the test dataset, yi is the actual case/control status of

sample i (yi equals 0 for a control sample, or 1 for a case sample), and pi denotes the predic-

tion probability for sample i being a case sample, as determined by the machine learning

classifier.

Subsequently, we computed the cross-entropy loss of the classifier trained on “Training1”

and predicting on “Training2”, and denoted it as cel1. Similarly, the classifier trained on

“Training2” predicting on “Training1” yielded a cross-entropy loss termed cel2. We then calcu-

lated the weights as weight1 = |cel1 −max(cel1, cel2)|, and weight2 = |cel2 −max(cel1, cel2)|, and

normalized these two weights to a sum of 1 then name them as weightnorm
1

and weightnorm
2

. The
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prediction probability for sample i in test data is then calculated as:

pi ¼ weightnorm
1

� ptraining1

i þ weightnorm
2

� ptraining2

i ð7Þ

Notably, in the context of two training datasets, the “CS-Avg” method always assigns a zero

weight to the classifier exhibiting the worst cross-study performance (i.e., higher cross-entropy

loss). As a result, only one of the prediction probabilities from the classifiers trained on “Train-

ing1” and “Training2” is utilized in this method under simulation conditions. In a broader sce-

nario where multiple training datasets are present, the cross-entropy loss for each training

dataset predicting on all other datasets is calculated. For instance, celij is calculated using pre-

diction probabilities for samples in dataset j, trained on dataset i. The total cross-entropy loss

for dataset i is then calculated as celi = ∑j,j 6¼ i celij. Similar to the two training dataset scenario,

weights for each dataset are calculated as weighti = |celi −max(cel1, cel2, . . ., celi, . . ., celn)|,
where n represents the total number of training datasets used. The final weights are normalized

to sum to 1. This method assigns zero weight to the model that exhibits the worst average per-

formance across all other training datasets.

4. Reg-a: This method involves the averages of study-specific regression weights, which are

computed using non-negative least squares. The machine learning classifiers were trained

separately on “Training1” and “Training2”. Predictions were made on “Training1” and

“Training2”, yielding four lists of probabilities. When testing on “Training1”, we fitted

non-negative least squares to the two associated probability vectors, with the actual case/

control status in “Training1” serving as the response, and we obtained two coefficients. The

same procedure was repeated for testing on “Training2”. This resulted in a 2 × 2 coefficient

matrix, with each row representing test data and each column representing training data.

Next, we multiplied the coefficients in each row by the sample size of the test data, and the

weights were finally computed as the column average of the adjusted coefficients.

5. Reg-s: This method involves stacked regression weights, which are computed using non-

negative least squares. The two prediction probability vectors obtained from the “Reg-a”

method were stacked into a single vector for each test dataset. We then fitted non-negative

least squares to the stacked vectors, with the actual case/control status serving as the

response. The coefficients were then used as weights.

6. val-auc: Machine learning classifiers were trained independently on “Training1” and

“Training2”. We then applied these trained classifiers on validation data for prediction. The

AUC scores were calculated by comparing the prediction probabilities to the actual disease

status from samples in validation data, name them as AUCval
1

and AUCval
2

. We then assign

the two AUCs as weights to combine the test data prediction probabilities from the two

trained classifiers. The equation to calculate the prediction probability for sample i in test

data is shown below.

pi ¼
AUCval

1
� ptraining1

i þ AUCval
2

� ptraining2

i

AUCval
1

þ AUCval
2

ð8Þ

7. LOSO-auc: This method was proposed in our previous study [13] which involves the Leave-

One-Sample-Out (LOSO) AUCs calculations. The high level idea is to assign different

weights to prediction probabilities from classifiers trained on “Training1” and “Training2”

by their respective prediction accuracy without bringing any inference from the test data.

For each sample i in the test data, we obtained two prediction probabilities ptraining1

i and

ptraining2

i by applying the two classifiers trained on the two training datasets to the sample i
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respectively. We then excluded sample i from the test data and computed AUC scores

AUCtraining1

i and AUCtraining2

i by comparing the prediction probabilities from the rest of sam-

ples in the test data to their ground truth disease statuses. Then, the LOSO method assign

the corresponding maxðAUCtraining1

i � 0:5; 0Þ and maxðAUCtraining2

i � 0:5; 0Þ as weights to

combine ptraining1

i and ptraining2

i to get a final prediction probabilty for sample i.

pi ¼
maxðAUCtraining1

i � 0:5; 0Þ � ptraining1

i þ maxðAUCtraining2

i � 0:5; 0Þ � ptraining2

i

maxðAUCtraining1

i � 0:5; 0Þ þ maxðAUCtraining2

i � 0:5; 0Þ
ð9Þ

In the ComBat normalization scenarios, these seven integration techniques were similarly

applied to prediction probabilities acquired from classifiers trained on the “Training1_ComBat”,

“Training2_ComBat” and “Merged_ComBat” datasets. The performance of each method was

assessed by calculating the AUC scores, which were derived by comparing the final prediction

probabilities with the actual case/control status.

Rank aggregation methods. Rank aggregation methods have not traditionally been

applied for phenotype prediction. In this study, we explored the application of rank aggrega-

tion for integrating different predictors, and evaluated their performance. For each indepen-

dent prediction method, we initially sorted the samples in the test data based on their

prediction probabilities of being classified as cases, with the order being in descending proba-

bility. This led to the generation of a ranked list, with the lowest rank assigned to items with

ties. This process was repeated to create two ranked lists based on the predictions generated by

two training classifiers. Following this, we employed various rank aggregation methods to cre-

ate a unified, aggregated rank list for the samples.

We explored the use of five rank aggregation methods, comparing their performance both

within this group, and against the previously discussed ensemble learning methods.

1. mean: This approach takes the average of the two ranked lists.

ri ¼
1

2
� ðrtraining1

i þ rtraining2

i Þ ð10Þ

2. geometric mean: This method calculates the geometric mean of the two ranked lists.

ri ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

rtraining1

i � rtraining2

i

q
ð11Þ

3. Stuart rank aggregation: The first step in this method is to normalize the ranks into rank

ratios. The order statistics proposed by Stuart et al. [27] are then used to create an aggre-

gated rank list. For computation, we used the ‘RobustRankAggreg’ package in R, specifying

‘stuart’ as the method [28].

4. Robust rank aggregation (RRA): Proposed by Kolde et al. [28], this method is also based

on order statistics but has improved computational efficiency and statistical stability. For

each item in the rank list, the algorithm looks at its position and compares this with a base-

line case in which all preference lists are randomly shuffled. Each item is then assigned a

P-value, indicating how much better its position in the ranked lists is than would be

expected by chance. These P-values are then used to re-rank the list. We used the ‘Robus-

tRankAggreg’ package in R to compute the results [28].

5. Bayesian analysis of rank data with covariates (BARC): This method, developed by Li

et al. [29], is a Bayesian-based rank aggregation approach that incorporates information

from covariates. Although covariates are not of concern in our study, we used their rank
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aggregation method without involving any covariates. The method is available from https://

github.com/li-xinran/BayesRankAnalysis.

After obtaining the aggregated rank lists using the aforementioned methods, we calculated

the AUC scores to assess the performance of these rank aggregation methods. Similar to the

ensemble weighted learning methods, these rank aggregation methods were applied separately

to both the naive and ComBat normalization settings. The final AUC score is the fraction of

pairs where the case sample is ranked higher than the control sample. A perfect ranking, where

all case samples are ranked above all control samples, would give an AUC of 1. A completely

random ranking would on average give an AUC of 0.5, as case and control samples would be

equally likely to be ranked higher.

Applications on real CRC metagenomic datasets

We applied the developed methods for merging and integration to six real-world metagenomic

datasets from CRC studies. We selectively used samples from patients who had been diagnosed

with CRC, excluding those with adenoma. Thus, the analysis was carried out on samples from

CRC patients and healthy controls. Each dataset varied in terms of the number of case and

control samples, country of origin, and associated references, all of which are detailed in

Table 1.

The microbial count profiles for the six CRC datasets were generated using MicroPro [30].

Following generation, the count data was log-transformed into relative abundance data, using

the same procedures as those described in the data pre-processing section of the simulation

studies (Scenario 1: Divergent training and test populations with varied genomic feature distri-

bution). We further pre-processed each dataset by retaining the top 1000 Operational Taxo-

nomic Units (OTUs) with the largest variance.

We implemented a Leave-One-Dataset-Out (LODO) approach for these realistic data appli-

cations. In this setting, each of the six datasets was successively treated as test data, with the

remaining five datasets serving as training data. For the training data, we created a comprehen-

sive set of all OTUs, filling in zero abundance where a specific OTU was missing from a data-

set. As in the simulation studies, we applied ComBat normalization to the five training

datasets. However, the training data in the naive setting was left unchanged.

The next steps involved training the machine learning classifiers independently on each of

the five training datasets, and subsequently predicting on the test dataset, followed by applying

the integration methods to the resulting five lists of prediction probabilities. As for the merging

method, the five training datasets were amalgamated into a single dataset, on which a single

machine learning classifier was trained.

Applications on TB gene expression datasets

In the application to TB gene expression studies, we utilized six annotated and pre-processed

datasets, originally collected by Zhang et al. [8]. These datasets represent different geographical

regions and vary in the numbers of cases and controls. Detailed information regarding the ori-

gin, case-control breakdown, and associated references is provided in Table 2.

These TB datasets had already undergone transformation into the logFPKMs. As such, we

directly selected the top 1000 gene features with the largest variance from each dataset. By tak-

ing the union of these genes, we compiled a comprehensive set of features for subsequent

analyses.

Similar to the approach for CRC datasets, we implemented the Leave-One-Dataset-Out

strategy for these TB gene expression datasets. This involved treating each dataset in turn as
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test data, with the remaining datasets serving as training data. Detailed procedures for this

strategy are outlined in the section discussing applications to real CRC metagenomic datasets

(Applications on real CRC metagenomic datasets).

Results

ComBat normalization is essential for heterogeneous populations

In the first scenario, we assessed the influence of divergent background operational taxonomic

unit (OTU) distributions in the training samples on the predictive performance. The results

are depicted in Fig 3. When the training and test data possess disparate background OTU

Table 2. Overview of six tuberculosis-related gene expression datasets.

Dataset Country No. of cases No. of controls Reference

Zak South Africa/Gambia 16 104 [31]

Anderson South Africa/Malawi/Kenya 20 50 [32]

Leong India 25 19 [3]

Walter USA 35 35 [33]

Kaforou1 South Africa 46 48 [34]

Kaforou2 Malawi 51 35 [34]

https://doi.org/10.1371/journal.pcbi.1010608.t002

Fig 3. ComBat normalization markedly enhances cross-study prediction when the training and test data have divergent feature distributions. The

figures display the AUCs of RF predictions employing various integration methods with three distinct disease effect factors. Columns represent

different values of α. Method names without a “ComBat” suffix refer to those implemented in the naive setting, while those with a “ComBat” suffix were

conducted in the ComBat normalization setting. All the experiments were conducted 100 times, and the AUC scores presented in the figure represent

the averages from these 100 trials. Abbreviations: Ensem.learn.-Ensemble Learning; Rank aggr.-Rank aggregation; norm.-normalization.

https://doi.org/10.1371/journal.pcbi.1010608.g003
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distributions, the direct application of the predictive model trained on the training data to the

test data yields substantially low predictive accuracy with an AUC approximating 0.56, as illus-

trated in the “Training1” and “Training2” rows. Neither merging the raw training data nor

directly integrating the trained models from multiple training samples enhanced the predictive

accuracy. These findings underscore the critical role of normalization in the development of

predictive models.

Many normalization methods have been developed for metagenomic data, but most of

them primarily address experimental artifacts rather than population differences across studies

([12], [15], [16]). In our study, we applied ComBat [12], a widely used normalization method,

to normalize the metagenomic data from different populations. We wanted to investigate if

this normalization could improve prediction accuracy.

We observed that using ComBat to normalize the metagenomic data markedly enhanced

the prediction accuracy in the test data. For example, the AUC score for “Training2_ComBat”

increased from an average of 0.56 to approximately 0.96, 0.88, and 0.66 when the disease effect

was set at 1.1, 1.075, and 1.05, respectively. We used the formula v1(α) = αv1 + (1 − α)v2 to cal-

culate the background OTU relative abundance for “Training1”, where α represents the differ-

ence between “Training1” and “Training2”. We observed that the prediction accuracy

decreased as α increased for all values of the disease effect ed. For instance, when ed = 1.075,

the AUC for “Training1_ComBat” decreased from 0.87 to 0.78 as α increased from 0 to 1. This

observation suggests that v1 is further away from the test data compared to v2, which could

contribute to the decrease in prediction accuracy.

After observing the markedly increase in prediction accuracy for “Training1_ComBat” and

“Training2_ComBat”, we explored whether integrating the two predictors through ensemble

weighted learning or rank aggregation could further enhance the prediction accuracy. The

results, shown in the top rows marked in red, indicate that most integration methods per-

formed similarly and outperformed both “Training1_ComBat” and “Training2_ComBat”.

Notably, the merging method after ComBat normalization, “Merged_ComBat”, yielded the

best performance. When the disease effect ed was relatively high (e.g., ed � 1.075), the increase

in AUC over other integration methods was minimal. However, when ed = 1.05, the AUC for

“Merged_ComBat” was 0.77, compared to approximately 0.72 for other integration methods

when α was small. Similarly, the AUC for “Merged_ComBat” was 0.75, compared to about

0.69 for other integration methods when α was large.

These results indicate that normalizing for population differences before training machine

learning models can play a crucial role in improving prediction performance. It is surprising

considering that ComBat was originally designed to correct for experimental artifacts such as

batch effects, not specifically for adjusting population differences. Our findings clearly demon-

strate that ComBat can be used to adjust for population differences and enhance cross-study

prediction accuracy.

ComBat normalization effectively corrects batch effects within the same

population

In the second scenario, we considered studies within the same population but conducted in

different laboratories or using different sequencing technologies. In such cases, experimental

batch effects can occur and it is crucial to correct these batch effects to ensure accurate and

reliable predictions. As described in Scenario 2: Different batch effects on training data with

consistent underlying population genomic feature distribution, we simulated batch effects that

affected the mean and variance of OTU abundance levels, respectively. We evaluated the pre-

diction accuracy of the RF classifier on the test data for each type of batch effect.
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In this scenario, we set the disease effect ed = 1.025 to clearly compare the performance

of different methods. Fig 4A shows the results when there are additive effects on the mean

(sevmean 2 0, 3, 5) while the variance remains unchanged (sevvar = 1). Without data normali-

zation, the AUC score on the test data is slightly higher than 0.5 when sevmean = 0 and

exactly 0.5 when sevmean 6¼ 0, as expected. After applying ComBat normalization, the AUC

scores on the test data increased to around 0.75 for all parameter values. Most of the ensem-

ble weighted learning and rank aggregation methods applied further improved the AUC

scores, approaching 0.8. However, it is worth noting that “rank_RRA_ComBat” and

“CS_Avg_ComBat” slightly underperformed compared to other integration methods.

When simply merging the two training datasets after ComBat normalization, the highest

AUC score of approximately 0.85 was achieved. This result demonstrates that the merging

method, “Merged_ComBat”, can effectively improve prediction accuracy even in the presence

of batch effects within the same population. Furthermore, it is interesting to note that the pre-

diction accuracy only slightly decreased from 0.88 to 0.85 when batch effects were absent, indi-

cating the robustness and effectiveness of the “Merged_ComBat” method.

Fig 4. ComBat normalization improves cross-study prediction in the presence of batch effects. The figures show

the AUC scores of RF prediction using different integration methods with varying severity levels of batch effects. A:

AUC score comparisons with different severity levels of additive batch effects on the mean of OTU abundances, with

no multiplicative batch effect on the variance. B: AUC score comparisons with different severity levels of multiplicative

batch effects on the variance of OTU abundances, with no additive batch effect on the mean. The disease effect factor

was set to 1.025 for both scenarios. The integration methods without a suffix of “ComBat” were applied in the naive

setting, while those with a suffix of “ComBat” were applied after ComBat normalization. The experiments were

repeated 100 times, and the shown AUC scores are the averages across the 100 trials. Abbreviations are the same as in

Fig 3.

https://doi.org/10.1371/journal.pcbi.1010608.g004
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Fig 4B presents the results when there are multiplicative effects on the variance (sevvar 2 1,

2, 4) without any effect on the mean of OTU abundance levels (sevmean = 0). In this case, with-

out normalization, there is still some predictive power for the test data, although the AUC

score is generally low at around 0.6 when considering the two batches separately. Integrating

the two prediction probabilities without ComBat normalization does not improve the predic-

tion accuracy.

However, when sevvar = 1 or 2, applying ComBat normalization improves the AUC scores

based on the two training datasets, increasing them to approximately 0.75. Integrating the pre-

diction probabilities after ComBat normalization further enhances the AUC to around 0.80.

On the other hand, when sevvar = 4, ComBat normalization only increases the AUC to 0.67

when using ensemble weighted learning and rank aggregation methods. However, when merg-

ing the predictors after ComBat normalization, denoted as “Merged_ComBat”, the highest

AUC score of 0.81 is achieved.

Overall, these findings highlight the effectiveness of ComBat normalization in correcting

batch effects within the same population and demonstrate the potential of the “Merged_Com-

Bat” method to achieve high prediction accuracy.

Prediction accuracy can be markedly decreased as the number of

overlapping disease associated OTUs decreases

In Scenario 3, we examined the impact of varying disease models in the training and test data

on the predictive accuracy of the Random Forest (RF) classifier. The results, presented in Fig

5, demonstrated a general consistency in the relative performance of diverse prediction meth-

ods with the findings from Scenarios 1 and 2, given that the number of overlapping disease-

associated Operational Taxonomic Units (OTUs) exceeded four. However, in this context, the

merging method did not clearly outperform other ensemble-weighted learning and rank

aggregation methods under normalization setting. Despite this, it retained a commendable

performance compared to alternative methods.

As expected, we observed a noticeable dip in prediction accuracy with the reduction in the

count of overlapping disease-associated OTUs between the training and test data. For instance,

when ed = 1.075 and the overlap in disease-associated OTUs was fewer than 6, the AUC value

was below 0.57. This value experienced an upswing to roughly 0.7 as the count of overlapping

disease-associated OTUs escalated to between 6 and 8. Further, with an overlap of 10 disease-

associated OTUs, the optimal AUC value reached approximately 0.91. These findings vividly

illustrate the impact of disparities in disease models between training and test data on predic-

tive performance. Additionally, when faced with significant variations between the training

and test disease models, neither merging nor integration techniques were found beneficial,

even when utilized in conjunction with normalization methods.

Applications to metagenomic datasets related to colorectal cancer

We applied our methods to analyze six metagenomic datasets related to colorectal cancer

(CRC) as summarized in Table 1. In this analysis, we employed a Leave-One-Dataset-Out

(LODO) setting, where one dataset was treated as the test data and the other five datasets were

used as training data. The methodology for this analysis is described in detail in Applications

on real CRC metagenomic datasets. Fig 6A presents the average AUC scores from the six

LODO experiments for the “Merged”, “Ensemble weighting”, “Ensemble weighting (normal-

ized)”, “Rank aggregation” and “Rank aggregation (normalized)” methods. The “Single

learner” results in each LODO experiment represent the average performance of the five single
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Fig 5. ComBat normalization markedly increases cross-study prediction when the training and test data have

varying degrees of overlap in disease-associated OTUs. The figures show the AUCs of RF prediction using different

integration methods with various number of overlapping disease associated OTUs. The disease effect factor was set to

1.075. Columns represent different numbers of overlapping disease associated OTUs in the training and test data, the

larger the number, the more similar the two disease models are. When the number achieves 10, the two models are the

same in the training and test data. All the experiments were repeated for 100 times and the AUC scores shown on the

figure are the averages from the 100 trials. Abbreviations are the same as in Fig 3.

https://doi.org/10.1371/journal.pcbi.1010608.g005
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learners (trained on the five training datasets), followed by the average across the six LODO

experiments. The individual results for each LODO experiment can be found in S1 Fig.

As shown in Fig 6A, using a single training dataset and predicting on the test data resulted

in an average AUC increase from 0.63 to 0.65 when ComBat normalization was applied to the

training data. The AUC scores for ensemble weighted learning and rank aggregation methods

both showed slight improvements after ComBat normalization, but none of the integration

methods outperformed merging the five training datasets. Comparing the prediction perfor-

mance of the merging and integration methods with that of the single learner, it is evident that

the AUC scores increased by approximately 0.1 on average, further supporting the notion that

cross-study prediction using multiple training datasets is more accurate than relying on a sin-

gle training dataset.

Examining the individual training results as shown in S1 Fig, we observed similar trends to

those in Fig 6A in most cases. Among the six test datasets, the Hannigan dataset consistently

exhibited the lowest AUC scores, and neither merging with ComBat normalization nor ensem-

ble weighted learning methods improved the prediction performance. Additionally, the AUC

scores when using the Hannigan dataset as the test data were the lowest among the six results,

with an average of 0.61 for the single learner and 0.63 for the integration methods. This obser-

vation aligns with the data distribution depicted in the PCoA plot (Fig 2A), where the Hanni-

gan dataset appears to be the most distinct and least overlapping with the other five datasets.

This highlights the substantial differences in the count data distribution of the Hannigan data-

set compared to the other five datasets. As demonstrated in our simulation studies, differences

in the background distributions of genomic features among populations can impact the repro-

ducibility of machine learning classifier’s prediction performance.

Applications to gene expression datasets related to tuberculosis

To further examine the prediction performance of merging and integration methods on real

datasets, we utilized six TB gene expression datasets as summarized in Table 2 and followed

the procedures described in Applications to metagenomic datasets related to colorectal cancer

for the gene expression data.

In the TB studies application (Fig 6B), the overall AUC results were substantially higher

than those observed in the CRC studies, and ComBat normalization led to significant improve-

ments across all analyzed methods on average. Unlike the CRC studies, the ensemble weighted

learning methods slightly outperformed the merging method in both the naive and ComBat

normalization settings.

From the individual plots S2 Fig, we observed that when the Zak and Anderson datasets

were used as test data, the prediction results were lower compared to the other four datasets,

and the improvements resulting from ComBat normalization were smaller as well. This obser-

vation is consistent with the study by Zhang et al. [8], where these two datasets exhibited the

highest cross-entropy losses when used as test data. One possible explanation for these differ-

ences is that the Zak and Anderson datasets only included children or adolescents, while the

other four datasets also included adults. According to Alcaïs et al. [35], children and adults

exhibit different tuberculosis clinical features and pathogenesis, which can influence the repro-

ducibility of machine learning models when populations have distinct disease characteristics.

We also observed remarkable variations among training different single learners. For

instance, in S2A Fig, when the RF classifier was trained on the Walter and Leong datasets and

used to predict on the Zak dataset, the AUC results were much higher compared to training

on Anderson, Kaforou1, and Kaforou2. Similarly, when training the RF classifier on Kaforou1

and Kaforou2 and predicting on Anderson, the AUCs reached 0.83 and 0.88, respectively,

PLOS COMPUTATIONAL BIOLOGY Integrating multiple heterogeneous studies

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1010608 October 16, 2023 20 / 35

https://doi.org/10.1371/journal.pcbi.1010608


Fig 6. Realistic applications of merging and integration methods on multiple CRC metagenomic datasets and TB gene expression datasets using

RF classifiers with average AUC socres from six individual Leave-one-dataset-out(LODO) experiments. A: Leave-one-dataset-out average AUC

score comparisons among different methods in colorectal cancer metagenomic datasets. B: Leave-one-dataset-out average AUC score comparisons

among different methods in tuberculosis gene expression datasets. The results by different methods are grouped into six groups. “Single learner”: Each

of the five training datasets were trained independently with RF classifier and predicted on the test dataset, then the average AUC score was taken

among the five predictions. “Merged”: Merging method with pooling all five training datasets into one training data. The “Single learner” and “Merged”

experiments were conducted under both naive and ComBat normalization settings. “Ensemble learning”: The five training predictors were integrated

by ensemble weighted learning methods under naive setting. “Ensemble learning (normalized)”: The five training predictors were integrated by

ensemble weighted learning methods under ComBat normalization setting. “Rank aggregation”: The five training predictors were integrated by rank

aggregation methods under naive setting. “Rank aggregation (normalized)”: The five training predictors were integrated by rank aggregation methods

under ComBat normalization setting. The red dots and associated values on the figure are the mean AUC scores for each method, the vertical bars are

the median AUC scores for each method, while the black dots represent the outliers. Same method under different settings are represented in the same

color of boxplots. All the experiments were repeated 30 times for each test dataset, and the results presented in the figure were based on the average

AUC scores of the total 180 replications for the six test datasets for metagenomic and gene expression studies, respectively.

https://doi.org/10.1371/journal.pcbi.1010608.g006
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while training on the other three datasets and predicting on Anderson resulted in an AUC of

0.5, resembling a random guess. These observations align with the data distribution in the

PCA plots (Fig 2B), where Anderson, Kaforou1, and Kaforou2 are closer to each other and fur-

ther from Zak, Walter, and Leong, while the latter three datasets are closer to each other. This

further underscores the significant impact of dataset heterogeneity on the reproducibility of

machine learning classifiers.

Finally, based on the results from the real applications in CRC and TB studies, consistent

with the simulation study results mentioned earlier, we demonstrate that the ComBat normali-

zation method is crucial for handling heterogeneous populations. When dealing with hetero-

geneous populations, it is recommended to employ both merging and integration methods to

obtain the best prediction results.

Consistency across LASSO, SVM, and XGBoost classifiers mirroring RF

Classifier in simulation studies and real data applications

In addition to the RF classifier, we employed the LASSO, SVM, and XGBoost classifiers in

experiments involving both simulations and real data applications. The trends observed for

the case/control status prediction AUC values in both simulations and real data applications

were similar across all classifiers.

In the simulations for Scenario 1, we noticed enhancements in AUC values using the Com-

Bat normalization combined with merging and integration methods across all three classifiers.

The improvements, however, were not as notable for the LASSO (S3 Fig) and SVM classifiers

(S4 Fig) as they were for the RF (Fig 3) and XGBoost classifiers (S5 Fig).

During Scenario 2, we recorded noticeable improvements in AUC scores for the LASSO

(S6 Fig) and XGBoost (S8 Fig) classifiers when we applied ComBat normalization along with

merging and integration methods, particularly in the presence of batch effects that impacted

the mean of OTUs abundances. The SVM classifier (S7 Fig) also demonstrated slight improve-

ments under these conditions. Conversely, when batch effects perturbed the variance of OTU

abundances, the XGBoost classifier showed a clear improvement in AUCs, while neither

LASSO nor SVM classifiers demonstrated any evident enhancements.

In Scenario 3, the AUCs of the SVM (S10 Fig) and XGBoost (S11 Fig) classifiers improved

when applying merging and integration methods along with normalization, given that the

number of overlapping disease-associated OTUs exceeded four. However, we did not observe

this advantage with the LASSO classifier (S9 Fig). Similarly, when there was a pronounced dis-

crepancy in the disease models of the training and test data, none of the employed methods

showed improved results across any of the classifiers.

In the CRC and TB applications, we observed a consistent performance across all methods

and settings among the three additional classifiers (S12 to S20 Figs), mirroring the behavior of

the RF classifier. While the enhancements in AUCs brought about by using ComBat normali-

zation in combination with merging and integration methods were less pronounced compared

to the simulations, they still indicated the potential for these methods to enhance the predic-

tion performance of machine learning classifiers.

In comparing the four different classifiers, we observed that the RF and XGBoost classifiers

delivered remarkably similar AUC results in both simulations and real data applications, with

a much larger enhancement in the performance compared to LASSO and SVM when using

normalization with merging and integration methods. In the simulation studies, the LASSO

classifier delivered superior prediction performance compared to the other three classifiers. In

contrast, the SVM classifier generally produced the least effective prediction performance.

Overall, the outcomes from the three additional classifiers align closely with those from the RF
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classifier, reinforcing the importance of applying normalization coupled with merging and

integration methods. These strategies are key in mitigating the effects of heterogeneity and

enhancing the reproducibility of machine learning classifiers.

Rank aggregation is an alternative approach for integrating heterogeneous

studies

Aggregating rank lists from multiple studies is a common strategy in genomic studies to gain a

comprehensive understanding of biological phenomena. This approach provides a way to inte-

grate heterogeneous data without the need for data normalization across studies. Previous

studies have shown that aggregated rank lists yield more meaningful results than individual

rank lists [27–29]. In our study, we extended this concept to integrate prediction probabilities

from multiple machine learning classifiers by transforming them into rank lists and applying

various rank aggregation methods. We focused on five established rank aggregation methods:

mean of ranks, geometric mean of ranks, Stuart rank aggregation, Robust Rank Aggregation

(RRA), and Bayesian Analysis of Rank data with Covariates (BARC). Detailed descriptions of

these methods can be found in the Rank aggregation methods section.

In our simulation studies, we observed that the performance of the five rank aggregation

methods was comparable to that of ensemble weighted learning methods in all three scenarios

(Figs 3, 4 and 5). Notably, all five rank aggregation methods performed well when combined

with ComBat normalization.

In the real applications of CRC and TB, the five rank aggregation methods showed slightly

lower prediction performance compared to ensemble weighted learning methods in the naive

settings. However, when combined with ComBat normalization, all five methods achieved

similar and promising prediction results compared to ensemble weighted learning methods.

Interestingly, S1 and S2 Figs demonstrate that for individual studies where ensemble weighted

learning did not improve AUC scores (S1B and S1D Fig), the rank aggregation methods actu-

ally enhanced prediction performance compared to the ensemble weighted learning methods.

The simulations and real applications consistently highlight the value of aggregating rank

lists of prediction probabilities when integrating multiple heterogeneous datasets for pheno-

type prediction. We have demonstrated that rank aggregation methods are as robust as ensem-

ble weighted learning methods and can even improve prediction performance in cases where

ensemble weighted learning does not yield good improvements.

Discussion

With the increasing availability of large collections of omic data, the reproducibility of

machine learning prediction models has raised great concerns when conducting cross-study

predictions with the impact of study heterogeneity. Previous studies have addressed this issue

and developed many statistical methods to overcome study heterogeneity, including merging

with batch effect removal [36] and ensemble learning methods [9]. In this study, we performed

a comprehensive analysis of different methods on the phenotype prediction by integrating het-

erogeneous omic studies. We considered three different sources of heterogeneity between

datasets, including population differences, batch effects and different disease models. We

developed a workflow in simulating these three sources of heterogeneity and generating simu-

lated samples based on real datasets. We also evaluated the prediction performance of many

different statistical methods, including merging, ensemble weighted learnings and rank aggre-

gations. Besides the comparisons of different methods, we also explored the potential of nor-

malizing the data by ComBat first then applied those statistical methods mentioned above. We
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provided both simulation studies and real data applications on CRC metageomic datasets and

TB gene expression datasets to compare different approaches.

In our simulation studies, we observed a decreasing trend in prediction accuracy among all

statistical methods we investigated when the population heterogeneity became large, the batch

effects increased on training data, as well as the differences of disease models between training

and test data enlarged. These observations indicate that overcoming the heterogeneity needs to

be addressed before applying machine learning prediction models on cross-study settings.

Merging and integration methods that integrate different studies for phenotype predictions

without batch correction did not improve the prediction accuracy much when compared to

single training model, but when combined with ComBat normalization, we observed a

remarkable improvement in the prediction accuracy in all simulations. These observations

indicate normalizing the heterogeneous datasets before training machine learning models is

essential in improving phenotype prediction performance.

It is noteworthy that our simulations yielded different conclusions in contrast with the

study by Zhang et al. [8] on the prediction performance of using merging with ComBat nor-

malization methods. In their study, they showed that merging with ComBat normalization

was not as robust as ensemble learning methods at high severity of batch effects. However, in

our second scenario of simulating different severity of batch effects on training and test data,

we observed that merging combined with ComBat normalization always achieved highest pre-

diction performance in spite of severity of batch effects (Scenario 2: Different batch effects on

training data with consistent underlying population genomic feature distribution). We investi-

gated the contradictions of observations in our study and the study by Zhang et al. [8], and we

noticed that the ComBat normalization process in our study was different from theirs. In their

study, when multiple training batches were provided, the batches were pooled into one train-

ing data, then applied ComBat normalization on the pooled dataset. They then did a second

round of ComBat normalization on the test data using the pooled training data as reference. In

our study, we normalized the training batches using the test data as reference when conducting

ComBat normalization independently. The normalized training batches were pooled into one

data for training machine learning model. Since test data is always the target of prediction,

instead of adjusting the test data, we used it as the baseline to adjust different training batches

so that the differences between training and test data were mitigated more effectively. Our

study showed that our normalization approach yielded higher prediction accuracy.

Consistent with simulations, the applications on the CRC metagenomic and TB gene

expression datasets with Leave-One-Dataset-Out experiments showed similar trends in terms

of performance of merging and integration methods combined with ComBat normalization.

However, the increasing trend in prediction accuracy is less remarkable than in the simulation

studies. In our simulation studies, we intentionally manipulated the training and testing data-

sets as well as disease effect factors in the case and control samples to effectively highlight the

improvements achieved by combining normalization and integration methods. In our simula-

tion scenarios 1 and 3, the training and testing sets were chosen to be highly different. The dis-

ease effect in all the simulations was set to be relatively high. In contrast, in real-world

scenarios, the disease effect factor may not be as pronounced as in our simulations, and the

feature distribution between training and testing data maybe more similar than our simulation

settings. In such situations, the differences among the results with/without batch normaliza-

tion may not be as big as in the simulations. This observation is further corroborated by the

comparisons under Scenario 1, where as the disease effect factor approaches 1 and thus

decreases, the improvements in AUC scores achieved through the combination of normaliza-

tion and integration methods become less noticeable. In contrast, when five training datasets

were applied in real data applications as opposed to two in the simulations, all merging and
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integration methods exhibited improved prediction performance, even in the absence of Com-

Bat normalization. These findings underscore the value of integrating multiple studies, rather

than relying solely on a single study, to bolster the reproducibility of machine learning models.

With the comparisons of the statistical methods used in our study, we saw similar trends

for all the ensemble weighted learning methods except the slightly lower performance of the

“CS-Avg” method. The “CS-Avg” method penalized the training dataset with the worst average

performances on the rest of the training datasets when doing cross-training-data validations,

and it excludes this dataset from predicting on test dataset. The worse performance of

“CS-Avg” demonstrated that excluding the worst performance training data may not be bene-

ficial to phenotype predictions as it discards useful information from that particular training

data in the same time. Therefore, we suggest to use other ensemble weighted learning methods

that also penalize worst performance training data but retain the useful information in some

way. We also incorporated the rank aggregation methods into our study as well, and illustrated

that the rank aggregation methods showed similar prediction performances, which also

boosted the prediction accuracy remarkably. Rank aggregation methods should be considered

as an alternative way for integrating heterogeneous studies in the future. We also noticed the

extraordinary performance in merging method, and consistent with the findings by Guan

et al. [37], merging and integration methods can outperform each other in different scenarios,

and when training multiple studies we should consider to use both methods to find optimal.

Our findings derived from employing various machine classifiers parallel the trends

observed with the use of RF classifiers in the main text for both simulation studies and real-

world data applications. Intriguingly, we observed a large enhancement in the performance of

tree-based classifiers, namely RF and XGBoost, when ComBat normalization coupled with

integration methods were applied, while LASSO and SVM displayed only marginal improve-

ments with these methodologies.

A limitation of the strategies in our study is that they require test data information for

adjusting the heterogeneity effects from the training datasets. Consequently, when using a dif-

ferent test dataset, the training data needs to be readjusted and the machine learning classifiers

need to be retrained. In comparison, methods like Cross-Platform Omics Prediction (CPOP)

[38] are designed to make predictions on a single sample without normalization or the need

for additional data integration. However, it should be noted that the CPOP method is devel-

oped with penalized regression classifier, and currently may not be compatible with machine

learning methods, whereas our approach can be adapted with many different machine learning

methods. In addition, CPOP can only be applicable to situations with a limited number of tar-

geted features and can not be applicable to whole genomes or microbiomes.

Conclusions

In conclusion, our study underscores the criticality of overcoming heterogeneity when incor-

porating different studies for phenotype prediction, an essential step in developing reproduc-

ible machine learning algorithms. Through the development of a comprehensive workflow,

our research effectively simulates and evaluates various types of heterogeneity, integrating nor-

malization method using ComBat and demonstrating its necessity for improving phenotype

prediction performance. Our simulations and applications, applied to six colorectal cancer

metagenomic studies and six tuberculosis gene expression studies, have underscored the sub-

stantial enhancement in prediction performance when normalization is coupled with a merg-

ing strategy and ensemble weighted learning methods. An additional key finding from our

research is the potential of rank aggregation methods as an alternative approach to bolster pre-

diction performance. Notably, these methods exhibit similar robustness as ensemble weighted

PLOS COMPUTATIONAL BIOLOGY Integrating multiple heterogeneous studies

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1010608 October 16, 2023 25 / 35

https://doi.org/10.1371/journal.pcbi.1010608


learning methods. These collective insights constitute an advancement in the field of pheno-

type prediction, offering concrete strategies to navigate and leverage the inherent heterogene-

ity in omics data, ultimately leading to more reliable and accurate outcomes.

Supporting information

S1 Fig. Realistic applications of merging and integration methods on multiple CRC meta-

genomic datasets using RF classifiers from six individual Leave-one-dataset-out(LODO)

experiments. The results by different methods are grouped into six groups. “Single learner”:

Each of the five training datasets were trained independently with RF classifier and predicted

on the test dataset, then the average AUC score was taken among the five predictions.

“Merged”: Merging method with pooling all five training datasets into one training data. The

“Single learner” and “Merged” experiments were conducted under both naive and ComBat

normalization settings. “Ensemble learning”: The five training predictors were integrated by

ensemble weighted learning methods under naive setting. “Ensemble learning (normalized)”:

The five training predictors were integrated by ensemble weighted learning methods under

ComBat normalization setting. “Rank aggregation”: The five training predictors were inte-

grated by rank aggregation methods under naive setting. “Rank aggregation (normalized)”:

The five training predictors were integrated by rank aggregation methods under ComBat nor-

malization setting. The red dots and associated values on the figure are the mean AUC scores

for each method, the vertical bars are the median AUC scores for each method, while the black

dots represent the outliers. Same method under different settings are represented in the same

color of boxplots. All the experiments were repeated 30 times for each test dataset.

(TIF)

S2 Fig. Realistic applications of merging and integration methods on multiple TB gene

expression datasets using RF classifiers from six individual Leave-one-dataset-out(LODO)

experiments. The results by different methods are grouped into six groups. “Single learner”:

Each of the five training datasets were trained independently with RF classifier and predicted

on the test dataset, then the average AUC score was taken among the five predictions.

“Merged”: Merging method with pooling all five training datasets into one training data. The

“Single learner” and “Merged” experiments were conducted under both naive and ComBat

normalization settings. “Ensemble learning”: The five training predictors were integrated by

ensemble weighted learning methods under naive setting. “Ensemble learning (normalized)”:

The five training predictors were integrated by ensemble weighted learning methods under

ComBat normalization setting. “Rank aggregation”: The five training predictors were inte-

grated by rank aggregation methods under naive setting. “Rank aggregation (normalized)”:

The five training predictors were integrated by rank aggregation methods under ComBat nor-

malization setting. The red dots and associated values on the figure are the mean AUC scores

for each method, the vertical bars are the median AUC scores for each method, while the black

dots represent the outliers. Same method under different settings are represented in the same

color of boxplots. All the experiments were repeated 30 times for each test.

(TIF)

S3 Fig. ComBat normalization increases cross-study prediction when the training and test

data have different feature distribution with LASSO classifiers. The figures show the AUCs

predictions of LASSO using different integration methods with three different disease effect

factors. Columns represents different values of α. All the method names without a suffix of

“ComBat” are the methods carried out in the naive setting, while the names with a suffix of

“ComBat” were carried out in the ComBat normalization setting. All the experiments were
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repeated for 100 times and the AUC scores shown on the figure are the averages from the 100

trials. However, the differences between the results using normalization versus no-normaliza-

tion are not as dramatic as other machine learning classifiers indicating robustness of LASSO

with respect to population differences.

(TIF)

S4 Fig. ComBat normalization showed similar low cross-study prediction accuracy com-

pared to no normalization when the training and test data have different feature distribu-

tion with SVM classifiers. The figures show the AUCs predictions of SVM with polynomial

kernel using different integration methods with three different disease effect factors. Columns

represents different values of α. All the method names without a suffix of “ComBat” are the

methods carried out in the naive setting, while the names with a suffix of “ComBat” were car-

ried out in the ComBat normalization setting. All the experiments were repeated for 100 times

and the AUC scores shown on the figure are the averages from the 100 trials.

(TIF)

S5 Fig. ComBat normalization markedly increases cross-study prediction when the training

and test data have different feature distribution with XGBoost classifiers. The figures show

the AUCs predictions of XGBoost using different integration methods with three different disease

effect factors. Columns represents different values of α. All the method names without a suffix of

“ComBat” are the methods carried out in the naive setting, while the names with a suffix of “Com-

Bat” were carried out in the ComBat normalization setting. All the experiments were repeated for

100 times and the AUC scores shown on the figure are the averages from the 100 trials.

(TIF)

S6 Fig. ComBat normalization markedly increases cross-study prediction when the studies

have batch effects when using LASSO classifiers. The figures show the AUCs predictions of

LASSO using different integration methods with various batch severity levels. A: AUC score

comparisons with different severity levels of additive batch effects on the mean of OTU abun-

dances, with no multiplicative batch effect on the variance. B: AUC score comparisons with

different severity levels of multiplicative batch effects on the variance of OTU abundances,

with no additive batch effect on the mean. The disease effect factor was set to 1.025 for both sit-

uations. All the method names without a suffix of “ComBat” are the methods done in naive set-

ting, while the names with a suffix of “ComBat” were done in ComBat normalization setting.

All the experiments were repeated for 100 times and the AUC scores shown on the figure are

the averages from the 100 trials.

(TIF)

S7 Fig. ComBat normalization slightly increases cross-study prediction accuracy when the

studies have batch effects when using SVM classifiers. The figures show the AUCs predic-

tions of SVM with polynomial kernel using different integration methods with various batch

severity levels. A: AUC score comparisons with different severity levels of additive batch effects

on the mean of OTU abundances, with no multiplicative batch effect on the variance. B: AUC

score comparisons with different severity levels of multiplicative batch effects on the variance

of OTU abundances, with no additive batch effect on the mean. The disease effect factor was

set to 1.025 for both situations. All the method names without a suffix of “ComBat” are the

methods done in naive setting, while the names with a suffix of “ComBat” were done in Com-

Bat normalization setting. All the experiments were repeated for 100 times and the AUC scores

shown on the figure are the averages from the 100 trials.

(TIF)
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S8 Fig. ComBat normalization markedly increases cross-study prediction when the studies

have batch effects when using XGBoost classifiers. The figures show the AUCs predictions

of XGBoost using different integration methods with various batch severity levels. A: AUC

score comparisons with different severity levels of additive batch effects on the mean of OTU

abundances, with no multiplicative batch effect on the variance. B: AUC score comparisons

with different severity levels of multiplicative batch effects on the variance of OTU abun-

dances, with no additive batch effect on the mean. The disease effect factor was set to 1.025 for

both situations. All the method names without a suffix of “ComBat” are the methods done in

naive setting, while the names with a suffix of “ComBat” were done in ComBat normalization

setting. All the experiments were repeated for 100 times and the AUC scores shown on the fig-

ure are the averages from the 100 trials.

(TIF)

S9 Fig. ComBat normalization markedly increases cross-study prediction when the train-

ing and test data have different disease models when using LASSO classifiers. The figures

show the AUCs predictions of LASSO using different integration methods with various num-

ber of overlapping disease associated OTUs. The disease effect factor was set to 1.075. Columns

represent different numbers of overlapping disease associated OTUs in the training and test

data, the larger the number, the more similar the two disease models are. When the number

achieves 10, the two models are the same in the training and test data. All the experiments

were repeated for 100 times and the AUC scores shown on the figure are the averages from the

100 trials.

(TIF)

S10 Fig. ComBat normalization markedly increases cross-study prediction when the train-

ing and test data have different disease models when using SVM classifiers. The figures

show the AUCs predictions of SVM with polynomial kernel using different integration meth-

ods with various number of overlapping disease associated OTUs. The disease effect factor was

set to 1.075. Columns represent different numbers of overlapping disease associated OTUs in

the training and test data, the larger the number, the more similar the two disease models are.

When the number achieves 10, the two models are the same in the training and test data. All

the experiments were repeated for 100 times and the AUC scores shown on the figure are the

averages from the 100 trials.

(TIF)

S11 Fig. ComBat normalization markedly increases cross-study prediction when the train-

ing and test data have different disease models when using XGBoost classifiers. The figures

show the AUCs predictions of XGBoost using different integration methods with various

number of overlapping disease associated OTUs. The disease effect factor was set to 1.075. Col-

umns represent different numbers of overlapping disease associated OTUs in the training and

test data, the larger the number, the more similar the two disease models are. When the num-

ber achieves 10, the two models are the same in the training and test data. All the experiments

were repeated for 100 times and the AUC scores shown on the figure are the averages from the

100 trials.

(TIF)

S12 Fig. Realistic applications of merging and integration methods on multiple CRC meta-

genomic datasets and TB gene expression datasets using LASSO classifiers with average

AUC socres from six individual Leave-one-dataset-out(LODO) experiments. A: Leave-one-

dataset-out average AUC score comparisons among different methods in colorectal cancer

metagenomic datasets. B: Leave-one-dataset-out average AUC score comparisons among
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different methods in tuberculosis gene expression datasets. The results by different methods

are grouped into six groups. “Single learner”: Each of the five training datasets were trained

independently with RF classifier and predicted on the test dataset, then the average AUC score

was taken among the five predictions. “Merged”: Merging method with pooling all five train-

ing datasets into one training data. The “Single learner” and “Merged” experiments were con-

ducted under both naive and ComBat normalization settings. “Ensemble learning”: The five

training predictors were integrated by ensemble weighted learning methods under naive set-

ting. “Ensemble learning (normalized)”: The five training predictors were integrated by

ensemble weighted learning methods under ComBat normalization setting. “Rank aggrega-

tion”: The five training predictors were integrated by rank aggregation methods under naive

setting. “Rank aggregation (normalized)”: The five training predictors were integrated by rank

aggregation methods under ComBat normalization setting. The red dots and associated values

on the figure are the mean AUC scores for each method, the vertical bars are the median AUC

scores for each method, while the black dots represent the outliers. Same method under differ-

ent settings are represented in the same color of boxplots. All the experiments were repeated

30 times for each test dataset, and the results presented in the figure were based on the average

AUC scores of the total 180 replications for the six test datasets for metagenomic and gene

expression studies, respectively.

(TIF)

S13 Fig. Realistic applications of merging and integration methods on multiple CRC meta-

genomic datasets and TB gene expression datasets using SVM classifiers with average

AUC socres from six individual Leave-one-dataset-out(LODO) experiments. A: Leave-one-

dataset-out average AUC score comparisons among different methods in colorectal cancer

metagenomic datasets. B: Leave-one-dataset-out average AUC score comparisons among dif-

ferent methods in tuberculosis gene expression datasets. The results by different methods are

grouped into six groups. “Single learner”: Each of the five training datasets were trained inde-

pendently with RF classifier and predicted on the test dataset, then the average AUC score was

taken among the five predictions. “Merged”: Merging method with pooling all five training

datasets into one training data. The “Single learner” and “Merged” experiments were con-

ducted under both naive and ComBat normalization settings. “Ensemble learning”: The five

training predictors were integrated by ensemble weighted learning methods under naive set-

ting. “Ensemble learning (normalized)”: The five training predictors were integrated by

ensemble weighted learning methods under ComBat normalization setting. “Rank aggrega-

tion”: The five training predictors were integrated by rank aggregation methods under naive

setting. “Rank aggregation (normalized)”: The five training predictors were integrated by rank

aggregation methods under ComBat normalization setting. The red dots and associated values

on the figure are the mean AUC scores for each method, the vertical bars are the median AUC

scores for each method, while the black dots represent the outliers. Same method under differ-

ent settings are represented in the same color of boxplots. All the experiments were repeated

30 times for each test dataset, and the results presented in the figure were based on the average

AUC scores of the total 180 replications for the six test datasets for metagenomic and gene

expression studies, respectively.

(TIF)

S14 Fig. Realistic applications of merging and integration methods on multiple CRC meta-

genomic datasets and TB gene expression datasets using XGBoost classifiers with average

AUC socres from six individual Leave-one-dataset-out(LODO) experiments. A: Leave-one-

dataset-out average AUC score comparisons among different methods in colorectal cancer

metagenomic datasets. B: Leave-one-dataset-out average AUC score comparisons among
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different methods in tuberculosis gene expression datasets. The results by different methods

are grouped into six groups. “Single learner”: Each of the five training datasets were trained

independently with RF classifier and predicted on the test dataset, then the average AUC score

was taken among the five predictions. “Merged”: Merging method with pooling all five train-

ing datasets into one training data. The “Single learner” and “Merged” experiments were con-

ducted under both naive and ComBat normalization settings. “Ensemble learning”: The five

training predictors were integrated by ensemble weighted learning methods under naive set-

ting. “Ensemble learning (normalized)”: The five training predictors were integrated by

ensemble weighted learning methods under ComBat normalization setting. “Rank aggrega-

tion”: The five training predictors were integrated by rank aggregation methods under naive

setting. “Rank aggregation (normalized)”: The five training predictors were integrated by rank

aggregation methods under ComBat normalization setting. The red dots and associated values

on the figure are the mean AUC scores for each method, the vertical bars are the median AUC

scores for each method, while the black dots represent the outliers. Same method under differ-

ent settings are represented in the same color of boxplots. All the experiments were repeated

30 times for each test dataset, and the results presented in the figure were based on the average

AUC scores of the total 180 replications for the six test datasets for metagenomic and gene

expression studies, respectively.

(TIF)

S15 Fig. Realistic applications of merging and integration methods on multiple CRC meta-

genomic datasets using LASSO classifiers from six individual Leave-one-dataset-out

(LODO) experiments. The results by different methods are grouped into six groups. “Single

learner”: Each of the five training datasets were trained independently with RF classifier and

predicted on the test dataset, then the average AUC score was taken among the five predic-

tions. “Merged”: Merging method with pooling all five training datasets into one training data.

The “Single learner” and “Merged” experiments were conducted under both naive and Com-

Bat normalization settings. “Ensemble learning”: The five training predictors were integrated

by ensemble weighted learning methods under naive setting. “Ensemble learning (normal-

ized)”: The five training predictors were integrated by ensemble weighted learning methods

under ComBat normalization setting. “Rank aggregation”: The five training predictors were

integrated by rank aggregation methods under naive setting. “Rank aggregation (normalized)”:

The five training predictors were integrated by rank aggregation methods under ComBat nor-

malization setting. The red dots and associated values on the figure are the mean AUC scores

for each method, the vertical bars are the median AUC scores for each method, while the black

dots represent the outliers. Same method under different settings are represented in the same

color of boxplots. All the experiments were repeated 30 times for each test dataset.

(TIF)

S16 Fig. Realistic applications of merging and integration methods on multiple TB gene

expression datasets using LASSO classifiers from six individual Leave-one-dataset-out

(LODO) experiments. The results by different methods are grouped into six groups. “Single

learner”: Each of the five training datasets were trained independently with RF classifier and

predicted on the test dataset, then the average AUC score was taken among the five predic-

tions. “Merged”: Merging method with pooling all five training datasets into one training data.

The “Single learner” and “Merged” experiments were conducted under both naive and Com-

Bat normalization settings. “Ensemble learning”: The five training predictors were integrated

by ensemble weighted learning methods under naive setting. “Ensemble learning (normal-

ized)”: The five training predictors were integrated by ensemble weighted learning methods

under ComBat normalization setting. “Rank aggregation”: The five training predictors were
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integrated by rank aggregation methods under naive setting. “Rank aggregation (normalized)”:

The five training predictors were integrated by rank aggregation methods under ComBat nor-

malization setting. The red dots and associated values on the figure are the mean AUC scores

for each method, the vertical bars are the median AUC scores for each method, while the black

dots represent the outliers. Same method under different settings are represented in the same

color of boxplots. All the experiments were repeated 30 times for each test.

(TIF)

S17 Fig. Realistic applications of merging and integration methods on multiple CRC meta-

genomic datasets using SVM classifiers from six individual Leave-one-dataset-out(LODO)

experiments. The results by different methods are grouped into six groups. “Single learner”:

Each of the five training datasets were trained independently with RF classifier and predicted

on the test dataset, then the average AUC score was taken among the five predictions.

“Merged”: Merging method with pooling all five training datasets into one training data. The

“Single learner” and “Merged” experiments were conducted under both naive and ComBat

normalization settings. “Ensemble learning”: The five training predictors were integrated by

ensemble weighted learning methods under naive setting. “Ensemble learning (normal-

ized)”: The five training predictors were integrated by ensemble weighted learning methods

under ComBat normalization setting. “Rank aggregation”: The five training predictors were

integrated by rank aggregation methods under naive setting. “Rank aggregation (normal-

ized)”: The five training predictors were integrated by rank aggregation methods under

ComBat normalization setting. The red dots and associated values on the figure are the mean

AUC scores for each method, the vertical bars are the median AUC scores for each method,

while the black dots represent the outliers. Same method under different settings are repre-

sented in the same color of boxplots. All the experiments were repeated 30 times for each test

dataset.

(TIF)

S18 Fig. Realistic applications of merging and integration methods on multiple TB gene

expression datasets using SVM classifiers from six individual Leave-one-dataset-out

(LODO) experiments. The results by different methods are grouped into six groups. “Single

learner”: Each of the five training datasets were trained independently with RF classifier and

predicted on the test dataset, then the average AUC score was taken among the five predic-

tions. “Merged”: Merging method with pooling all five training datasets into one training data.

The “Single learner” and “Merged” experiments were conducted under both naive and Com-

Bat normalization settings. “Ensemble learning”: The five training predictors were integrated

by ensemble weighted learning methods under naive setting. “Ensemble learning (normal-

ized)”: The five training predictors were integrated by ensemble weighted learning methods

under ComBat normalization setting. “Rank aggregation”: The five training predictors were

integrated by rank aggregation methods under naive setting. “Rank aggregation (normalized)”:

The five training predictors were integrated by rank aggregation methods under ComBat nor-

malization setting. The red dots and associated values on the figure are the mean AUC scores

for each method, the vertical bars are the median AUC scores for each method, while the black

dots represent the outliers. Same method under different settings are represented in the same

color of boxplots. All the experiments were repeated 30 times for each test.

(TIF)

S19 Fig. Realistic applications of merging and integration methods on multiple CRC meta-

genomic datasets using XGBoost classifiers from six individual Leave-one-dataset-out

(LODO) experiments. The results by different methods are grouped into six groups. “Single
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learner”: Each of the five training datasets were trained independently with RF classifier and

predicted on the test dataset, then the average AUC score was taken among the five predic-

tions. “Merged”: Merging method with pooling all five training datasets into one training data.

The “Single learner” and “Merged” experiments were conducted under both naive and Com-

Bat normalization settings. “Ensemble learning”: The five training predictors were integrated

by ensemble weighted learning methods under naive setting. “Ensemble learning (normal-

ized)”: The five training predictors were integrated by ensemble weighted learning methods

under ComBat normalization setting. “Rank aggregation”: The five training predictors were

integrated by rank aggregation methods under naive setting. “Rank aggregation (normalized)”:

The five training predictors were integrated by rank aggregation methods under ComBat nor-

malization setting. The red dots and associated values on the figure are the mean AUC scores

for each method, the vertical bars are the median AUC scores for each method, while the black

dots represent the outliers. Same method under different settings are represented in the same

color of boxplots. All the experiments were repeated 30 times for each test.

(TIF)

S20 Fig. Realistic applications of merging and integration methods on multiple TB gene

expression datasets using XGBoost classifiers from six individual Leave-one-dataset-out

(LODO) experiments. The results by different methods are grouped into six groups. “Single

learner”: Each of the five training datasets were trained independently with RF classifier and

predicted on the test dataset, then the average AUC score was taken among the five predic-

tions. “Merged”: Merging method with pooling all five training datasets into one training data.

The “Single learner” and “Merged” experiments were conducted under both naive and Com-

Bat normalization settings. “Ensemble learning”: The five training predictors were integrated

by ensemble weighted learning methods under naive setting. “Ensemble learning (normal-

ized)”: The five training predictors were integrated by ensemble weighted learning methods

under ComBat normalization setting. “Rank aggregation”: The five training predictors were

integrated by rank aggregation methods under naive setting. “Rank aggregation (normalized)”:

The five training predictors were integrated by rank aggregation methods under ComBat nor-

malization setting. The red dots and associated values on the figure are the mean AUC scores

for each method, the vertical bars are the median AUC scores for each method, while the black

dots represent the outliers. Same method under different settings are represented in the same

color of boxplots. All the experiments were repeated 30 times for each test.

(TIF)
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11. Džeroski S, Ženko B. Is Combining Classifiers with Stacking Better than Selecting the Best One?

Machine Learning. 2004; 54(3):255–273. https://doi.org/10.1023/B:MACH.0000015881.36452.6e

12. Johnson WE, Li C, Rabinovic A. Adjusting batch effects in microarray expression data using empirical

Bayes methods. Biostatistics. 2006; 8(1):118–127. https://doi.org/10.1093/biostatistics/kxj037 PMID:

16632515

13. Gao Y, Zhu Z, Sun F. Increasing prediction performance of colorectal cancer disease status using ran-

dom forests classification based on metagenomic shotgun sequencing data. Synthetic and Systems

Biotechnology. 2022; 7(1):574–585. https://doi.org/10.1016/j.synbio.2022.01.005 PMID: 35155839

14. Kupfer P, Guthke R, Pohlers D, Huber R, Koczan D, Kinne RW. Batch correction of microarray data

substantially improves the identification of genes differentially expressed in Rheumatoid Arthritis and

Osteoarthritis. BMC Medical Genomics. 2012; 5(1). https://doi.org/10.1186/1755-8794-5-23 PMID:

22682473

15. Robinson MD, McCarthy DJ, Smyth GK. edgeR: a Bioconductor package for differential expression

analysis of digital gene expression data. Bioinformatics. 2009; 26(1):139–140. https://doi.org/10.1093/

bioinformatics/btp616 PMID: 19910308

PLOS COMPUTATIONAL BIOLOGY Integrating multiple heterogeneous studies

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1010608 October 16, 2023 33 / 35

https://doi.org/10.1093/biostatistics/kxy044
https://doi.org/10.1093/biostatistics/kxy044
https://doi.org/10.1038/s41591-019-0406-6
http://www.ncbi.nlm.nih.gov/pubmed/30936547
https://doi.org/10.1016/j.tube.2018.01.002
http://www.ncbi.nlm.nih.gov/pubmed/29559120
https://doi.org/10.1177/1932296816681584
http://www.ncbi.nlm.nih.gov/pubmed/27932531
https://doi.org/10.1038/s41591-019-0405-7
http://www.ncbi.nlm.nih.gov/pubmed/30936548
https://doi.org/10.1093/bioinformatics/btu279
https://doi.org/10.1093/bioinformatics/btu279
http://www.ncbi.nlm.nih.gov/pubmed/24931973
https://doi.org/10.1080/01621459.2014.1002926
https://doi.org/10.1080/01621459.2014.1002926
https://doi.org/10.1093/bioinformatics/btaa986
https://doi.org/10.1093/bioinformatics/btaa986
https://doi.org/10.1073/pnas.1708283115
http://www.ncbi.nlm.nih.gov/pubmed/29531060
https://doi.org/10.1186/1471-2105-9-125
https://doi.org/10.1186/1471-2105-9-125
http://www.ncbi.nlm.nih.gov/pubmed/18304324
https://doi.org/10.1023/B:MACH.0000015881.36452.6e
https://doi.org/10.1093/biostatistics/kxj037
http://www.ncbi.nlm.nih.gov/pubmed/16632515
https://doi.org/10.1016/j.synbio.2022.01.005
http://www.ncbi.nlm.nih.gov/pubmed/35155839
https://doi.org/10.1186/1755-8794-5-23
http://www.ncbi.nlm.nih.gov/pubmed/22682473
https://doi.org/10.1093/bioinformatics/btp616
https://doi.org/10.1093/bioinformatics/btp616
http://www.ncbi.nlm.nih.gov/pubmed/19910308
https://doi.org/10.1371/journal.pcbi.1010608


16. Love MI, Huber W, Anders S. Moderated estimation of fold change and dispersion for RNA-seq data

with DESeq2. Genome Biology. 2014; 15(12). https://doi.org/10.1186/s13059-014-0550-8 PMID:

25516281

17. Tsilidis KK, Kasimis JC, Lopez DS, Ntzani EE, Ioannidis JPA. Type 2 diabetes and cancer: umbrella

review of meta-analyses of observational studies. BMJ. 2015; 350(jan02 1):g7607–g7607. https://doi.

org/10.1136/bmj.g7607 PMID: 25555821

18. Botteri E, Iodice S, Bagnardi V, Raimondi S, Lowenfels AB, Maisonneuve P. Smoking and Colorectal

Cancer. JAMA. 2008; 300(23):2765. https://doi.org/10.1001/jama.2008.839 PMID: 19088354

19. Ma Y, Yang Y, Wang F, Zhang P, Shi C, Zou Y, et al. Obesity and Risk of Colorectal Cancer: A System-

atic Review of Prospective Studies. PLoS ONE. 2013; 8(1):e53916. https://doi.org/10.1371/journal.

pone.0053916 PMID: 23349764

20. Zeller G, Tap J, Voigt AY, Sunagawa S, Kultima JR, Costea PI, et al. Potential of fecal microbiota for

early-stage detection of colorectal cancer. Molecular Systems Biology. 2014; 10(11). https://doi.org/10.

15252/msb.20145645 PMID: 25432777

21. Yu J, Feng Q, Wong SH, Zhang D, yi Liang Q, Qin Y, et al. Metagenomic analysis of faecal microbiome

as a tool towards targeted non-invasive biomarkers for colorectal cancer. Gut. 2015; 66(1):70–78.

https://doi.org/10.1136/gutjnl-2015-309800 PMID: 26408641

22. Hannigan GD, Duhaime MB, Ruffin MT, Koumpouras CC, Schloss PD. Diagnostic Potential and Inter-

active Dynamics of the Colorectal Cancer Virome. mBio. 2018; 9(6). https://doi.org/10.1128/mBio.

02248-18 PMID: 30459201

23. Feng Q, Liang S, Jia H, Stadlmayr A, Tang L, Lan Z, et al. Gut microbiome development along the colo-

rectal adenoma–carcinoma sequence. Nature Communications. 2015; 6(1). https://doi.org/10.1038/

ncomms7528 PMID: 25758642

24. Vogtmann E, Hua X, Zeller G, Sunagawa S, Voigt AY, Hercog R, et al. Colorectal Cancer and the

Human Gut Microbiome: Reproducibility with Whole-Genome Shotgun Sequencing. PLOS ONE. 2016;

11(5):e0155362. https://doi.org/10.1371/journal.pone.0155362 PMID: 27171425

25. Martı́n-Fernández J, Vidal C, Pawlowsky-Glahn V. Dealing with Zeros and Missing Values in Composi-

tional Data Sets Using Nonparametric Imputation. Mathematical Geology. 2003; 35:253–278. https://

doi.org/10.1023/A:1023866030544

26. Kuhn M. Building Predictive Models in R Using the caret Package. Journal of Statistical Software. 2008;

28(5). https://doi.org/10.18637/jss.v028.i05

27. Stuart JM, Segal E, Koller D, Kim SK. A Gene-Coexpression Network for Global Discovery of Con-

served Genetic Modules. Science. 2003; 302(5643):249–255. https://doi.org/10.1126/science.1087447

PMID: 12934013

28. Kolde R, Laur S, Adler P, Vilo J. Robust rank aggregation for gene list integration and meta-analysis.

Bioinformatics. 2012; 28(4):573–580. https://doi.org/10.1093/bioinformatics/btr709 PMID: 22247279

29. Li X, Yi D, Liu JS. Bayesian Analysis of Rank Data with Covariates and Heterogeneous Rankers. Statis-

tical Science. 2022; 37(1). https://doi.org/10.1214/20-STS818

30. Zhu Z, Ren J, Michail S, Sun F. MicroPro: using metagenomic unmapped reads to provide insights into

human microbiota and disease associations. Genome Biology. 2019; 20(1). https://doi.org/10.1186/

s13059-019-1773-5

31. Zak DE, Penn-Nicholson A, Scriba TJ, Thompson E, Suliman S, Amon LM, et al. A blood RNA signature

for tuberculosis disease risk: a prospective cohort study. The Lancet. 2016; 387(10035):2312–2322.

https://doi.org/10.1016/S0140-6736(15)01316-1 PMID: 27017310

32. Anderson ST, Kaforou M, Brent AJ, Wright VJ, Banwell CM, Chagaluka G, et al. Diagnosis of Childhood

Tuberculosis and Host RNA Expression in Africa. New England Journal of Medicine. 2014; 370(18):

1712–1723. https://doi.org/10.1056/NEJMoa1303657 PMID: 24785206

33. Walter ND, Miller MA, Vasquez J, Weiner M, Chapman A, Engle M, et al. Blood Transcriptional Bio-

markers for Active Tuberculosis among Patients in the United States: a Case-Control Study with Sys-

tematic Cross-Classifier Evaluation. Journal of Clinical Microbiology. 2016; 54(2):274–282. https://doi.

org/10.1128/JCM.01990-15 PMID: 26582831

34. Kaforou M, Wright VJ, Oni T, French N, Anderson ST, Bangani N, et al. Detection of Tuberculosis in

HIV-Infected and -Uninfected African Adults Using Whole Blood RNA Expression Signatures: A Case-

Control Study. PLoS Medicine. 2013; 10(10):e1001538. https://doi.org/10.1371/journal.pmed.1001538

PMID: 24167453

35. Alcaïs A, Fieschi C, Abel L, Casanova JL. Tuberculosis in children and adults. The Journal of Experi-

mental Medicine. 2005; 202(12):1617–1621. https://doi.org/10.1084/jem.20052302 PMID: 16365144

36. Kosch R, Jung K. Conducting gene set tests in meta-analyses of transcriptome expression data.

Research Synthesis Methods. 2019; 10(1):99–112. https://doi.org/10.1002/jrsm.1337 PMID: 30592170

PLOS COMPUTATIONAL BIOLOGY Integrating multiple heterogeneous studies

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1010608 October 16, 2023 34 / 35

https://doi.org/10.1186/s13059-014-0550-8
http://www.ncbi.nlm.nih.gov/pubmed/25516281
https://doi.org/10.1136/bmj.g7607
https://doi.org/10.1136/bmj.g7607
http://www.ncbi.nlm.nih.gov/pubmed/25555821
https://doi.org/10.1001/jama.2008.839
http://www.ncbi.nlm.nih.gov/pubmed/19088354
https://doi.org/10.1371/journal.pone.0053916
https://doi.org/10.1371/journal.pone.0053916
http://www.ncbi.nlm.nih.gov/pubmed/23349764
https://doi.org/10.15252/msb.20145645
https://doi.org/10.15252/msb.20145645
http://www.ncbi.nlm.nih.gov/pubmed/25432777
https://doi.org/10.1136/gutjnl-2015-309800
http://www.ncbi.nlm.nih.gov/pubmed/26408641
https://doi.org/10.1128/mBio.02248-18
https://doi.org/10.1128/mBio.02248-18
http://www.ncbi.nlm.nih.gov/pubmed/30459201
https://doi.org/10.1038/ncomms7528
https://doi.org/10.1038/ncomms7528
http://www.ncbi.nlm.nih.gov/pubmed/25758642
https://doi.org/10.1371/journal.pone.0155362
http://www.ncbi.nlm.nih.gov/pubmed/27171425
https://doi.org/10.1023/A:1023866030544
https://doi.org/10.1023/A:1023866030544
https://doi.org/10.18637/jss.v028.i05
https://doi.org/10.1126/science.1087447
http://www.ncbi.nlm.nih.gov/pubmed/12934013
https://doi.org/10.1093/bioinformatics/btr709
http://www.ncbi.nlm.nih.gov/pubmed/22247279
https://doi.org/10.1214/20-STS818
https://doi.org/10.1186/s13059-019-1773-5
https://doi.org/10.1186/s13059-019-1773-5
https://doi.org/10.1016/S0140-6736(15)01316-1
http://www.ncbi.nlm.nih.gov/pubmed/27017310
https://doi.org/10.1056/NEJMoa1303657
http://www.ncbi.nlm.nih.gov/pubmed/24785206
https://doi.org/10.1128/JCM.01990-15
https://doi.org/10.1128/JCM.01990-15
http://www.ncbi.nlm.nih.gov/pubmed/26582831
https://doi.org/10.1371/journal.pmed.1001538
http://www.ncbi.nlm.nih.gov/pubmed/24167453
https://doi.org/10.1084/jem.20052302
http://www.ncbi.nlm.nih.gov/pubmed/16365144
https://doi.org/10.1002/jrsm.1337
http://www.ncbi.nlm.nih.gov/pubmed/30592170
https://doi.org/10.1371/journal.pcbi.1010608


37. Guan Z, Parmigiani G, Patil P. Merging versus Ensembling in Multi-Study Prediction: Theoretical Insight

from Random Effects; 2021. arXiv:1905.07382v3 [stat.ML]. Available from: https://arxiv.org/abs/1905.

07382.

38. Wang KYX, Pupo GM, Tembe V, Patrick E, Strbenac D, Schramm SJ, et al. Cross-Platform Omics Pre-

diction procedure: a statistical machine learning framework for wider implementation of precision medi-

cine. npj Digital Medicine. 2022; 5(1). https://doi.org/10.1038/s41746-022-00618-5 PMID: 35788693

PLOS COMPUTATIONAL BIOLOGY Integrating multiple heterogeneous studies

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1010608 October 16, 2023 35 / 35

https://arxiv.org/abs/1905.07382
https://arxiv.org/abs/1905.07382
https://doi.org/10.1038/s41746-022-00618-5
http://www.ncbi.nlm.nih.gov/pubmed/35788693
https://doi.org/10.1371/journal.pcbi.1010608

