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ABSTRACT
Batteryless systems offer promising platforms to support pervasive,
near-sensor intelligence in a sustainable manner. These systems
solely rely on ambient energy sources that often provide limited
power. One common approach to designing batteryless systems is
using intermittent execution—a node banks energy into a capacitive
store until a threshold voltage is met and the digital components
turn on and consume the banked energy until the energy is depleted
and they die. The limited amount of available energy demands the
development of application- and domain-specific accelerators to
achieve energy efficiency and timeliness. Given the extremely close
relationship between volatile state and intermittent behavior, per-
forming actual system prototyping has been critical for demonstrat-
ing feasibility of intermittent systems. However, no prototyping
platform exists for intermittent accelerators. This paper introduces
BOBBER, the first implementation of an intermittent FPGA-based
accelerator prototyping platform. We demonstrate BOBBER in the
optimization and evaluation of a neural network accelerator pow-
ered solely by RF energy harvesting.

CCS CONCEPTS
• Hardware → Hardware accelerators; Sensor devices and
platforms; Reconfigurable logic applications; • Computer
systems organization→ Firmware; Embedded hardware; Em-
bedded software.
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1 INTRODUCTION
As the Internet of Things (IoT) becomes a reality, tens of billions,
trillions of smart, sensor-enabled devices—capable of sensing, com-
puting, and communicating—will be deployed in just about every
conceivable location in the coming decades. Currently, these sys-
tems are powered by conventional energy sources like batteries
or wired power. But for such large numbers of devices, continu-
ously powering them with wires is infeasible due to cost and loca-
tion. On the other hand, batteries require replacement/maintenance
due to limited lifetimes and most types are not environmentally
friendly [33]. Batteryless systems powered solely from ambient
energy sources such as Radio Frequency (RF), thermal, vibration,
kinetic, or solar [1, 12, 38] have emerged as a promising paradigm.

Even though batteryless systems show the potential of increased
lifetime, near zero maintenance, and environmental friendly ma-
terials, designing them poses insidious challenges. Consider the
illustration of an RF energy trace shown in Figure 1 where the har-
vested power is almost always beneath a mW (0 dBm). Most com-
mercial devices (e.g., MSP430FR5994 [18] with 7mW of operational
power) would be unusable with this magnitude of harvested power.
In response, the intermittent execution paradigm (shown in upper
Figure 1) has emerged where the system banks harvested energy
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into a capacitor until enough energy is collected to turn on and per-
form sensing, computation, and communication tasks. Once these
tasks are completed or the energy has been exhausted, the system
dies allowing the capacitor to recharge [7, 9, 10, 13, 19, 26, 30, 39].
However, when there is a power failure, nodes lose all state not
stored in a non-volatile memory. This is exacerbated by the spo-
radic and uncontrollable nature of energy harvesting which makes
on-times short and off-times variable.

The MCU-based platforms such as WISP [41] and MOO [46]
demonstrated feasible batteryless systems and have been used ex-
tensively in intermittent systems research. While many of the past
works have used such an MSP430FR5994 MCU system, this sys-
tem has significant performance limitations (e.g., a 16MHz, 3-stage
pipeline with multi-cycle multiply and a conventional dense linear
algebra accelerator). While these devices can support intermittent
inference [13, 23], common neural network hardware accelerator
optimizations such as low-precision, energy-adaptivity, and spar-
sity cannot be explored in these prototypes. This paper presents a
prototyping platform for batteryless intermittent accelerators and
makes the following contributions:

• BOBBER1, an MCU + FPGA-hosted accelerator prototyping
platform that can be used to explore heterogeneous accel-
eration for batteryless intermittent sensor nodes under real
energy-harvesting constraints.

• Demonstration of BOBBER’s capabilities using an intermittency-
awareHW-SWaccelerator framework based on TFlite-micro [8].
Resulting accelerators can achieve both correct execution
and forward progress under varying energy harvesting con-
ditions despite volatile state loss on the accelerator.

• Experimental evaluation of BOBBER under RF energy har-
vesting. The evaluations include both platform overhead
characterization and end-to-end functional correctness of a
CNN under energy-harvesting.

2 BACKGROUND AND MOTIVATION
Commercial-off-the-shelf (COTS) devices are designed to be contin-
uously powered or controllably duty-cycled into low-power states
while powered by a battery. Batteryless systems may often harvest
insufficient power to even maintain low-power states much less
operate continuously. For example, with an Powercast TX91501b RF
transmitter [35] (PTX) and corresponding Powercast P2110B Pow-
erharvester [34] (PRX) power at the receiver may vary between
6.56 𝜇𝑊 and 5.7 𝑚𝑊 based on placement within a research lab,
while an MSP430FR5994 [18] consumes 7 𝑚𝑊 of average active
power and 15 𝜇𝑊 when in sleep (retaining all the volatile state).
Larger variations may occur based on system deployment, changes
in the environment around the system, or system motion. Such
intermittent batteryless systems must be carefully designed with
system execution and power usage tightly coupled to the small and
variable energy harvesting rate.

Typically, batteryless intermittent proposals contain both volatile
state (e.g., in SRAM and flip-flops) and non-volatile state (e.g., FRAM
memory of the MSP430 that most prototype systems use). Volatile
1Like a bobber in the water, being pushed and pulled by external, uncontrollable forces,
BOBBER intermittently surfaces to compute during on-times and disappears beneath
the waves to gather energy to surface again. All PCB hardware, FPGA designs, and
software are available at https://zenodo.org/record/7439488

Table 1: Comparison of most closely related works.

Work Reconfig Accelerator EH Prototype
SoC [21] x FFT (fixed) ✔

SONIC [13] x LEA (fixed) ✔
NEURO-ZERO [23] x 2nd MSP430 ✔

HAWAII [20] x LEA (fixed) ✔
PHASE [11] ✔ DNN x
ResiRCA [36] ✔ ReRAM (RCA) x

MaxTracker [37] x ReRAM (RCA) x
NORM [40] ✔ x x

CP-FPGA [45] ✔ x x
BOBBER (this work) ✔ FPGA (e.g., DNN) ✔

memory is generally used for frequently used data and instruc-
tions while non-volatile memory is used for large capacity data
and persisting execution progress and code across powerloss. Any
volatile state not checkpointed must be recomputed in the next
on-time. However, if a program reads and updates a non-volatile
state (i.e., has a Write-After-Read (WAR) anti-dependency on non-
volatile state), re-execution may produce results not attainable by
any correct program execution—the recomputation produces an
inconsistent state [24, 29]. Additionally, if execution is continually
halted before another checkpoint is created, the application may
never complete—i.e., it ceases to make forward progress.

Software solutions for guaranteeing correctness while provid-
ing forward progress through an application range from guaran-
teed checkpointing based on ADC triggers [4] to periodic check-
points [2, 3, 19, 27] to task-based execution [7, 24, 26, 30, 39]. These
run on existing platforms such as WISP[41], MOO[46], Flicker [15],
or other custom platforms built around an FRAM-based MSP430. Al-
though the MSP430 provides the low energy accelerator (LEA) [17]
which has been leveraged by [13, 20] for DNN inference, it lacks
reconfigurability to specifically target an application or domain
(e.g., it efficiently handles neither sparsity of convolution layers
nor precision lower than 8-bits).

In order to support the design, test, and debug of these proto-
type systems, intermittency-aware tools were needed. CleanCut [6]
guarantees termination under a given set of system assumptions.
The energy-interference-free debugger (EDB) [5] enables debug-
ging on MSP430-based prototypes without perturbing the tight
coupling between energy harvesting and consumption. EKHO [14]
records and replays harvested energy traces for prototyped systems.
NORM [40] emulates an intermittent system on an FPGA using an
energy-harvesting model while replaying previously recorded en-
ergy traces. However, NORM can only model the energy harvesting,
power delivery, and power consumption of the design.

Other works have proposed processor microarchitectures for
intermittent computing. Clank[16] uses idempotence—a property
that a sequence of instructions can be arbitrarily restarted by main-
taining the inputs to the sequence [28]—to guarantee correct re-
execution. Other approaches include the use of processor hetero-
geneity in PHASE [11] and wholly non-volatile processors in inci-
dental computing [25]. However, all of these are simulation-based.

Recent works have proposed accelerators specially designed
for intermittent systems. Reconfigurable ReRAM crossbar-based
accelerators (RCAs) have emerged as a promising technology to
efficiently perform the multiply and accumulate (MAC) operations
dominant in CNNs [36, 37]. However, RCAs are not commercially

https://zenodo.org/record/7439488
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Figure 2: BOBBER platform overview.
available and must be evaluated in simulation. FPGA-based accel-
erators are also appealing because of their reconfigurability. CP-
FPGA [45] and DFT-FPGA [47] represent non-volatile FPGA fabric
architectures coupled with checkpointing schemes for volatile com-
putation data. However, the resulting systems are only evaluated
in simulation. Currently, while a few commercially available FP-
GAs have non-volatile logic elements such that their programming
is not lost with power [31], they only have volatile state within
the circuits (i.e., flip-flops) and configurable memory (i.e., SRAM).
Therefore, any accelerator system prototype designed with them
will have to address the consistency problem caused by WAR de-
pendencies to external non-volatile memory when recomputing
lost volatile state on the FPGA.

In summary, to the best of our knowledge, there have been
no platforms that support reconfigurable accelerator prototyping
under real-world energy harvesting (see Table 1).

3 BOBBER
BOBBER offers a full-stack prototyping platform to quickly develop
functionally correct custom intermittent accelerator applications.
As shown in Figure 2, BOBBER is powered solely by an RF energy-
harvester and computationally comprises an MCU and a discrete
FPGA. The MCU runs application and system software on top of
an intermittency-aware firmware. The application software can be
accelerated by an arbitrary number of computational kernels that
are implemented by an accelerator on the FPGA. Kernel calls are
simple to implement and templated such that correctness can be
guaranteed evenwhen power failures occur during kernel execution
and the accelerator’s local volatile data is lost.

3.1 BOBBER Hardware Platform
The core BOBBER hardware platform is implemented with COTS
components on a 4-layer PCB. Jumper and header support is in-
cluded to isolate and test individual components such as the energy
harvester and extend functionality to include sensors and a radio.

The RF energy harvesting frontend is a Powercast P2110B Power-
harvester [34] module with built-in power regulator and supervisor
to provide the digital components with a regulated 3.3V during
on-times and 0V during off-times. The RF harvester charges a series
of dynamically-programmable capacitor banks similar to Capy-
bara [7] in order to support a range of applications, accelerators,
and their associated energy costs. BOBBER has four banks of low-
leakage ceramic super capacitors, with the default bank having two
multi-layer ceramic chip capacitors (MLCC). For an intermittent
accelerator, when a larger computation is needed the platform can

save-up energy to perform the computation using the accelera-
tor while making simple system control decisions with its MCU.
The MCU can also monitor the capacitive storage voltage via an
on-board ADC for power control decisions.

As quantified in Section 2, the rate of RF energy harvesting is
low and the energy store is limited. Therefore, we selected MCU
and FPGA components for low power and low-energy boot. BOB-
BER uses an Igloo Nano[31] FPGA which has 3K non-volatile LUT
elements, 36 Kbits of SRAM (volatile state) and 1 Kbit of non-
runtime-writable ROM. While the Igloo Nano does not need to
be reprogrammed after an off-time, any intermediate data stored
in its SRAM is lost. BOBBER uses a MSP430 [44] microcontroller,
which is commonly used in energy harvesting applications, due
to it’s byte-updatable FRAM that allows efficient non-volatile up-
dates and checkpoints. It also has wide range of operating modes
(7𝑚𝑊 at the most performant active mode and about 15 𝜇𝑊 at its
lowest-power retention mode). BOBBER utilizes SPI, the highest-
bandwidth (2MB/s) communication peripheral supported by the
MSP430, to communicate data and instruction set to the FPGA-
based accelerator.

3.2 BOBBER Software Platform
Intermittent systems have to deal with frequent power failures and
the associated correctness and forward progress issues. BOBBER
takes a two-pronged approach: (1) for execution on the MCU we
use a full checkpointing-based system to guarantee correctness
and forward progress; (2) an idempotent interface to the FPGA
accelerator. The flexibility of this interface allows the application
to craft sufficiently small kernels to guarantee forward progress.

To illustrate this approach, consider the example application in
the upper left of Figure 3. The application makes 𝑛 computational
kernel calls to the accelerator using the (comp_temp) template. Dur-
ing intermittent execution at point 𝐶1, the off threshold is reached,
the MCU dies, and the program unceremoniously terminates. Un-
der traditional execution, the program would start from the begin-
ning again, loosing any forward progress made. To retain forward
progress and to avoid any WAR dependencies, BOBBER uses TI’s
compute through power loss (CTPL) [43] to save all volatile state to
a reserved region in the FRAM as the internal power rail approaches
its brownout voltage. The volatile state includes registers (general
purpose, stack pointer, and PC), peripheral interrupt settings, stack,
and heap. Upon restart, the bootloading process (wakeup()) first
restores the volatile SRAM state, registers, and interrupts, and then
returns from the ADC interrupt to precisely the point at which the
checkpoint was initiated.

While CTPL works for the MCU portions of the application,
a death during an accelerator template call (e.g., point 𝐶4) can
still cause incorrect execution since the local accelerator state is
in volatile SRAM. CTPL will restart the program execution right
there and not resend any data to the accelerator before asking the
accelerator to perform the computation (compute()). The result is
that the random startup values are transferred back to the MCU
producing incorrect final results. In order to solve this BOBBER
treats the template function as atomic—either it fully completes
and stores the result back to FRAM or it is re-executed from the
beginning. For correctness this function must be idempotent— re-
execution of the function with the same inputs will produce the
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Application region

Application region

Application region

main(){

init();

*a= load_vals()

Non-volatile FRAM
main(){

init();

int *a= load_vals();

  for(int i=0;i<n;i+4){

comp_temp(i,a[i],3);

}

}

comp_temp(i,a[i],3)(){

send(&a[i],4);

  compute(&a[i],3,1);

  read(&a[i],4);

 }  

 

A. Example application

  i = 0; //i inc to 4
  

comp_temp(0,a[0],3);

save(PC,SP,R12-R15);

  save_activation_record;

  check restore_reg_flag; // 0

  set interface_flg;

  send(&a[0],4);

B. Intermittent power program sequence
Application region

C2

Reserved region

SE

&a

PCSP

save_stack()

cmpx.w #1, interface_flg;

jnz alt_restore ;

savecpustack:

set src-> &SP, dst-> &FRAM, BS;

do DMA;

config DCO shutdown;

wait for shutdown();

alt_restore:

pushx.w PC to &ADC_ISR  

mask SR bits;

set restore_reg_flag;

jmp savecpustack;

SE

i=0

&a[0]

PCC1
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  Stack
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Reserved region

SP

SP

save_activation_record();

calc activation_record size(AS);

save AS;

set src-> SP dst-> &FRAM; 

do DMA; ////SP+AS block size

reta;

restore_activation_record();

restore AS 

set dst-> SP src-> &FRAM; 

do DMA; //SP+AS block size

reta;

C5

ADC interrupt triggered -> calls 
save_stack()

CPU  comes back online to 
restore_stack()-> 
restores all the stack

Enters comp_temp() -> base 
location(PC), SP, argument 
registers(R12-R15) and activation 
record is saved

ADC interrupt triggered -> calls 
save_stack() and executes 
alt_restore -> saving the current 
stack and changes ADC interupt ISR 
return address to point to PC

WAR

C. Checkpoint assembly pseudo code

CPU comes back online to 
restore_stack() -> restores all 
the stack -> returns to PC, checks a flag 
restore_reg_flag -> restoring 
activation record and argument 
registers -> resumes operation.
 

PC

SP
&a PC
src dst

C1

C4

C1

C4

Consistency problem (WAR) 
without BOBBER for i and &a[i]

C5

ADC REF RTC
i=0

PC SP R12
R15 dst

&a[0]
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ADC REF RTC
i=4

PC SP R12
R15 dst
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src

ADC REF RTC
i=0

PC SP R12

R15 dst

&a[0]

src

wakeup()

do DCO boot;

restore SP,src,dst,

calc DMA block size BS;

do DMA;

restore SR;

nop;

reta;

PC

check restore_reg_flag; // 1

restore(SP,R12-R15);

restore_activation_record;

  clear restore_reg_flag

set interface_flg;

send(&a[0],4);

compute (&a[0],4)

read(&a[0],4)

clear interface_flag;

comp_temp(4,a[4],3);

save(PC,SP,R12-R15);

save_activation_record;

C5
PC

C5

Figure 3: Example BOBBER application and system software.
same outputs. To do this we must guarantee there are no WAR
dependencies between variables stored in non-volatile state. While
such dependencies between variables can be verified by a compiler,
CTPL’s checkpointing itself causes a WAR dependency when it
saves the stack and the registers just before theMCU dies. Therefore
BOBBER saves the registers and stack activation record at the start
of the template (e.g., point 𝐶3). If the interface_flag is set on
reboot (e.g., point𝐶5), the registers and stack activation record from
the beginning of the template are restored, effectively restarting the
kernel call to the accelerator and guaranteeing correct execution.

4 DEMONSTRATION:
INTERMITTENCY-AWARE CNN HW-SW
ACCELERATOR FRAMEWORK

To demonstrate BOBBER’s capabilities, we designed an intermittent-
aware accelerator framework for one of the most computationally-
challenging workloads for batteryless nodes—CNNs such as LeNet-
5 [22] as used in [13, 32]. As shown in Figure 4, the framework takes
a TFlite [42] model as input to a custom 16-bit TFlite-micro [8]
runtime implementation. The model and TFlite-micro runtime are
hosted on the MCU while 2D and depthwise convolution operators
are accelerated by a 2x2 multiply and accumulate (MAC) accelerator
on the FPGA.

4.1 BOBBER-based Convolution Accelerator
Figure 4 shows the 2x2 multiply and accumulate (MAC) accelerator
hosted on the FPGA. The MAC is a 3-stage pipeline and has a
variable-width instruction set architecture (ISA). Each instruction
starts with a 4-bit opcode. The ISA comprises three instructions:

(1) Load data from MCU: 11-bit address, 10-bit count, and up to
210 bytes

(2) 2x2 MAC: 11-bit addresses, 6-bit count, and up to 26 bytes
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Figure 4: BOBBER-based intermittency-aware CNN accelera-
tor framework.

(3) Store data to MCU: 11-bit address and a single byte

The FPGA uses four of the Igloo Nano’s eight 4608-bit SRAM banks
for activations and weights, allowing double-buffering to overlap
computation and communication. This state is lost when the FPGA
is not powered.
4.2 BOBBER-based CNN Application
The application software has two jobs: (1) Offloading computation
to the accelerator in idempotent kernel calls and (2) providing knobs
to enable forward progress under intermittent execution.

In order to map the TFlite-based CNNs to kernel calls, we parti-
tioned layerwise TFlite operators to work with 2x2 MACs. Note that
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(a) BOBBER platform (PCB front). (b) BOBBER experimental setup.

Figure 5: BOBBER evaluation.
this is done once per operator and can be reused across the CNN
or any other model using the operator. For example, consider the
LeNet-5 [22] CNN shown in Figure 4. It has one depthwise and two
convolution layers. For the depthwise layer, the input feature maps
have height and width of 28 which uses a 5x5 filter along 6 output
channel to give a 28*28*6 output. The layerwise 5x5 computations
are first broken down to 2x2, padded where necessary, and accu-
mulated at the end to get a single output pixel of 28*28*6. Once the
operator computation is partitioned, we map the core computation
to an inlined and idempotent BOBBER template function.

Even though BOBBER’s software platform guarantees idempo-
tence, the execution time of a single invocation of the compute
kernel function may exceed the available energy buffer’s on-time
causing the computation to never complete. To enable forward
progress, we dynamically tile the TFlite-micro operator template
functions with respect to the output height 𝑝 and width 𝑞. For a tile
of width 𝑙 and height 𝑙 , each output channel has 𝑝

𝑙
∗ 𝑞

𝑙
tiles. Each

tile represents one invocation of the compute kernel. This results in
a tradeoff: as the number of tiles increases, the overall performance
decreases due to redundant computation and data movement. On
the other hand, larger tile sizes also risk losing more computed data
per node death that must be recomputed in the next on-time. To
mitigate this risk an application can turn off early when it predicts
the next tile cannot complete. The application uses off-line pro-
filing and an estimate of available remaining on-time since boot
to predict if the next tile can complete. Although not used by the
application, BOBBER supports charge state sensing and monitoring
(using an on chip ADC), which could be used to explore intelligent
runtime tile selection algorithms.

5 METHODOLOGY
To demonstrate execution on RF energy-harvesting alone we placed
BOBBER at 0.5𝑚 from a Powercast TX91501b RF transmitter [35]
as shown in Figure 5b. Images were stored on the FRAM, wires
disconnected, harvesting jumper set, and, after several minutes,
wires were reattached and LeNet-5 inference results collected. Only
the 50𝑚𝐹 capacitor is used as an energy store. Measurement data
reported in Section 6 was collected using an RF signal generator
feeding 9dBm (equivalent to 0.5𝑚) of RF power into BOBBER’s
antenna SMA connector in order to repeatably compare tile sizes
and design points. For latency measurements in continuous and in-
termittent power, we compare 4 design points, MSP430—execution
using solely the MSP430,MSP430 w-CTPL—execution using MSP430
with only CTPL. Baseline Accel—execution using the FPGA custom
accelerator with only CTPL and no tiling, and BOBBER—execution
using BOBBER. A sniffer node is used to timestamp all the compu-
tational progress of the application, timestamping total inference
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Figure 6: LeNet-5 total inference latency.

time, number of computations, data movement, different operator
times. Using this information, measured average system power, and
the number of on-times per layer operator, we calculate the energy
breakdown under intermittent power.

6 RESULTS
We evaluate the BOBBER platform in terms of total latency and
energy for running correct and complete LeNet-5 inference under
both continuous and intermittent power. Importantly, BOBBER
enables correct and complete execution while powered solely by
the RF energy harvester.

Figure 6a shows the overall inference latency measured under
continuous power. In continuous power the Baseline Accel is 2.7x
faster for the depthwise layer, 2.2x faster for the convolution layer,
and 1.9x faster overall compared to the raw application running
only on the MSP430. In continuous power, BOBBER’s overall la-
tency reduces to 1.3x better than the MSP430. The degradation
arises from BOBBER’s tiling—49 tiles for depthwise and 25 tiles
for convolution. This tiling level guarantees reliable intermittent
execution. However compared to the Baseline Accel, BOBBER has
1.4% more data movement and 73% more redundant computation.

Figure 6b shows the overall inference latency measured under
intermittent power with a 50 𝑚𝐹 capacitance. The MSP430 and
Baseline Accel do not complete as their execution time exceeds one
on-time and they have no checkpoint mechanism, while BOBBER
and MSP430 w-CTPL complete and guarantee correctness. Since ex-
ecution spans multiple on-times, BOBBER’s latency is increased to
567s for a single inference. The added time comes from booting after
powerloss (41s) and recharging the capacitor (477s). Under the cur-
rent configuration an MSP430 + CTPL implementation outperforms
BOBBER under intermittent operation. Figure 7 shows the reason
why—BOBBER consumes 32.6𝑚𝑊 of total average system power
compared to 4.7𝑚𝑊 for MSP430 w-CTPL. A significant combined
overhead of 17𝑚𝑊 is due to the choice of Igloo Nano’s 3.3V 20
MHz CMOS oscillator with a crystal base resonator and the 41% effi-
cient 3.3 to 1.5V LDO regulator used from the Igloo Nano reference
design. Using straightforward improvements in part selection, the
total system power could be drastically reduced. Further optimizing
the accelerator and interface (e.g., variable/reduced precision or
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Figure 7: Characterization of average power consumption of
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Figure 9: Comparison of LeNet-5 inference latency for dif-
ferent tile sizes in continuous power and intermittent power.
Fewer tiles require less redundant computation, but largest
tile’s execution may exceed maximum on-time.
customizing based on layer filter size) would reduce the average
power of the FPGA, SPI, and, as a result, the regulator overhead.

The time spent recharging the capacitor is dependent both on
the total energy of the baseline computation, but also added energy
costs from intermittent execution. Figure 8 shows the breakdown
of energy costs for running a full inference with a 50𝑚𝐹 capacitor.
The largest intermittency-related factors are the energy from FPGA
boot and stack restoration at 61.2 𝑚𝐽 and 74.2 𝑚𝐽 , respectively.
Combined these are still less than 1.4% of the total energy of the
inference demonstrating that BOBBER imposes minimal overheads
to guarantee correctness.

Figure 9a shows the inference latency under continuous power
for different tile configurations in the convolution and depthwise
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Figure 10: Tiling exploration for 50𝑚𝐹 capacitor.
convolution operators. Under continuous power, the best config-
uration has no tiling (# tiles = 1 for both operators) the worst
performance is where the layers are tiled to the maximum possible
extent. Under intermittent power, as shown in Figure 9b, decreasing
the number of tiles still allows a lower inference latency until a
single tile can no longer execute one kernel in a single on-time.

Larger tile sizes also risk an increased amount of wasted energy
due to lost partial computations that must be recomputed and the
corresponding input data that must be resent. Figure 10 plots the
energy overheads due to tiling for tile sizes in decreasing order of
required data movement (i.e., increasing effective tile size). As the
tile size increases the energy cost of required (i.e., required under
continuous power) redundant data and data movement decreases.
Boot energy under intermittent execution also decreases as fewer
on-times are required. Somewhat surprisingly, energy due to re-
computation and resent data from lost volatile state also decreases.
This occurs because our application chooses to die early before
starting a tile if it estimates it cannot complete resulting in all tile
sizes having a similar average data loss per on-time. Since larger tile
sizes have fewer on-times, they actually have less recomputation.

7 CONCLUSION
This paper introduces BOBBER, the first batteryless intermittent
FPGA platform, laying a foundation for quickly prototyping in-
termittent accelerators. BOBBER provides a full stack solution in-
cluding PCB hardware design and system software provide correct-
ness and forward progress on accelerated applications. Evaluations
demonstrate BOBBER can correctly complete LeNet-5 inference
while being solely powered by an RF energy harvester. The low
overheads and flexibility of BOBBER can enable many future direc-
tions such as prototyping energy-adaptive bit-precision accelera-
tors, intermittency-aware on-FPGA operator fusion, intermittent
security co-processors, and other as yet unknown ideas.
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