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Abstract. It is well known that the Korteweg-de Vries (KdV) equation and its
generalizations serve as modulation equations for traveling wave solutions to
generic Fermi-Pasta-Ulam-Tsingou (FPUT) lattices. Explicit approximation
estimates and other such results have been proved in this case. However, situ-
ations in which the defocusing modified KdV (mKdV) equation is expected to
be the modulation equation have been much less studied. As seen in numerical
experiments, the kink solution of the mKdV seems essential in understanding
the �-FPUT recurrence. In this paper, we derive explicit approximation re-
sults for solutions of the FPUT using the mKdV as a modulation equation. In
contrast to previous work, our estimates allow for solutions to be non-localized
as to allow approximate kink solutions. These results allow us to conclude
meta-stability results of kink-like solutions of the FPUT.

1. Introduction. Much work has been done in studying the traveling wave solu-
tions of the Fermi-Pasta-Ulam-Tsingou (FPUT) lattice and analyzing their stabil-
ity. Recall that the FPUT lattice is an infinite set of ODEs with nearest-neighbor
interaction given by the equations

ẍn = V
0(xn+1 � xn)� V

0(xn � xn�1), n 2 Z (1)

where V is the interaction potential between neighboring particles and “ ˙ ” denotes
the derivative with respect to the time t 2 R. Equation (1) can be rewritten in the
strain variables un := xn+1 � xn so that

ün = V
0(un+1)� 2V 0(un) + V

0(un�1), n 2 Z. (2)

It is well-known that the continuum limit for (2) is given by generalized Korteweg-
de Vries (KdV) equations, which implies the existence of small-amplitude, long-
wavelength traveling wave solutions of the FPUT. For instance, if we take a su�-
ciently regular V (x) with V

00(0) =: c2 > 0 and V
000(0) 6= 0, then small-amplitude,

long wavelength solutions of (2) can be approximated as

un(t) ⇡ ✏
2
f(✏(n+ ct), ✏3t) + ✏

2
g(✏(n� ct), ✏3t)
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where f and g solve the uncoupled KdV equations

2@2f =
c

12
@
3

1
f +

V
000(0)

c
f@1f,

�2@2g =
c

12
@
3

1
g +

V
000(0)

c
g@1g.

This approximation holds up to order O(✏4) for time scales of order O(✏�3) and
can be shown by using energy methods to control the error of the approximation
[17]. Similar results have been shown using methods from dispersive PDEs [9].
Additionally, solitary wave solutions of the FPUT whose profiles are close to the
profile of the soliton solution of the KdV exist and are asymptotically stable in an
exponentially weighted space [2, 3, 4, 5].

For potentials of the form

V (x) =
1

2
x
2 +

1

p+ 1
x
p+1

, (3)

the continuum limit of (2) becomes the generalized KdV equation

@2g +
1

12
@
3

1
g + @1(g

p) = 0 (4)

and there are approximate solutions of the form

un(t) ⇡ ✏
↵
g(✏(n� t), ✏3t) (5)

with ↵ = 2/(p�1). This approximation holds for time scales of order O(✏�3| log(✏)|)
for a global solution g. This extends the approximation result beyond the normal
time scale of the ansatz, i.e., the ansatz was taken on the ✏�3 time scale but holds
for longer times as ✏ ! 0. This gives that the orbital stability of solutions for the
generalized KdV implies the metastability of solitary wave solutions for the FPUT
[13]. A thorough overview of the research into solitary waves of the FPUT can be
found in [20].

For this paper, we will assume that the potential is of the form

V (x) =
1

2
x
2 � 1

24
x
4
. (6)

The minus sign for the quartic term (in contrast to the positive coe�cient in (3))
gives a formal continuum limit of the defocusing modified KdV (mKdV), which can
be written as

@tv � 6v2@xv + @
3

x
v = 0,

after rescaling. This limit can be found by doing a formal calculation with the
small-amplitude, long-wavelength ansatz and equating the orders of ✏. A notable
di↵erence between the defocusing mKdV and the KdV is that the former admits
kink solutions. Numerical calculations of the FPUT with potential given in (6) were
carried out, and the kink solutions of the mKdV seem essential to understand the
recurrence exhibited by the FPUT [16]. As opposed to the generalized KdV equa-
tions, little work has been done in obtaining rigorous results on how the defocusing
mKdV can be more generally used as a modulation equation for the FPUT with
potential given by (6). Traveling waves of (2) where the solution has fixed limits
at spatial infinity have been shown to exist using a center manifold reduction [10,
Thm. 5, (d)], and this result can be extended to show that the profile of a traveling
wave solution on the lattice is well-approximated by the profile of the kink solution of
the mKdV [15]. This kink-like solution on the lattice is in the family of heteroclinic
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front solutions. Such solutions have previously been identified for lattice systems
with nearest-neighbor interactions in [19]. The existence of fronts connecting oscil-
latory states have been shown in [18] for certain double-well potentials. Variational
techniques were used to show the existence of heteroclinic traveling waves connect-
ing asymptotic states for FPUT-type systems in [7, 8]. Kink-type solutions in the
FPUT were also shown in [6] for non-smooth potentials.

This paper explores how the defocusing mKdV can be generally used as a mod-
ulation equation for traveling wave solutions of the FPUT with potential given by
(6) and is based o↵ the work done in [15]. One di↵erence that this work has with
other previous results is that we allow the solutions of the FPUT to have non-zero
limits at infinity in anticipation for the kink-like solution. Allowing the non-zero
limits creates challenges in getting the approximation results since we can no longer
assume that our functions lie in nice Sobolev spaces, and so we need to introduce
an appropriate Banach space for the functions.

We have two main results. The first major result shows that small-amplitude,
long-wavelength solutions of (2) can be approximated by counter-propagating solu-
tions of a decoupled system of PDEs. In particular, the mKdV and a generalized
KdV equation serve as modulation equations for such solutions on long, finite time
scales. This result is notable in that behavior observed in the decoupled PDEs
can thus also be observed in the FPUT. The second major result shows that the
approximation of small-amplitude, long-wavelength solutions can be extended to a
longer time scale when reduced to a single propagating solution of the mKdV. This
implies the meta-stability of the kink-like solutions of the FPUT.

The paper will be structured as follows. In section 2 we introduce the small-
amplitude, long-wavelength ansatz and define new Banach spaces appropriate for
the kink solution. The ansatz is similar to the one introduced by Schneider and
Wayne in [17]: two counter-propagating waves which satisfy de-coupled PDEs and
an “interference” term. It is shown that if the functions in the ansatz are bounded
by appropriate norms, then the interference term remains uniformly bounded in
time. In section 3, we rewrite (2) into a first order system. Then using our ansatz,
we can find the system of equations for the error in our approximation. We aim to
show that this error remains small for our time scale. In section 4 we make some
necessary estimates on the residual and nonlinear terms for the error equations.
In section 5, we show that the ansatz holds on time scales of order O(✏�3) in a
result that is analogous to [17]. In section 6, we drop the counter-propagating wave
ansatz and look at a single traveling wave solution. From here, we can show that
the ansatz holds for time scales O(✏�3| log(✏)|), which allows us to comment on the
meta-stability of the kink-like solution in the FPUT. The proofs of technical lemmas
are provided in appendix A.

2. Counter-propagating waves ansatz. We make the assumption that solutions
of (2) can be expressed as a sum of two counter-propagating small-amplitude waves,
i.e.,

un(t) ⇡ ✏f(✏(n+ t), ✏3t) + ✏g(✏(n� ct), ✏3t) + ✏
3
�(✏n, ✏t) (7)

where we allow f to have fixed non-zero limits, f±, at positive and negative infinity
and � captures the interaction e↵ects between f and g. The wave speed of g is
given by

c = c(✏, f+) = 1�
✏
2
f
2
+

4
. (8)
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The choice of wave speed for f follows from the fact that we expect such solutions
to have wave speeds near V

00(0) = 1, as shown in [10, 15]. The wave speed of g
results in part from the background of f+. This shifts the point about which we
expand and is accounted for by a re-normalization in the speed. Plugging in the
ansatz in (7) back into (2) and grouping terms of the same order ✏ together gives

✏
3

⇣
@
2

1
f(·, ✏3t) + @

2

1
g(·, ✏3t)

⌘

+ ✏
5

⇣
2@1@2f(·, ✏3t)� 2@1@2g(·, ✏3t)�

f
2
+

2
@
2

1
g + @

2

2
�(✏x, ✏t)

⌘

+O(✏6)

= ✏
3

⇣
@
2

1
f(·, ✏3t) + @

2

1
g(·, ✏3t)

⌘

+ ✏
5

⇣
@
2

1
�(✏x, ✏t)

� 1

6
@
2

1

⇥
f
3(·, ✏3t) + 3f2(·, ✏3)g(·, ✏3t) + 3f(·, ✏t)g2(·, ✏3t) + g

3(·, ✏3t)
⇤

+
1

12
@
4

1
f(·, ✏3t) + 1

12
@
4

1
g(·, ✏3t)

⌘

+O(✏6).

Clearly the equation will hold up to order ✏3. For the order ✏5 terms, the equation
will again hold if f , g, and � satisfy

2@2f = �1

6
@1(f

3) +
1

12
@
3

1
f, (9)

and

� 2@2g = �1

6
@1(g

3 + 3f+g
2) +

1

12
@
3

1
g, (10)

and

@
2

2
�(⇠, ⌧) = @

2

1
�(⇠, ⌧)� 1

6
@
2

1

h
3(f2(⇠ + ⌧, ✏

2
⌧)� f

2

+
)g(⇠ � c⌧, ✏

2
⌧)

+ 3(f(⇠ + ⌧, ✏
2
⌧)� f+)g

2(⇠ � c⌧, ✏
2
⌧)
i

�(⇠, 0) = @1�(⇠, 0) = 0.

(11)

Note that (9) is the defocusing mKdV equation and (10) is a type of generalized KdV
equation. This formal calculation shows that the mKdV can serve as a modulation
equation. That is, for ✏ su�ciently small, one would expect the ansatz in (7) to
hold for time on the order of ✏�3. We make precise this notion, but we must first
make decisions for the function spaces in which the functions f , g, and � must live.

A natural choice of function space for g is a Sobolev space like Hk(R). However,
for f , we want to allow the possibility of the function approaching a non-zero limit
at positive and negative infinity while also having su�cient regularity.

Definition 2.1. For k 2 N, let X k(R) be the Banach space

X k(R) := {f 2 L
1(R) | f 0 2 H

k�1(R)}

with norm

kfkXk(R) := kfkL1(R) + kf 0kHk�1(R).
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Then X k is the set of L1 functions which are k times weakly di↵erentiable and
whose derivatives are in L

2. That this is a Banach space follows from the Banach
space isomorphism

X k(R) ⇠= L
1(R) \ Ḣ

1(R) \ Ḣ
k(R),

where Ḣ
k(R) denotes the homogeneous Sobolev spaces. For convenience, we let

X 0(R) denote L
1(R).

Note that (9) has kink solutions of the form

f(X,T ) =
p
12v tanh

⇣p
12v(X � vT )

⌘
. (12)

In particular, setting v = 1/24 we get the approximate solution on the lattice given
by

✏p
2
tanh

✓
✏p
2

✓
n�

✓
1� ✏

2

24

◆
t

◆◆
.

Comparing the above result to the kink-like solution found in [15], the approximate
solution seems to agree with the kink-like solution on the lattice for long periods
of time (i.e. it should hold formally for t of order O(✏�4)). The space X k allows
solutions of this form and thus lets us study kink-like solutions on the lattice.

We also have the following inequalities for products of functions in X k and H
k

that will be useful.

Lemma 2.2. For non-negative integers k, there is a C > 0 such that

kfgkHk  CkfkXkkgkHk (13)

for any f 2 X k(R) and g 2 H
k(R).

Lemma 2.3. For non-negative integers k, there is a C > 0 such that

kfgkXk  CkfkXkkhkXk

for any f, g 2 X k(R).

See appendix A for proofs.
However, for our main result, we require that �, the term which captures the

interaction e↵ects, remains uniformly bounded for all time. Intuitively, if f � f+

and g are localized, the inhomogeneous term in (11) will quickly go to zero, and
the equation governing � will approach the homogeneous wave equation, for which
Sobolev norms remain uniformly bounded. Since the two functions are localized
and counter-propagating, their product will quickly decay in time as the two wave
profiles move in opposite directions as seen in (1). Thus we require that f and g

quickly decay to their respective limits at infinity. This is enforced by assuming the
functions belong to appropriate weighted Banach spaces.

A suitable choice of space for g is the weighted Sobolev spaces Hk

n
(R). Here, Hk

n

for k, n 2 N [ {0}
H

k

n
(R) := {g 2 H

k(R) | gh·in 2 H
k}

where hxi =
p
1 + x2. The norm on this space is

kgkHk
n(R) := kgh·inkHk(R).

This space has the useful property that if g 2 H
k

n
, then its Fourier transform, ĝ, is

in H
n

k
and

ckĝkHn
k
 kgkHk

n
 CkĝkHn

k

for c, C > 0 independent of g.
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We want an analogous space for f , but allowing for non-zero limits at infinity.
Let h·i+ : R ! R be a smooth function such that

hxi+ =

(
hxi, x > 1

1, x < 0

and h·i+ continued smoothly between 0 and 1 such that it is always greater than or
equal to 1. Thus h·i+ is a function that only acts like h·i for numbers greater than
1. The function h·i� is similarly defined but for numbers less than �1.

Definition 2.4. Define X k

n+(R) to be the Banach space of functions where

X k

n+(R) := {f 2 X k(R) | lim
x!1

f(x) = f+ and (f � f+)h·in+ 2 X k(R)}

with norm given by

kfkXk
n+ (R) := |f+|+ k(f � f+)h·in+kXk(R)

Similarly,

X k

n�(R) := {f 2 X k(R) | lim
x!�1

f(x) = f� and (f � f�)h·in� 2 X k(R)}

and

kfkXk
n� (R) := |f�|+ k(f � f�)h·in�kXk(R)

Define X k

n
(R) to be the intersection of these Banach spaces. That is,

X k

n
(R) := X k

n+(R) \ X k

n�(R), kfkXk
n (R) := kfkXk

n+ (R) + kfkXk
n� (R).

That X k

n± are Banach spaces follows from the fact that there exists a linear
isomorphism between the Banach space R⇥X k and these spaces, which is given by

(↵, f) 7! ↵+ fh·i�n

± .

One can show that the kink solutions as specified in (12) lie in X k

n
for all k, n � 0;

the derivatives are smooth and decay exponentially to zero, and the kink solutions

f(✏(x + t))

g(✏(x � ct))

f(✏(x + t))

g(✏(x � ct))

Figure 1. The function f(✏(x+ t)) (shown in blue) moves to the
left while g(✏(x � ct)) (shown in orange) moves to the right. The
product of f � f+ and g (shown by the dotted line) quickly decays
in time since the functions are localized. Also note that the limit
f+ changes the background of g which results in the change in wave
speed of g as given by (8).
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approach the limits ±
p
12v exponentially fast. These spaces also contain bounded

rational functions. For instance, the function

1 +
1

x2 + 1

is in X k

2
(R) since it approaches its limit at infinity (which in this case is 1) at a rate

of O(1/x2), and its derivatives are in H
0
2
(R).

The definitions above are used to prove that � remains bounded for all time. The
idea behind the proof is similar to that of [17, Lemma 3.1]. The following lemma
will be useful in showing the decay in products of f � f+ and g.

Lemma 2.5. For each k � 0 and c > 0, there exists C > 0 depending only on k

such that ����
1

h·+ ⌧i2
+
h·� c⌧i2

����
Ck

 C sup
x2R

1

hx+ ⌧i2
+
hx� c⌧i2 . (14)

Furthermore, Z 1

0

sup
x2R

1

hx+ ⌧i2
+
hx� c⌧i2 d⌧ < 1. (15)

See appendix A for proof.
We are now ready to prove that � (and its time derivative) remain uniformly

bounded in time.

Proposition 2.6. Fix T0 > 0 and suppose that f 2 C([�T0, T0],X k+1

2
(R)) and

g 2 C([�T0, T0], H
k+1

2
(R)), with k � 3 an integer. Also, suppose that f(X,T ) ! f+

as X ! 1 for any T 2 [�T0, T0]. Then there exists a constant C > 0 such that

sup
t2[�✏�3T0,✏

�3T0]

k�(·, ✏t)kHk

 C

 
sup

t2[�✏�3T0,✏
�3T0]

n
kf(·, ✏3t)kXk+1

2
, kg(·, ✏3t)k

H
k+1
2

o!3 (16)

and
sup

t2[�✏�3T0,✏
�3T0]

k (·, ✏t)kHk�1

 C

 
sup

t2[�✏�3T0,✏
�3T0]

n
kf(·, ✏3t)kXk+1

2
, kg(·, ✏3t)k

H
k+1
2

o!3

,

(17)

where  = @2�.

Proof. Set @2� =  . Taking the Fourier transform F on both sides of 11 and writing
the ODE as a first order system, we get that

@2


�̂(k, ⌧)
 ̂(k, ⌧)

�
=


 ̂(k, ⌧)

�k
2
�̂(k, ⌧)

�
+


0

k
2

2
F [(f2(·+ ⌧), ✏2⌧)� f

2
+
)g(·� c⌧, ✏

2
⌧) + (f(·+ ⌧, ✏

2
⌧)� f+)g2(·� c⌧, ✏

2
⌧)](k)

�
.

The semigroup generated by the linear part can be computed explicitly to be


cos(k⌧) 1

k
sin(k⌧)

�k sin(k⌧) cos(k⌧)

�
.
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Putting the solution into variation of constants form with initial conditions set to
zero gives

�̂(k, T ) =
1

2

Z
T

0

k sin(k(T � ⌧))⇥

F [(f2(·+ ⌧), ✏2⌧)� f
2

+
)g(·� c⌧, ✏

2
⌧) + (f(·+ ⌧, ✏

2
⌧)� f+)g

2(·� c⌧, ✏
2
⌧)](k) d⌧

and

 ̂(k, T ) =
1

2

Z
T

0

k
2 cos(k(T � ⌧))⇥

F [(f2(·+ ⌧, ✏
2
⌧)� f

2

+
)g(·� c⌧, ✏

2
⌧) + (f(·+ ⌧, ✏

2
⌧)� f+)g

2(·� c⌧, ✏
2
⌧)](k) d⌧

(18)
Hence we can get that

k�(·, T )kHk

 Ck�̂(·, T )kH0
k

 C

Z
T

0

k@1((f2(·+ ⌧)� f
2

+
)g(·� c⌧))kHk

+ k@1((f(·+ ⌧)� f+)g
2(·� c⌧))kHk d⌧

 C

Z
T

0

kf(·+ ⌧)@1f(·+ ⌧)g(·� c⌧)kHk + k(f2(·+ ⌧)� f
2

+
)@1g(·� c⌧)kHk

+ k@1f(·+ ⌧)g2(·� c⌧)kHk + k(f(·+ ⌧)� f+)@1g(·� c⌧)kHk d⌧

 C

Z
T

0

sup
x2R

1

hx+ ⌧i2
+
hx� c⌧i2 ⇥

 
kfk2Xk+1

2
kgk

H
k+1
2

+ kfkXk+1
2

kgk2
H

k+1
2

!
d⌧,

(19)
whence (16) follows. The proof for (17) is analogous.

3. Setup of lattice equations. The scalar second-order di↵erential equation (2)
with potential V given by (6) can be rewritten as the following first-order system:

8
<

:

u̇n = qn+1 � qn,

q̇n = un � un�1 �
1

6
(u3

n
� u

3

n�1
),

n 2 Z. (20)

Recall that un = xn+1 � xn, so we have that un physically represents the dis-
placement between two neighbors on the lattice and qn is equal to

qn(t) =
n�1X

k=�1
u̇k(t) =

n�1X

k=�1
[ẋk+1(t)� ẋk(t)] = ẋn(t)

and so represents the velocity at a lattice point (assuming that ẋk(t) ! 0 as k !
�1). Note that we have the flexibility to add or subtract a constant from q without
changing the dynamics on u (a fact that we use later to adjust the approximation
and guarantee the error terms are in `2(Z)).

Remark 3.1. Writing the equations for the FPUT lattice in the form given by (20)
also puts the system into a Hamiltonian framework (when u, q 2 `

2(Z)). Here the
equations are of the form

U̇ = JH0(U)
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where U = (u, q), J is the skew-symmetric operator given by

J =


0 e

@ � 1
1� e

�@ 0

�

and H(U) =
P

n2Z
1

2
q
2
n
+ V (un). The operators e

@ and e
�@ are the forward and

backward shift operators, respectively. So we have (e@u)n = un+1 and (e�@
u)n =

un�1.

We will now introduce the small-amplitude, long-wavelength ansatz for the sys-
tem in (20), but we first must assume certain regularity and decay of f and g.

Assumption 3.2. Let f and g be solutions of (9) and (10), respectively. Assume
that

f 2 C([�⌧0, ⌧0],X 6

2
(R)) and g 2 C([�⌧0, ⌧0], H6

2
(R))

for some ⌧0 > 0 fixed. Furthermore, assume that f has fixed limits in its spatial
variable at ±1 given by f±, respectively.

Remark 3.3. While we are unaware of any general existence theorems for the
equations (9) and (10) in the weighted spaces X k

2
and H

k

2
, we note that for (9)

the kink solutions are examples of solutions that lie in X k

2
for all time and have

non-zero limits at infinity. Furthermore, from the stability results on kink solutions
of mKdV, any solution with initial conditions close to a kink will also remain in X k

2

for all time. In addition, in [11], while not working with exactly the same functions
spaces we do, the existence of solutions of the mKdV equation with general non-zero
limits at infinity is proven. (In fact, the results of [11] even allow for solutions that
grow at infinity.) For equation (10) which governs the g-part of the approximation,
we first note that this equation is a form of the Gardner equation which has soliton
solutions, and hence again, there are families of solutions that remain in H

k

2
for all

time. Furthermore, since our results below require only existence of solutions for
finite times, in these spaces, one can use the local well-posedness results for (10) in
Sobolev spaces H

s and H
s

2s
, s > 3/2, given in [12], to conclude that one has local

well-posedness in H
6
2
.

The small-amplitude, long-wavelength ansatz for un and qn is then given by

un(t) = ✏f(✏(n+ t), ✏3t) + ✏g(✏(n� ct), ✏3t) + ✏
3
�(✏n, ✏t) + Un(t) (21)

and

qn(t) = ✏F (✏(n+ t), ✏3t) + ✏G(✏(n� ct), ✏3t) + ✏
3�(✏n, ✏t)� ✏F� +Qn(t). (22)

The wave speed c is again given by (8).
The form that the ansatz takes for un(t) is clear. For qn(t) we need to define

F , G, and � (where F� is a constant to specified shortly thereafter). One would
expect

qn(t) =
n�1X

k=�1
u̇n(t)

⇡
n�1X

k=�1
[✏2@1f(✏(k + t), ✏3t) + ✏

4
@2f(✏(k + t), ✏3t) + ✏

2
c@1g(✏(k � ct), ✏3t)

+ ✏
4
@2g(✏(k � ct), ✏3t) + ✏

4
@2�(✏k, ✏t)].
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However, the final summation does not have a simple closed form, and so would be
di�cult to use. Instead, we use the fact that qn+1(t) � qn(t) = u̇n(t) and enforce
equality with the ansatz for u̇n(t) up to su�ciently high orders of ✏. Thus, we
choose F , G, and � so that

✏F (✏(n+ 1 + t), ✏3t)� ✏F (✏(n+ t), ✏3t) = ✏
2
@1f(✏(n+ t), ✏3t)

+ ✏
4
@2f(✏(n+ 1), ✏3t) +O(✏6)

✏G(✏(n+ 1� ct), ✏3t)� ✏G(✏(n� ct), ✏3t) = ✏
2
c@1g(✏(n� ct), ✏3t)

+ ✏
4
@2g(✏(n� ct), ✏3t) +O(✏6)

✏
3�(✏(n+ 1), ✏t)� ✏

3�(✏n, ✏t) = ✏
4
@2�(✏n, ✏t) +O(✏6).

Thus, after some calculations, we get the following:

F := f � ✏

2
@1f +

✏
2

8
@
2

1
f � ✏

2

12
f
3 � ✏

3

48
@
3

1
f +

✏
3

8
f
2
@1f

G := �g +
✏

2
@1g +

✏
2
f
2
+

4
g +

✏
2

12
(g3 + 3f+g

2)� ✏
2

8
@
2

1
g +

✏
3

48
@
3

1
g

� ✏
3

24
@1(g

3 + 3f+g
2)�

✏
3
f
2
+

8
@1g

� := @
�1

1
 � ✏

2
 .

Here  = @2� and @�1

1
is defined as a Fourier multiplier. That @�1

1
 is well-defined

and in H
5(R) follows from (18). Namely, we have that

F [@�1

1
 (·, T )](k)

= (ik)�1
 ̂(k, T )

=
�i

2

Z
T

0

k cos(k(T � ⌧))⇥

F [(f2(·+ ⌧, ✏
2
⌧)� f

2

+
)g(·� c⌧, ✏

2
⌧) + (f(·+ ⌧, ✏

2
⌧)� f+)g

2(·� c⌧, ✏
2
⌧)](k) d⌧

and (following the same calculations in (19))

k@�1

1
 (·, T )kH5  C

Z
T

0

sup
x2R

1

hx+ ⌧i2
+
hx� c⌧i2 ⇥

 
kfk2X 6

2
kgkH6

2
+kfkX 6

2
kgk2

H
6
2

!
d⌧.

assumption 3.2 implies that F has fixed limits in its spatial variable at ±1 given
by F± = f± � ✏

2

12
f
3
±.

We want U(t) andQ(t) to be elements of `2(Z) (at least locally in time). However,
to satisfy Q(0) 2 `

2(Z) and u̇n(0) = qn+1(0)�qn(0), a compatibility condition must
hold.

Assumption 3.4. Assume that

1X

n=�1
u̇n(0) = ✏F+ � ✏F�.

Note that if this did not hold, then Qn(0) 6! 0 as n ! 1 and Q(0) /2 `
2(Z).

That Qn(0) ! 0 as n ! �1 follows directly from the ansatz. The introduction of
the constant ✏F� in (22) does not a↵ect the dynamics of q in (20)
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Substituting (21) and (22) into (20) and using the definitions of F , G, and �, we
get the following equations for the Un and Qn:
8
>>>>>>>>>><

>>>>>>>>>>:

U̇n(t) =Qn+1(t)�Qn(t) + Res(1)
n

(t)

Q̇n(t) =Un(t)� Un�1(t)

� 1

2
(✏f(✏(n+ t)) + ✏g(✏(n� ct)) + ✏

3
�(✏n))2Un(t)

+
1

2
(✏f(✏(n� 1 + t)) + ✏g(✏(n� 1� ct)) + ✏

3
�(✏(n� 1)))2Un�1(t)

+ Res(2)
n

(t) + Bn(✏f + ✏g + ✏
3
�,U)

n 2 Z,

(23)
where

Res(1)
n

(t) =✏F (✏(n+ 1 + t))� ✏F (✏(n+ t))

+ ✏G(✏(n+ 1� ct)� ✏G(✏(n� ct) + ✏
3�(✏(n+ 1))� ✏

3�(✏n)

� ✏
2
@1f(✏(n+ t))� ✏

4
@2f(✏(n+ t))

+ ✏
2
c@1g(✏(n� ct))� ✏

4
@2g(✏(n� ct))� ✏

4
@2�(✏n),

Res(2)
n

(t) =✏f(✏(n+ t))� ✏f(✏(n� 1 + t))

+ ✏g(✏(n� ct))� ✏g(✏(n� 1� ct) + ✏
3
�(✏n)� ✏

3
�(✏(n� 1))

� ✏
2
@1F (✏(n+ t))� ✏

4
@2F (✏(n+ t))

+ ✏
2
c@1G(✏(n� ct))� ✏

4
@2G(✏(n� ct))� ✏

4
@2�(✏n)

� 1

6

⇣
(✏f(✏(n+ t)) + ✏g(✏(n� ct)) + ✏

3
�(✏n))3

� (✏f(✏(n� 1 + t)) + ✏g(✏(n� 1� ct)) + ✏
3
�(✏(n� 1)))3

⌘
,

and

Bn(✏f + ✏g + ✏
3
�,U)

= �1

6

⇣
3(✏f(✏(n+ t) + ✏g(✏(n� ct)) + ✏

3
�(✏n))U2

n
(t)

� 3(✏f(✏(n� 1 + t) + ✏g(✏(n� 1� ct)) + ✏
3
�(✏(n� 1)))U2

n�1
(t)

+ U3

n
(t)� U3

n�1
(t)
⌘
.

The terms U and Q control the error associated with the ansatz in (21) and (22).
Thus if these terms remain small in the `2(Z) norm, then the small-amplitude, long-
wavelength ansatz will remain valid. In particular, if one has that kUk`2  C✏

5/2,
then the ansatz ✏f + ✏g is valid up to order ✏5/2 (since � is uniformly bounded in
norm and is thus O(1)). Similarly, if Q is of order ✏5/2, then one can show that
u̇n(t) is approximated by ✏

2
@1f + ✏

2
@1g up to order ✏5/2. Hence, controlling the

norms of U and Q is su�cient in proving the approximation holds.

4. Preparatory estimates. To control the dynamics of U and Q, we need esti-
mates of the residuals and the nonlinearity. We will frequently need to bound the
`
2(Z) norm of a term by the H

1(R) norm of a function. To this end the following
lemma proved in [1] is useful.
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Lemma 4.1. There exists C > 0 such that for all X 2 H
1(R) and ✏ 2 (0, 1),

kxk`2  C✏
�1/2kXkH1 ,

where xn := X(✏n), n 2 Z.

We have the following estimates on the residual and nonlinear terms.

Lemma 4.2. Let f and g be solutions of (9) and (10), respectively, such that
f 2 C([�⌧0, ⌧0],X 6

2
) and g 2 C([�⌧0, ⌧0], H6

2
). Let ⌧0 > 0 be fixed and � > 0 be

defined as

� := max

(
sup

⌧2[�⌧0,⌧0]

kf(·, ⌧)kX 6
2
, sup

⌧2[�⌧0,⌧0]

kg(·, ⌧)kH6
2

)
(24)

Then there exists a �-independent constant C > 0 such that the residual and non-
linear terms satisfy

kRes(1)(t)k`2 + kRes(2)(t)k`2  C✏
11/2(� + �

5) (25)

and

kBn(✏f + ✏g + ✏
3
�,U)k`2  C✏[(� + ✏

2
�
3)kUk2

`2
+ kUk3

`2
] (26)

for every t 2 [�✏�3
⌧0, ✏

�3
⌧0] and ✏ 2 (0, 1).

Proof. We first focus on bounding Res(1)(t). Looking at the terms in Res(1)(t)
involving f and F and using Taylor expansions and (9), we get that

✏F (·+ ✏)� ✏F � ✏
2
@1f � ✏

4
@2f = ✏

6
If,1(n, t) (27)

where terms of order ✏5 or lower exactly cancel. The term If,1 contains integral
remainder terms:

If,1(n, t) :=
1

24

Z
1

0

@
5

1
f(✏(n+ t+ s), ✏3t)(1� s)4 ds

� 1

12

Z
1

0

@
5

1
f(✏(n+ t+ s), ✏3t)(1� s)3 ds

+
1

16

Z
1

0

@
5

1
f(✏(n+ t+ s), ✏3t)(1� s)2 ds

� 1

24

Z
1

0

@
3

1
(f3)(✏(n+ t+ s), ✏3t)(1� s)2 ds

� 1

48

Z
1

0

@
5

1
f(✏(n+ t+ s), ✏3t)(1� s) ds

+
1

24

Z
1

0

@
3

1
(f3)(✏(n+ t+ s), ✏3t)(1� s) ds.

(28)

Applying (4.1) (and (2.2) and (2.3) when needed) to the terms in (28) gives that
the `2 norm on the left-hand side of (27) can be bounded by

C(✏11/2(� + �
3))

for some choice of constant C > 0.
Doing the same Taylor expansion for the g and G gives

✏G(·+ ✏)� ✏G+ ✏
2
c@1g � ✏

4
@2g = ✏

6
Ig,1(nt),
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where the terms of order ✏5 and lower exactly cancel and Ig,1 contains the integral
remainder terms:

Ig,1(n, t) :=

� 1

24

Z
1

0

@
5

1
g(✏(n� ct+ s), ✏3t)(1� s)4 ds

+
1

12

Z
1

0

@
5

1
g(✏(n� ct+ s), ✏3t)(1� s)3 ds

+
f
2
+

8

Z
1

0

@
3

1
g(✏(n� ct+ s), ✏3t)(1� s)2 ds

+
1

24

Z
1

0

@
3

1
(g3)(✏(n� ct+ s), ✏3t)(1� s)2 ds

+
1

24

Z
1

0

@
3

1
(3f+g

2)(✏(n� ct+ s), ✏3t)(1� s)2 ds

(29)

� 1

16

Z
1

0

@
5

1
g(✏(n� ct+ s), ✏3t)(1� s)2 ds

+
1

48

Z
1

0

@
5

1
g(✏(n� ct+ s), ✏3t)(1� s) ds

� 1

24

Z
1

0

@
3

1
(g3)(✏(n� ct+ s), ✏3t)(1� s) ds

� 1

24

Z
1

0

@
3

1
(3f+g

2)(✏(n� ct+ s), ✏3t)(1� s) ds

�
f
2
+

8

Z
1

0

@
3

1
g(✏(n� ct+ s), ✏3t)(1� s) ds

The terms in (29) can be controlled by lemma 4.1. Similarly we have

✏
3�(✏(n+ 1), ✏t)� ✏

3�(✏n, ✏t)� ✏
4
@2�2(✏n, ✏t) =

✏
6

2

Z
1

0

@
2

1
 (✏(n+ s), ✏t)(1� s)2 ds,

so the `2 norm can also be controlled. Therefore we have

kRes(1)(t)k`2  C✏
11/2(� + �

3)

The bound on Res(2)(t) can be approached similarly. Focusing on the terms with
f and F in Res(2)(t), we have

✏f(·)� ✏f(·� ✏)� ✏
2
@1F � ✏

4
@2F � ✏

3

6
(f3(·)� f

3(·� ✏)) = ✏
6
If,2(n, t). (30)

where the integral remainder terms are contained in If,2:

If,2(n, t) := � 1

24

Z
1

0

@
5

1
f(✏(n+ t+ s), ✏3t)(s� 1)4 ds

+
1

12

Z
1

0

@
2

1
(f3)(✏(n+ t+ s), ✏3t)(s� 1)2 ds

+@2

✓
1

8
@
2

1
f � 1

12
f
3 � ✏

48
@
3

1
f +

✏

8
f
2
@1f

◆�
✏(n+ t), ✏3t

�

(31)

The integral terms in (31) can be controlled like before. The non-integral term can
be controlled by first evaluating the derivative in time, @2, and replacing the terms
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@2f using (9); then the terms can be controlled by lemma 4.1. Then the left-hand
side of (30) can be bounded by a term of the form

C✏
11/2(� + �

3).

Taylor expanding the remaining terms in Res(2)(t) gives that they are equal to

✏
4

✓
�@2@�1

1
 + @1�� 1

6
@1(3(f

2 � f
2

+
)g + 3(f � f+)g

2)

◆
+ ✏

6
Ig,2(n, t)

where

Ig,2(n, t) =

� 1

24

Z
1

0

@
5

1
g(✏(n� s� ct), ✏3t)(s� 1)4 ds� 1

2

Z
1

0

@
3

1
�(✏(n� s), ✏t)(s� 1)2 ds

�
f
2
+

4
@1

✓
f
2
+

4
g +

1

12
(g3 + 3f+g

2)� 1

8
@
2

1
g +

✏

48
@
3

1
g � ✏

24
@1(g

3 + 3f+g
2)

�
✏f

2
+

8
@1g

◆

� @2

✓
f
2
+

4
g +

1

12
(g3 + 3f+g

2)� 1

8
@
2

1
g +

✏

48
@
3

1
g � ✏

24
@1(g

3 + 3f+g
2)�

✏f
2
+

8
@1g

◆

+
1

12

Z
1

0

@
3

1
(g3(✏(n� s� ct), ✏3t))(s� 1)2ds

+
1

12

Z
1

0

@
3

1
(3g2(✏(n� s� ct), ✏3t)f(✏(n� s+ t), ✏3t))(s� 1)2 ds

+
1

12

Z
1

0

@
3

1
(3g(✏(n� s� ct), ✏3t)f2(✏(n� s+ t), ✏3t))(s� 1)2 ds

(32)
The other orders of ✏ cancel exactly, as usual. The terms of order ✏4 are equal to

� @2@
�1

1
 + @1�� 1

6
@1(3(f

2 � f
2

+
)g + 3(f � f+)g

2). (33)

Formally applying @1 implies that the above terms should be constant in space since
@2 = @

2
2
� satisfies (11). However, one should be careful with this calculation due

to the di↵erences in scaling of the spatial variables: for example, � and  ’s spatial
variable is rescaled to ✏n while f ’s is rescaled to ✏(n+ t). Taking a derivative with
respect to ⇠ = ✏x gives that (33) must be constant. Since all the terms decay to
zero at spatial infinity, (33) is exactly zero. Thus Res(2)

n
(t) = ✏

6
Ig,2(n, t).

The integral terms in (32) are bounded as before. The remaining terms in (32)
can be bounded by evaluating @2g using (10) and then applying (4.1). We can the
get the following bound:

kRes(2)(t)k`2  C✏
11/2(� + �

3 + �
5).

Interpolating between powers of � gives the desired inequality (25).
The proof of (26) follows immediately.

To proceed, we construct an energy function for (23) to control the `2 norms of U
and Q. (4.2) essentially states that Res(1)(t), Res(2)(t), and B remain appropriately
small. If one drops the residual and nonlinear terms from (23), then we are left with
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a linear (non-autonomous) Hamiltonian system. Hence, an appropriate choice of an
energy function would simply be the Hamiltonian for this reduced system. Define

E(t) =
1

2

X

n2Z
Q2

n
(t) + U2

n
(t)� 1

2

�
✏f(✏(n+ t), ✏3t) + ✏g(✏(n� ct, ✏

3
t) + ✏

3
�(✏n, ✏t)

�2 U2

n
(t)

(34)
The following lemma gives us that E can be used to control U and Q.

Lemma 4.3. Fix ⌧0 > 0 and let � be given by (24) . There exists ✏0 = ✏0(�) > 0
su�ciently small such that for every ✏ 2 (0, ✏0) and for every local solution (U ,Q) 2
C

1([�⌧0✏�3
, ⌧0✏

�3], `2(Z)) of (23), the energy-type quantity given in (34) is coercive
with the bound

kQ(t)k2
`2
+ kU(t)k2

`2
 4E(t), for t 2 (�⌧0✏�3

, ⌧0✏
�3). (35)

Moreover, there exists C > 0 independent of ✏ and � such that

����
dE
dt

����  CE1/2

h
✏
11/2(� + �

5) + ✏
3
�
2E1/2 + ✏(� + E1/2)E

i

for every t 2 [�⌧0✏�3
, ⌧0✏

�3] and ✏ 2 (0, ✏0).

Proof. Note that � > 0 can be used to control the L
1(R) norms of f , g, and  .

Thus we can choose ✏0 small enough so that for ✏ 2 (0, ✏0) we have

1� 1

2

�
✏kfkL1 + ✏kgkL1 + ✏

3k�kL1
�2 � 1

2
,

independent of the particular choices of f and g. Hence

E(t) � 1

2
kQk2

`2
+

1

4
kUk2

`2
� 1

4
kQk2

`2
+

1

4
kUk2

`2

and (35) follows.
Now we take the time derivative of E to get that

dE
dt

=
X

n2Z
Qn(t)Res

(2)

n
(t) +Qn(t)Bn(✏f + ✏g + ✏

3
�,U(t))

+ Un(t)Res
(1)

n
(t)

✓
1� 1

2
(✏f + ✏g + ✏

3
�)2
◆

+ U2

n
(t)(✏f + ✏g + ✏

3
�)⇥ (✏2@1f + ✏

4
@2f � ✏

2
c@1g + ✏

4
@2g + ✏

4
@2�).

Then using the Cauchy inequality and the Hölder inequality for p = 1 and q = 1
we get that

����
dE
dt

���� 

kQk`2 ⇥ kRes(2)(t)k`2 + kQk`2 ⇥ kBk`2 + kUk`2 ⇥ kRes(1)
n

(t)k`2
+ kU2k`1 ⇥ k(✏f + ✏g + ✏

3
�)⇥ (✏2@1f + ✏

4
@2f � ✏

2
c@1g + ✏

4
@2g + ✏

4
@2�)k`1 .
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Note that if a 2 `
2, then a 2 `

1 and kak`1  kak`2 . Thus we can replace the `1

norms above with `2 norms. Using the results in (4.2), we thus have
����
dE
dt

���� 

C

h
E1/2

✏
11/2(� + �

5) + E1/2
✏[(� + ✏

2
�
3)E + E3/2]

+ E(✏3�2 + ✏
5
�
2 + ✏

5
�
4 + ✏

7
�
4 + ✏

7
�
6)
i
,

where the C > 0 is independent of ✏ and �. The right-hand side of the above
inequality can be simplified by taking ✏0 smaller. That is, taking ✏0 su�ciently
small (dependent on �), we can absorb higher orders of ✏ into lower orders. For
example, ✏3�2 + ✏

5
�
2  2✏3�2 for ✏ small enough. Thus we arrive at

����
dE
dt

����  CE1/2

h
✏
11/2(� + �

5) + ✏
3
�
2E1/2 + ✏(� + E1/2)E

i

as desired.

Lastly, before we can prove our main result, we must show that for appropriate
initial conditions that U(0) and Q(0) are suitably small. In particular, we want our
initial conditions to be “close to” the small-amplitude, long-wavelength ansatz in
the sense that

un(0) ⇡ ✏f(✏n, 0) + ✏g(✏n, 0)

and
u̇n(0) ⇡ ✏

2
@1f(✏n, 0)� ✏

2
@1g(✏n, 0)

where the higher-order ✏ terms are neglected. Recall that we assume � and @1�

to have initial conditions exactly equal to zero, so those terms drop. A seemingly
appropriate notion of “closeness” would be in the `2 norm, as used in [13, 17].
However, since qn(0) =

P
n�1

k=�1 u̇k(0), we may lose some decay due to the summa-
tion and Q(0) will not be in `2. To counter this, we need some extra localization
assumptions on u̇n(0).

Assumption 4.4. Suppose that the initial conditions for u satisfy

ku(0)� ✏f(✏·, 0)� ✏g(✏·, 0)k`2 + ku̇(0)� ✏
2
@1f(✏·, 0) + ✏

2
@1g(✏·, 0)k`22  ✏

5/2

and that f(·, 0) 2 X 6
2
and g(·, 0) 2 H

6
2

The `2
2
norm (defined by kak`22 = khni2ank`2) will be su�cient to get that the

summation is in `2 based on the following lemma.

Lemma 4.5. If a 2 `
2
2
(Z) and

1X

k=�1
ak = 0,

then bn =
P

n

k=�1 ak is in `2(Z) and

kbk`2  Ckak`22
for some C > 0 independent of a.

See appendix A for proof.
We can now show the following.
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Lemma 4.6. Let assumptions 3.4 and 4.4 hold. Then U(0),Q(0) 2 `
2(Z) satisfy

kU(0)k`2 + kQ(0)k`2  C✏
5/2 (36)

with C > 0 independent of ✏.

Proof. That kU(0)k`2  C✏
5/2 follows immediately from applying assumption 4.4

to (21).
We have from the definition of un and qn that

u̇n(0) = qn+1(0)� qn(0) (37)

For qn(0) to satisfy (37), it must equal
P

n�1

k=�1 u̇k(0) (modulo a constant which we
assume without loss of generality to be zero). Thus we have

qn(0) =
n�1X

k=�1
u̇k(0)

=
n�1X

k=�1

⇥
u̇k(0)� ✏

2
@1f(✏k, 0)� ✏

4
@1f(✏k, 0) + ✏

2
c@1g(✏k, 0)� ✏

4
@2g(✏k, 0)

⇤

+
n�1X

k=�1

⇥
✏
2
@1f(✏k, 0) + ✏

4
@1f(✏k, 0)� ✏F (✏(k + 1), 0) + ✏F (✏k, 0)

⇤

+
n�1X

k=�1

⇥
�✏2c@1g(✏k, 0) + ✏

4
@1g(✏k, 0)� ✏G(✏(k + 1), 0) + ✏G(✏k, 0)

⇤

+ ✏F (✏n, 0)� ✏F� + ✏G(✏n, 0).
(38)

Comparing (38) to (22), we have that

Qn(0) =
n�1X

k=�1

⇥
u̇k(0)� ✏

2
@1f(✏k, 0)� ✏

4
@1f(✏k, 0) + ✏

2
c@1g(✏k, 0)� ✏

4
@2g(✏k, 0)

⇤

+
n�1X

k=�1

⇥
✏
2
@1f(✏k, 0) + ✏

4
@1f(✏k, 0)� ✏F (✏(k + 1), 0) + ✏F (✏k, 0)

⇤

+
n�1X

k=�1

⇥
�✏2c@1g(✏k, 0) + ✏

4
@1g(✏k, 0)� ✏G(✏(k + 1), 0) + ✏G(✏k, 0)

⇤
.

That Qn(0) ! 0 as n ! 1 is guaranteed by assumption 3.4. Now (4.5) can be
applied to get the result if the summands are in `

2
2
and of order ✏5/2. The first

summand satisfies this condition because of assumption 4.4. Note that the latter
summands are equal to �✏6If,1(k, 0) and �✏6Ig,1(k, 0), as defined in (28) and (29).
This follows from the earlier calculations in (4.2). That ✏6If,1(k, 0) and ✏6Ig,2(k, 0)
are elements of `2

2
follows from f(·, 0) 2 X 6

2
and g(·, 0) 2 H

6
2
and an application of

(4.1).
Thus we have (36) where the C > 0 can be chosen based on the norms of f and

g.

5. Long-time approximation of FPUT. In this section, we show that any phe-
nomenon observed in the pair of counter propagating KdV equations, given by (9)
and (10), can also be observed in the FPUT lattice (2). In particular, our result is
as follows.
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Theorem 5.1. Let assumption 3.2 hold and set

� = max

(
sup

⌧2[�⌧0,⌧0]

kf(·, ⌧)kX 6
2
, sup

⌧2[�⌧0,⌧0]

kg(·, ⌧)kH6
2

)

There exists positive constants ✏0 and C such that for all ✏ 2 (0, ✏0), when initial
data (u(0), u̇(0)) satisfy assumptions 3.4 and 4.4, the unique solution (u, q) to the
FPU equation (20) belongs to

C
1([�t0(✏), t0(✏)], `

1(Z))
with t0(✏) := ✏

�3
⌧0 and satisfies

ku(t)� ✏f(✏(·+ t), ✏3t)� ✏g(✏(·� ct), ✏3t)k`2

+ ku̇(t)� ✏@1f(✏(·+ t), ✏3t) + ✏
2
@1g(✏(·� ct), ✏3t)k`2  C✏

5/2
, t 2 [�t0(✏), t0(✏)].

Proof. Set S := E1/2 where E is defined in (34). From the results in lemma 4.6, we
get that S(0)  C0✏

5/2 for some constant C0 > 0 and ✏0 as chosen in lemma 4.3.
For fixed constant C > 0 define

TC := sup
n
T0 2 (0, ✏�3

⌧0] : S(t)  C✏
5/2

, t 2 [�T0, T0]
o
.

The goal is then to pick C so that TC = ✏
�3
⌧0.

We have that����
d

dt
S(t)

���� =
1

2E1/2

����
d

dt
E(t)

����

 C1(� + �
5)✏11/2 + C2✏

3
⇥
�
2 + ✏

�2(� + S)S
⇤
S

where C1, C2 > 0 are independent of � and ✏. While |t|  TC ,

C2

⇥
�
2 + ✏

�2(� + S)S
⇤
 C2

h
�
2 + (� + C✏

5/2)C✏1/2
i
,

where the right-hand side is continuous in ✏ for ✏ 2 [0, ✏0] and C > 0. Furthermore,
the right-hand side of the inequality above is increasing in both ✏ and C, and so we
can uniformly bound the term by some fixed number. Set K(C, ✏0) = K > 0 to be

K :=
h
�
2 + (� + C✏

5/2

0
)C✏1/2

0

i
.

Hence, we can get that for t 2 [�TC , TC ]

d

dt
e
�✏

3
KtS(t) = �✏3Ke

�✏
3
KtS + e

�✏
3
Kt

d

dt
S

 �✏3Ke
�✏

3
KtS + e

�✏
3
Kt

C1(� + �
5)✏11/2

+ e
�✏

3
Kt

C2✏
3
⇥
�
2 + ✏

�2(� + S)S
⇤
S

 �✏3Ke
�✏

3
KtS + e

�✏
3
Kt

C1(� + �
5)✏11/2 + ✏

3
Ke

�✏
3
KtS

= e
�✏

3
Kt

C1(� + �
5)✏11/2.

Integrating gives

S(t) 
⇣
S(0) +K

�1
C1(� + �

5)✏5/2
⌘
e
✏
3
Kt � ✏

5/2
K

�1
C1(� + �

5)


�
C0 +K

�1
C1(� + �

5)
�
✏
5/2

e
✏
3
Kt

 (C0 +K
�1

C1(� + �
5))eK⌧0✏

5/2
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for t 2 [�TC , TC ]. If we have

(C0 +K
�1

C1(� + �
5))eK⌧0  C (39)

then we can conclude that TC = ✏
�3
⌧0. Note that the left-hand side of the inequality

goes to

(C0 + �
�2

C1(� + �
5))e�

2
⌧0

as ✏! 0 for fixed values of C. Thus choose C > 0 large enough so that

(C0 + �
�2

C1(� + �
5))e�

2
⌧0 < C

and then we can make ✏0 su�ciently small so that (39) holds for all ✏ 2 (0, ✏0].

6. Meta-stability of kink-like solutions. We would now like to apply a similar
method as seen in [13] to show that the approximations hold for time scales of order
O(✏�3| log(✏)|). This is a useful result because one can then make conclusions about
the meta-stability of the kink-like solution on the FPUT from the stability of the
kink solution for the mKdV.

However, we cannot use the full approximation with the counter-propagating
solutions. The problem comes from trying to extend assumption 3.2. To make sure
� remains bounded for longer period of times, we need to assume that f and g

remain localized for longer and longer times. However, the PDEs (9) and (10) are
dispersive, and so generic solutions will become less localized over time resulting in
larger norms in X 6

2
and H

6
2
.

The localization assumption is only necessary to keep �, the term coming from the
coupling of f and g, bounded. We can drop this assumption if we set g identically
equal to zero. It is easy to see that if g = 0 then � = 0. Also, one can check that
the estimates of the residuals and nonlinear terms rely only on f 2 X 6 if � = 0,
and so our estimates from before still hold in this case.

Assumption 6.1. Let f be a solution to (9) and set g = 0. Assume that

f 2 Cb(R,X 6(R)).

Furthermore, assume that f has fixed limits in its spatial variables at ±1 given by
f±.

We will still need to assume that the initial condition of f is localized as in
assumption 4.4, but this assumption holds for many solutions including the kink
solutions of (9).

The following result and proof are analogous to those of [13, Thm. 1]. The idea
behind the proof is to sacrifice some accuracy in the approximation (so that the
error is O(✏5/2�r)) in order to extend the time that the approximation holds (which
will now be O(✏�3| log(✏)|)).

Theorem 6.2. Let assumption 6.1 hold and set

� = sup
⌧2R

kf(·, ⌧)kX 6

For fixed r 2 (0, 1/2), there exists positive constants ✏0, C, and K such that for
all ✏ 2 (0, ✏0), when initial data (u(0), u̇(0)) satisfy assumptions 3.4 and 4.4, the
unique solution (u, q) to the FPU equation (20) belongs to

C
1([�t0(✏), t0(✏)], `

1(Z))
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with t0(✏) := rK
�1
✏
�3| log(✏)| and satisfies

ku(t)�✏f(✏(·+t), ✏3t)k`2+ku̇(t)�✏@1f(✏(·+t), ✏3t)k`2  C✏
5/2�r

, t 2 [�t0(✏), t0(✏)].

Proof. Set S := E1/2 where E is defined in (34). From the results in lemma 4.6, we
get that S(0)  C0✏

5/2 for some constant C0 > 0 and ✏0 as chosen in lemma 4.3. For
fixed constants r 2 (0, 1/2), C > C0, and K > 0, define the maximal continuation
time by

TC,K,r := sup
n
T0 2 (0, rK�1

✏
�3| log(✏)|] : S(t)  C✏

5/2�r
, t 2 [�T0, T0]

o
.

We also define the maximal evolution time of the mKdV equation as ⌧0(✏) =
rK

�1| log(✏)|. The goal is then to pick C and K so that TC,K,r = ✏
�3
⌧0(✏).

We have that����
d

dt
S(t)

���� =
1

2E1/2

����
d

dt
E(t)

����

 C1(� + �
5)✏11/2 + C2✏

3
⇥
�
2 + ✏

�2(� + S)S
⇤
S

where C1, C2 > 0 are independent of � and ✏. While |t|  TC,K,r,

C2

⇥
�
2 + ✏

�2(� + S)S
⇤
 C2

h
�
2 + ✏

�2(� + C✏
5/2�r)C✏5/2�r

i
,

where the right-hand side is continuous in ✏ for ✏ 2 [0, ✏0]. Thus the right-hand
side can be uniformly bounded by a constant independent of ✏. Choose K > 0
(dependent on C) su�ciently large so that

C2

h
�
2 + ✏

�2(� + C✏
5/2�r)C✏5/2�r

i
 K. (40)

Hence, we can get that for t 2 [�TC,K,r, TC,K,r]

d

dt
e
�✏

3
KtS(t) = �✏3Ke

�✏
3
KtS + e

�✏
3
Kt

d

dt
S

 �✏3Ke
�✏

3
KtS + e

�✏
3
Kt

C1(� + �
5)✏11/2

+ e
�✏

3
Kt

C2✏
3
⇥
�
2 + ✏

�2(� + S)S
⇤
S

 �✏3Ke
�✏

3
KtS + e

�✏
3
Kt

C1(� + �
5)✏11/2 + ✏

3
Ke

�✏
3
KtS

= e
�✏

3
Kt

C1(� + �
5)✏11/2.

Integrating gives

S(t) 
⇣
S(0) +K

�1
C1(� + �

5)✏5/2
⌘
e
✏
3
Kt � ✏

5/2
K

�1
C1(� + �

5)


⇣
S(0) +K

�1
C1(� + �

5)✏5/2
⌘
e
✏
3
Kt


⇣
S(0) +K

�1
C1(� + �

5)✏5/2
⌘
e
K⌧0(✏)


�
C0 +K

�1
C1(� + �

5)
�
✏
5/2�r

for t 2 [�TC,K,r, TC,K,r], where the last line follows in part from the definition of
⌧0(✏). Now choose C > C0 su�ciently large so that

C0 +K
�1

C1(� + �
5)  C.

Note that our earlier choice of K can be enlarged so that (40) still holds as well
as the above inequality. Therefore, with these choices of C and K, the maximal
interval can be extended to TC,K,r = ✏

�3
⌧0(✏).
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One might assume that the earlier result in Theorem 5.1 can be used to determine
stability results of the kink-like solution of the FPUT by using stability results of the
kink solution of the defocusing mKdV. It has been previously shown that the kink
solution of the defocusing mKdV is H

1 orbitally stable [21, Thm. III.2.4], as well
as H1

loc
asymptotically stable [14, Cor. 4.4]. However applying these results directly

with this theorem leads to an unsatisfying answer. Since the approximation holds
only for times [�✏�3

⌧0, ✏
�3
⌧0] for the FPUT, we are only looking at a fixed slice

of time [�⌧0, ⌧0] for the solution f of the mKdV. Thus regardless of the stability
results, the solution f will remain a fixed distance from the kink solution for any
choice of ✏ > 0. In particular, f would not be approaching the kink solution, and so
we would not have any corresponding asymptotic stability result for the kink-like
solution.

Theorem 6.2 can be applied to discuss stability results of the kink-like solutions
of the FPUT. This result extends the approximation beyond the natural time scale
O(✏�3) that one would naively expect to the larger time scale O(✏�3| log(✏)|), so
that we may observe f on a slice of time of order | log(✏)|. So if f approaches the
kink solution in H

1

loc
, then the ansatz should approach the solution given by the

kink on the FPUT, given ✏ > 0 is chosen small enough. Furthermore, since the
ansatz from the kink solution remains close to the kink-like solution found in [15],
we have the desired meta-stability result for the kink-like solutions.

Appendix A. Proofs of lemmas.

Proof of lemma 2.2. The result follows from induction on k.
For k = 0, we have

kfgkH0  kfkL1kgkH0 . (41)

Assuming (13) holds for k � 0, we have that

kfgkHk+1  C
�
kfgkHk + k@k+1(fg)kL2

�

 C
�
kfkXkkgkHk + k@k+1(fg)kL2

�
,

where the second term can be bounded by

k@k+1(fg)kL2  k@k(f 0
g)kL2 + k@k(fg0)kL2

 kf 0
gkHk + kfg0kHk

 kf 0kHkkgkHk + kfkXkkg0kHk

 kfkXk+1kgkHk+1 + kfkXk+1kgkHk+1

= 2kfkXk+1kgkHk+1 .

This completes the induction.

Proof of lemma 2.3. Using the result from lemma 2.2, we have

kfgkXk  kfgkL1 + k(fg)0kHk�1

 kfkL1kgkL1 + kf 0
gkHk�1 + kfg0kHk�1

 kfkL1kgkL1 + Ckf 0kHk�1kgkXk�1 + kfkXk�1kg0kk�1

H

 CkfkXkkgkXk .

(42)
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Proof of lemma 2.5. The main argument of the proof is given by showing the fol-
lowing claim holds:

Claim. For each integer k � 0,

@
k

@xk


1

hx+ ⌧i2
+
hx� c⌧i2

�

is a sum of terms of the form

C

hx+ ⌧i2+m

+
hx� c⌧i2+m

hx+ ⌧im1
+

hx� c⌧im2F (x, ⌧), (43)

where C 6= 0 is a constant, m,m1,m2 are integers, 0  m1,m2  m, and F 2
C

n

b
(R⇥ R) for every n 2 N.

This can be proved inductively. We have the k = 0 case immediately by setting
C = 1, m = m1 = m2 = 0, and F (x) = 1. Now we assume that the claim holds for
k � 0. To get the form of the (k + 1)st derivative, we can use linearity and look at
the derivative of each term of the form (43). That is, the (k + 1)st derivative is a
sum of terms of the form

@

@x

"
C

hx+ ⌧i2+m

+
hx� c⌧i2+m

hx+ ⌧im1
+

hx� c⌧im2F (x, ⌧)

#
. (44)

Applying the product rule to (44) gives us

@

@x

"
C

hx+ ⌧i2+m

+
hx� c⌧i2+m

hx+ ⌧im1
+

hx� c⌧im2F (x, ⌧)

#

=
@

@x

"
C

hx+ ⌧i2+m

+
hx� c⌧i2+m

#
hx+ ⌧im1

+
hx� c⌧im2F (x, ⌧)

| {z }
I

+
C

hx+ ⌧i2+m

+
hx� c⌧i2+m

@

@x

⇥
hx+ ⌧im1

+

⇤
hx� c⌧im2F (x, ⌧)

| {z }
II

+
C

hx+ ⌧i2+m

+
hx� c⌧i2+m

hx+ ⌧im1
+

@

@x
[hx� c⌧im2 ]F (x, ⌧)

| {z }
III

+
C

hx+ ⌧i2+m

+
hx� c⌧i2+m

hx+ ⌧im1
+

hx� c⌧im2
@

@x
[F (x, ⌧)]

| {z }
IV

.

We now go term-by-term. For the first term, we have

I =
�(2 +m)C

hx+ ⌧i2+(m+1)

+
hx� c⌧i2+(m+1)

hx+ ⌧im1+1

+
hx+ ⌧im2

⇣
hx� c⌧i0

+
F (x, ⌧)

⌘

� (2 +m)C

hx+ ⌧i2+(m+1)

+
hx� c⌧i2+(m+1)

hx+ ⌧im1
+

hx� c⌧im2+1

⇣
hx� c⌧i0F (x, ⌧)

⌘
,

where h·i0 denotes the derivative of h·i. It’s clear that both of these are of the form
in (43).
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Also, we have

II =
Cm1

hx+ ⌧i2+m

+
hx� c⌧i2+m

hx+ ⌧im1�1

+
hx� c⌧im2

⇣
hx+ ⌧i0

+
F (x, ⌧)

⌘
.

The above is again of the form in (43) (and a similar result holds for III). Finally,

IV =
C

hx+ ⌧i2+m

+
hx� c⌧i2+m

hx+ ⌧im1
+

hx� c⌧im2
@F

@x
(x, ⌧),

which of the form in (43).
This shows that the (k+1)st derivative is a sum of terms of the form in (43) and

proves the claim.
Now the proposition can be proved fairly straight-forwardly from the claim. The

k
th derivative is a sum of terms of the form in (43), each of which can be bounded

as
�����

C

hx+ ⌧i2+m

+
hx� c⌧i2+m

hx+ ⌧im1
+

hx� c⌧im2F (x, ⌧)

����� 

CkFkC0(R⇥R) sup
x2R

1

hx+ ⌧i2
+
hx� c⌧i2 .

The constant in (14) can be chosen to be the sum of the constants in the above
inequality. Note that there is no ⌧ dependence since we are taking the supremum
of F over all x and ⌧ .

The result in (15) follows from

sup
x2R

1

hx+ ⌧i2
+
hx� c⌧i2 = O(1/⌧2)

as ⌧ ! 1.

Proof of lemma 4.5. Let En := {k 2 Z | k  n} so that the characteristic function
�En satisfies

�En(k) =

(
1, k  n

0, k > 0
.

Then applying the Cauchy-Schwarz inequality, we get that
�����

nX

k=�1
ak

����� =

�����

1X

k=�1
hki2ak

�En(k)

hki2

�����

 kak`22

 1X

k=�1

�En(k)

hki4

!1/2

= kak`22

 
nX

k=�1

1

hki4

!1/2

.

By comparing the final sum to the integral
R
n

�1 1/hxi4 dx, we have that there is a
constant C > 0 independent of a such that

�����

nX

k=�1
ak

�����  Ckak`22 ⇥
1

hni3/2
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for n  0. By noting that
P

n

k=�1 ak = �
P1

k=n+1
ak, an identical argument can

be applied to get that �����

1X

k=n

ak

�����  Ckak`22 ⇥
1

hni3/2

for n � 0. Therefore,

kbk`2  C

 1X

n=�1

1

hni3

!1/2

kak`22 .
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