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a b s t r a c t 

State-of-the-art microscopic structured-light (SL) three-dimensional (3D) imaging systems typically use conven- 

tional lenses with a fixed focal length achieving a limited depth of field (DOF). This paper proposes to drastically 

increase the DOF of the microscopic 3D imaging by leveraging the focus stacking technique and developing a 

novel computational framework. We first capture fringe images with various camera focal lengths using an elec- 

trically tunable lens (ETL) and align the recovered phase maps using phase constraints. Then, we extract the 

focused pixel phase using fringe contrast and stitch them into an all-in-focus phase map via energy minimization. 

Finally, we reconstruct the 3D shape using the all-in-focus phase map. Experimental results demonstrate that our 

proposed method can achieve a large DOF of approximately 2 mm and field of view (FOV) of approximately 

4 mm × 3 mm with a pixel size at the object space of approximately 2.6 𝜇m. The achieved DOF is approximately 

10 × the DOF of the system without the proposed method. 
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. Introduction 

Microscopic structured-light (SL) three-dimensional (3D) imaging is

n important inspection technique in many applications such as semi-

onductors and micro-mechatronics, owing to its advantages of high ac-

uracy, high speed, high flexibility, and low cost. Over the past few

ecades, extensive research has been conducted, focusing on different

spects of this field including system design [1–3] , calibration [4–7] ,

easurement methods [8–10] , and imaging speed [ 11 , 12 ]. These works

reatly improved the performance of microscopic SL 3D imaging, and

as well summarized by the review written by Hu, et al. [13] . Despite re-

ent rapid advancements, there is still a major limitation in the state-of-

he-art microscopic SL systems: they typically have a fixed focal length

roviding a limited depth of field (DOF). This limitation becomes more

pparent with larger system magnifications. Though many systems used

elecentric lenses [ 4–6 , 8 ] , which can typically provide a larger DOF than

in-hole lenses under the same magnification, the original DOF is usu-

lly not sufficient for many applications. 

The DOF limitation of microscopic SL 3D imaging has also attracted

ttention in the past few years. A representative idea is to extend the

OF via special devices or system configurations. For example, re-

earchers introduced the Scheimpflug condition into microscopic SL sys-

ems [ 7 , 14 , 15 ], to ensure the maximum common focus area of the pro-

ector and the camera. Wang et al. [14] . proposed a multiple-camera SL

ystem with telecentric lenses. Each camera was also set up following the
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cheimpflug condition and focused on a different depth range. The DOF

as extended by combining the 3D results from all cameras. Meng et al.

16] . recently proposed to employ light-field imaging in microscopic SL

ystems to extend the DOF. Though these methods worked effectively,

hey inevitably increased the system complexity and reduced the system

exibility. 

Computational imaging has been demonstrated its promises to in-

rease DOF. For example, our previous work [17] introduced the focal

weep technique in a microscopic SL system extend DOF. This method

an effectively extend the DOF without drastically altering the system

onfiguration and imaging model. However, since the deconvolution

rocess involved with the focal sweep technique is sensitive to noise

nd cannot recover high spatial frequencies robustly, it would not be

he best choice in applications with high-resolution and high-accuracy

equirements [18] . 

Focus stacking is another computational imaging method that can in-

rease DOF [ 19 , 20 ]. The basic idea is that the camera captures a set of

mages at different focus settings (e.g., focal length, image distance, or

bject distance), which is called focal stack ; and the software algorithms

nalyze these images to generate an all-in-focus image. The algorithms

ainly include two steps: The first step is image alignment (or image

egistration). This step transforms images with different focal settings

ince the magnification may vary with different focus settings. The sec-

nd step is called image stitching. This step creates the all-in-focus im-

ge by extracting the pixels with the best focus from the aligned images
pril 2023 
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Fig. 1. Working principle of the proposed method for large DOF microscopic 3D imaging. (a) Image acquisition process: change the camera focal length by moving 

the focal plane while maintaining the projector’s focus. (b) Image analysis process: compute high-frequency phase maps along the vertical direction and lower- 

frequency phase maps along both horizontal and vertical directions, remap all high-frequency phase maps using the affine warps obtained by the lower-frequency 

phase correspondence, and finally stitch all high-frequency phase maps into a single all-in-focus phase map for 3D reconstruction. 
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nd combining these pixels into a full image. Both image alignment and

mage stitching have been extensively studied in 2D imaging [ 21 , 22 ],

roviding rich choices for the focus stacking techniques depending on

ifferent applications. Owing to the low cost and good performance, the

ocus stacking technique has raised interest in both microscopic [23] and

acroscopic 2D imaging [ 24 , 25 ]. 

Though focus stacking has been widely used in 2D imaging, it is non-

rivial to be applied to microscopic SL 3D imaging. One challenge is that

icroscopic 3D imaging is fundamentally different from 2D photogra-

hy. For example, it has higher measurement accuracy and resolution

equirements, so many algorithms developed for 2D imaging cannot be

irectly applied. Another challenge is that the imaging model of micro-

copic SL 3D imaging is highly related to the focal length, and thus it

s very sensitive to the focus change. Liu et al. [26] . built a microscopic

L system using telecentric lenses to extend the DOF of microscopic 3D

maging using the focus stacking technique. In their study, they var-

ed the object distance by moving the object vertically using a transla-

ion stage to form the focal stack. Since the telecentric lenses preserve

agnification at different object distances, this method avoided the im-

ge alignment problem. However, the requirements of using telecentric

enses and high-precision mechanical motion increase system complex-

ty and cost. 

In this work, we propose a method to drastically enlarge the DOF

f microscopic 3D imaging by leveraging the focus stacking technique

nd developing a novel computational framework. Fig. 1 summarizes

he overall concept of our proposed method. Different from the previ-

us work by Liu et al. [26] , we capture the focal stack by changing the

amera focal length using an electrically tunable lens (ETL) that allows

or capturing multi-focus images without mechanical motion. Then we

mprove the basic flow of the focus stacking technique to process phase

aps, in lieu of 2D images, for both alignment and stitching. Specifi-

ally, we capture fringe images with different frequencies and compute

hase maps from these fringe images. We then use one of the lower-

requency phase maps to estimate affine warps that minimize the phase

ifference between different focus settings. Once the affine warps are

etermined, we apply them to the high-frequency fringe images to align

he phase maps and fringe contrast maps. Then we use the aligned high-

requency fringe contrast maps to measure the focus levels for each pixel

nd create an all-in-focus high-frequency phase map using the aligned

igh-frequency phase maps based on the measured focus levels. The
2 
ll-in-focus high-frequency phase map is finally used to reconstruct 3D

hape of the scene. Since our proposed method considers the magnifi-

ation differences among various focus settings, it does not require con-

tant magnification for the hardware design. Therefore, it can be applied

o generic microscopic SL systems with pin-hole lenses. 

. Principle 

.1. Phase-shifting algorithm 

Phase-shifting algorithms are widely employed in SL systems because

f their high accuracy, high resolution, and high speed. The intensity of

he k -th fringe pattern can be mathematically described as, 

𝐼 𝑘 ( 𝑥, 𝑦 ) = 𝐼 ′( 𝑥, 𝑦 ) + 𝐼 ′′( 𝑥, 𝑦 ) cos 
[
𝜙( 𝑥, 𝑦 ) + 2 𝑘 π∕ 𝑁 

]
, 𝑘 ∈ [ 1 , 𝑁 ] (1) 

here 𝐼 ′( 𝑥, 𝑦 ) is the DC component representing the background inten-
ity, 𝐼 ′′( 𝑥, 𝑦 ) is the fringe modulation amplitude, 𝜙( 𝑥, 𝑦 ) is the phase to
e solved, If 𝑁 ≥ 3 , the unknown phase can be computed by, 

𝜙( 𝑥, 𝑦 ) = − tan −1 
∑𝑁 

𝑘 =1 𝐼 𝑘 ( 𝑥,𝑦 ) sin ( 2 𝑘 π∕ 𝑁 ) ∑𝑁 
𝑘 =1 𝐼 𝑘 ( 𝑥,𝑦 ) cos ( 2 𝑘 π∕ 𝑁 ) 

(2) 

The phase map produced by the above equation is wrapped within

 range from −π to π with 2π discontinuities because of the nature of
rctangent function. Hence, a temporal, spatial, or alternative phase un-

rapping algorithm that has been extensively studied over the past few

ecades [ 27 , 28 ] is needed to recover a continuous phase map, 

Φ( 𝑥, 𝑦 ) = 𝜙( 𝑥, 𝑦 ) + 2 𝜋 × 𝜅( 𝑥, 𝑦 ) (3) 

here κ( 𝑥, 𝑦 ) is an integer number obtained from the phase unwrapping

lgorithm. In this work, a three-frequency phase unwrapping algorithm

s adopted. Meanwhile, the DC component 𝐼 ′( 𝑥, 𝑦 ) and the fringe mod-
lation 𝐼 ′′( 𝑥, 𝑦 ) can also be computed by, 

𝐼 ′( 𝑥, 𝑦 ) = 
1 
𝑁 

𝑁 ∑
𝑘 =1 

𝐼 𝑘 ( 𝑥, 𝑦 ) (4) 

𝐼 ′′( 𝑥, 𝑦 ) = 
2 
𝑁 

√ √ √ √ 

[ 

𝑁 ∑
𝑘 =1 

𝐼 𝑘 ( 𝑥, 𝑦 ) cos δ𝑘 

] 2 

+ 

[ 

𝑁 ∑
𝑘 =1 

𝐼 𝑘 ( 𝑥, 𝑦 ) sin δ𝑘 

] 2 

(5) 

here 

δ𝑘 = 
2 𝑘 π

(6) 

𝑁 
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Fig. 2. Recursive phase alignment method to alleviate the impact of the phase errors caused by camera defocus. Compute the global warps consecutively in the 

focal stack, i.e., compute 𝑾 𝒏 which aligns the phase map of the focus setting 𝒇 𝒏 to 𝒇 𝒏 +1 (or 𝑊 
′
𝑛 +1 for 𝒇 𝒏 +2 to 𝒇 𝒏 +1 , etc.), and then adopt the computed global warps 

recursively to transform each focus setting to the template. For example, we use global warp 𝑊 𝑛 𝑊 𝑛 −1 to align 𝑓 𝑛 −1 with 𝑓 𝑛 +1 . 
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Fig. 3. Camera defocus effect on fringe images. (a) One of the high-frequency 

fringe images under camera defocus. (b) Recovered wrapped high-frequency 

phase map. (c) One of the lower-frequency fringe images under camera defocus. 

(d) Recovered wrapped lower-frequency phase map. 
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Then the fringe contrast can be defined as the normalized fringe mod-

lation with the DC component, 

𝛾( 𝑥, 𝑦 ) = 
𝐼 ′′( 𝑥,𝑦 ) 
𝐼 ′( 𝑥,𝑦 ) (7) 

Since the fringe contrast varies with the blurring effect, it can be

sed as a focus measure [26] . We will describe the way of using this

ocus measure in Section 2.3 . 

.2. Phase map alignment 

Our phase map alignment algorithm utilizes the phase maps along

he horizontal and the vertical directions obtained by the phase-shifting

lgorithm introduced in Section 2.1 . With the recovered phase maps,

t is a natural idea that we align two phase maps by remapping each

ixel. However, this method assumes that the phase difference is only

roduced by the magnification change. But this assumption is not always

alid unless we address two critical alignment problems associated with

he camera defocus that introduces phase error or completely fails to

ecover phase. 

Different levels of camera defocus introduce varying errors to the

ecovered phase. Due to camera defocus, each camera pixel receives

ight coming from several neighboring projector pixels. If the object sur-

ace reflection varies locally or/and the surface geometric shape changes

uickly, the defocus blur brings error to the phase [29–31] . To alleviate

he impact of the phase errors caused by camera defocus, we propose to

ompute the affine warps consecutively in the focal stack, i.e., align fo-

us setting 𝑓 𝑛 to 𝑓 𝑛 +1 (or 𝑓 𝑛 −1 ) and adopt the computed affine warps 𝑊 𝑛 

or 𝑊 
′
𝑛 
) recursively to transform each phase map to the template. The

athematical definition of the affine warp is given in Section 2.2.2 . This

rocess is visualized in Fig. 2 . Since the defocus levels of the consecutive

ocus settings do not change much, this method can greatly reduce the

mpact of the phase error caused by camera defocus. 

The second problem is that if the camera is defocused so much that

ll fringes are washed out, it is impossible to recover phase from fringe

atterns. From the Fourier optics, the defocus effect is considered as a

ow-pass filter (typically a Gaussian filter). The signal of the projected

ringes may be filtered out if the filter size is too large, and this problem

s more problematic for high-frequency fringes. Fig. 3 (a) shows one of

he fringe images of an angled flat plane. This image clearly shows that

he fringes at the top and bottom regions nearly disappear due to the

efocus effect. Fig. 3 (b) shows the phase map computed from such high-

requency fringe images. The phase lines are obviously curved, which

hould not happen since the object is flat. To solve this problem, we

ompute the global warps using the phase map with a lower frequency.
3 
rom the fringe image and the corresponding wrapped phase map shown

n Fig. 3 (c) and (d), we can clearly see that the lower-frequency phase is

ecovered well even at the region the camera is significantly defocused.

After addressing the problems associated with camera defocus, the

hase maps between consecutive focus settings can be aligned by a pixel

emapping process. Given two focus settings 𝑓 𝑛 and 𝑓 𝑛 +1 , without loss

f generality, we assume 𝑓 𝑛 +1 as the template here, the alignment can

e mathematically described as a pixel remapping process that seeks to

nd, 

 𝑛 +1 , 𝑌 𝑛 +1 = 𝑎𝑟𝑔 𝑚𝑖𝑛 
𝑋 𝑛 +1 ,𝑌 𝑛 +1 

{ |||𝜑 

𝑓 𝑛 
ℎ 
( 𝑥, 𝑦 ) − 𝜑 

𝑓 𝑛 +1 
ℎ 

(
𝑋 𝑛 +1 , 𝑌 𝑛 +1 

)|||
+ 

|||𝜑 

𝑓 𝑛 
𝑣 ( 𝑥, 𝑦 ) − 𝜑 

𝑓 𝑛 +1 
𝑣 

(
𝑋 𝑛 +1 , 𝑌 𝑛 +1 

)|||} 

, ∀( 𝑥, 𝑦 ) (8) 

here ( 𝑥, 𝑦 ) are original coordinates, 𝜑 

𝑓 𝑛 
ℎ 
( 𝑥, 𝑦 ) and 𝜑 

𝑓 𝑛 
𝑣 ( 𝑥, 𝑦 ) are horizon-

al and vertical unwrapped lower-frequency phase maps under 𝑓 𝑛 , and

 

𝑓 𝑛 +1 
ℎ 

( 𝑥, 𝑦 ) and 𝜑 

𝑓 𝑛 +1 
𝑣 ( 𝑥, 𝑦 ) are horizontal and vertical unwrapped lower-

requency phase maps under 𝑓 𝑛 +1 , and ( 𝑋 𝑛 +1 , 𝑌 𝑛 +1 ) are the remapping
arget for ( 𝑥, 𝑦 ) that aligns 𝑓 𝑛 to 𝑓 𝑛 +1 . 
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Fig. 4. Proposed sub-pixel correspondence method. (a) Pixel-wise search: for a pixel 𝑝 in the lower-frequency unwrapped phase map of 𝑓 𝑛 , we search a window 

in lower-frequency unwrapped phase map of 𝑓 𝑛 +1 centered at pixel 𝑞 which has the same coordinates with 𝑝. With the horizontal and vertical phase maps, we can 

uniquely determine a pixel that matches 𝑝 best. (b) Sub-pixel relocation: fit planes for both 𝑝 and the searched pixel from (a) using both horizontal and vertical phase 

maps, then recompute the phases of 𝑝 . Finally, substitute the recomputed phase into the fitted planes around the searched pixel and we can get the sub-pixel location 

with the minimum phase difference with 𝑝 . 
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.2.1. Sub-pixel correspondence 

We propose to find the remapping pixel coordinates ( 𝑋 𝑛 +1 , 𝑌 𝑛 +1 ) for
ixel 𝑝 ( 𝑥, 𝑦 ) by phase comparison and plane-fitting. Specifically, 

(1) search a local window at 𝑓 𝑛 +1 centered at pixel 𝑞, which has the

same coordinates ( 𝑥, 𝑦 ) , to find a pixel with a minimum phase dif-

ference, which can be visualized as Fig. 4 (a). The pixel with the

minimum phase difference can be found by a pixel-by-pixel com-

parison with all pixels in the local window. The phase difference

can be computed by, 

Δ𝜑 = 

|||𝜑 

𝑓 𝑛 
ℎ 
( 𝑥, 𝑦 ) − 𝜑 

𝑓 𝑛 +1 
ℎ 

(
𝑥 ′, 𝑦 ′

)||| + 

|||𝜑 

𝑓 𝑛 
𝑣 ( 𝑥, 𝑦 ) − 𝜑 

𝑓 𝑛 +1 
𝑣 

(
𝑥 ′, 𝑦 ′

)|||, ||𝑥 ′ − 𝑥 || ≤ 

𝑟 𝑚 

2 
, ||𝑦 ′ − 𝑦 || ≤ 

𝑟 𝑚 

2 
(9) 

here ( 𝑥 ′, 𝑦 ′) represents the coordinates of the pixel inside the local
indow at 𝑓 𝑛 +1 , 𝑎𝑛𝑑 𝑟 𝑚 represents the size of the local window, which

an be set as a constant. 

(2) for the pixel 𝑝 ( 𝑥, 𝑦 ) , fit two plane functions within a small pixel
window around 𝑝 ( 𝑥, 𝑦 ) , one uses the horizontal phase map and
the other uses vertical phase map, 

𝜑 

𝑓 𝑛 
ℎ 
( 𝑢, 𝑣 ) = 𝑎 

𝑓 𝑛 
0 + 𝑏 

𝑓 𝑛 
0 𝑢 + 𝑐 

𝑓 𝑛 
0 𝑣 (10) 

𝜑 

𝑓 𝑛 
𝑣 ( 𝑢, 𝑣 ) = 𝑎 

𝑓 𝑛 
1 + 𝑏 

𝑓 𝑛 
1 𝑢 + 𝑐 

𝑓 𝑛 
1 𝑣 (11) 

here ( 𝑢, 𝑣 ) are coordinates of the neighboring pixels used for plane
ttings; 𝑎 

𝑓 𝑛 
0 , 𝑏 

𝑓 𝑛 
0 , 𝑐 

𝑓 𝑛 
0 and 𝑎 

𝑓 𝑛 
1 , 𝑏 

𝑓 𝑛 
1 , 𝑐 

𝑓 𝑛 
1 are the coefficients solved by a
4 
east-squares method. The window size 𝑤 needs to be adjusted according

o the noise level. We then recompute the phase of pixel 𝑝 ( 𝑥, 𝑦 ) using the
tted plane equation, denoting as 𝜑̃ 

𝑓 𝑛 
ℎ 
( 𝑥, 𝑦 ) and 𝜑̃ 

𝑓 𝑛 
𝑣 ( 𝑥, 𝑦 ) . 

(3) fit planes using the same method as step (2) for the matched pixel

( 𝑥 ′, 𝑦 ′) at 𝑓 𝑛 +1 to obtain coefficients 𝑎 
𝑓 𝑛 +1 
0 to 𝑐 

𝑓 𝑛 +1 
1 . Within the fit-

ted planes, we relocate the sub-pixel correspondence using the

recomputed phase values in step (2), 

𝑥 ′′ = 

𝑐 
𝑓 𝑛 +1 
1 

[
𝜑̃ 

𝑓 𝑛 
ℎ 
( 𝑥, 𝑦 ) − 𝑎 

𝑓 𝑛 +1 
0 

]
− 𝑐 

𝑓 𝑛 +1 
0 

[
𝜑̃ 

𝑓 𝑛 
𝑣 ( 𝑥, 𝑦 ) − 𝑎 

𝑓 𝑛 +1 
1 

]
𝑐 
𝑓 𝑛 +1 
1 𝑏 

𝑓 𝑛 +1 
0 − 𝑐 

𝑓 𝑛 +1 
0 𝑏 

𝑓 𝑛 +1 
1 

(12) 

𝑦 ′′ = 

𝑏 
𝑓 𝑛 +1 
1 

[
𝜑̃ 

𝑓 𝑛 
ℎ 
( 𝑥, 𝑦 ) − 𝑎 

𝑓 𝑛 +1 
0 

]
− 𝑏 

𝑓 𝑛 +1 
0 

[
𝜑̃ 

𝑓 𝑛 
𝑣 ( 𝑥, 𝑦 ) − 𝑎 

𝑓 𝑛 +1 
1 

]
𝑏 
𝑓 𝑛 +1 
1 𝑐 

𝑓 𝑛 +1 
0 − 𝑏 

𝑓 𝑛 +1 
0 𝑐 

𝑓 𝑛 +1 
1 

(13) 

The step (2) and step (3) can be visualized as Fig. 4 (b). 

.2.2. Affine warp estimation 

The whole phase map can be aligned by running the same sub-pixel

orrespondence for every pixel. However, the computation complexity

ill be very high since 4 plane fittings are needed for each pixel. To

implify the algorithm, we model the pixel remapping function as an

ffine warp [32] . Here we ignored potential non-linear deformations

aused by inconsistent lens distortions since our experimental results

emonstrated the inconsistent lens distortion is very small. Specifically,

e down-sample the phase map at 𝑓 𝑛 and only compute the sub-pixel

orrespondences for the sampled pixels of 𝑓 𝑛 . We also masked out in-

alid pixels using the lower-frequency fringe contrast. Based on these
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ub-pixel correspondences, we estimate an affine warp that can be math-

matically described as [32] , 

 

 

 

 

𝑢 ′

𝑣 ′

1 

⎤ ⎥ ⎥ ⎦ = 

⎡ ⎢ ⎢ ⎣ 
𝑝 1 𝑝 2 𝑝 3 
𝑝 4 𝑝 5 𝑝 6 
0 0 1 

⎤ ⎥ ⎥ ⎦ 
⎡ ⎢ ⎢ ⎣ 
𝑢 

𝑣 

1 

⎤ ⎥ ⎥ ⎦ (14)

here vector [ 𝑢 ′, 𝑣 ′, 1 ] 𝑇 represents the homogeneous pixel coordinates
fter the transformation; the 𝑝 1 through 𝑝 6 are parameters of the affine

ransformation; vector [ 𝑢, 𝑣, 1 ] 𝑇 denotes the original homogeneous pixel
oordinates; and superscript T is matrix transpose operator. These pa-

ameters can be solved by the least-squares method. However, the sub-

ixel correspondence could still contain incorrect mappings, especially

round sharp discontinuities. To address this, we employ the RANSAC

lgorithm [33] in this least-squares to get the best estimation. With the

ffine warp, the remapping can be computed by, 

𝑋 𝑛 +1 , 𝑌 𝑛 +1 , 1 
]𝑇 = 𝑊 𝑛 [ 𝑥, 𝑦, 1 ] 𝑇 (15) 

Where 

 𝑛 = 

⎡ ⎢ ⎢ ⎣ 
𝑝 1 𝑝 2 𝑝 3 
𝑝 4 𝑝 5 𝑝 6 
0 0 1 

⎤ ⎥ ⎥ ⎦ (16) 

As shown in Fig. 2 , we mathematically describe the recursive align-

ent procedure from 𝑓 𝑛 − 𝑚 to 𝑓 𝑛 +1 as 

𝑋 𝑛 +1 , 𝑌 𝑛 +1 , 1 
]𝑇 = 𝑊 𝑛 𝑊 𝑛 −1 ⋯ 𝑊 𝑛 − 𝑚 [ 𝑥, 𝑦, 1 ] 𝑇 (17) 

.2.3. Aligned phase map generation 

After getting the affine warp in Eq. (17) for each focus setting, we can

pply the obtained affine warps to the high-frequency phase map under

he corresponding focus setting to generate a new phase map which will

e aligned with the template. For each pixel, we use the bilinear inter-

olation algorithm to compute the phase value of the sub-pixel location

ndicated by its affine warp in the template high-frequency phase map

nd assign the phase value to the pixel. After running the same proce-

ure for all focus settings, we can get aligned high-frequency phase maps

nder all focus settings that will finally be used to create the all-in-focus

igh-frequency phase map. 

.3. Phase map stitching 

The first step in phase map stitching is to measure the focus level for

ach pixel under different focus settings. Since the projector focus does

ot change, we can use the pixel-wise fringe contrast 𝛾( 𝑥, 𝑦 ) computed
y Eq. (7) as the focus measure. Since this method does not use image

radient, it also works well for texture-less scenes, which are always

hallenging to existing texture-based sharpness measure operators [34] .

o further improve the sensitivity of this focus measure, we use the high-

requency fringe contrast as the focus measure. The fringe contrast maps

lso need to be aligned. For each focus setting, we use the same global

arps with the phase map alignment discussed in Section 2.2.2 and the

ame procedure discussed in Section 2.2.3 to generate an aligned high-

requency fringe contrast map. 

With the focus measure, we can directly select pixels with the largest

ocus measure value. However, such a method could introduce issues

ince the pixel-wise fringe contrast computation inevitably contains

oises and errors, especially in dark regions. Instead, we adopt the

ethod proposed by Suwajanakorn et al. [35] . to formulate the stitch-

ng problem as maximum a posteriori (MAP) estimation in a multi-label

arkov Random Fields (MRF) on a regular 4-connected grid using the

ringe contrast map instead of the image intensity. This MAP estimation

an be further derived to an energy minimization problem [36] . Given

as the set of pixels,  as the neighborhood pixels defined by the 4-

onnected grid, and  as the focal stack size, we seek to minimize the

nergy function: 

 ( 𝑙 ) = 

∑
𝑖 ∈ 

𝐸 𝑖 

(
𝑙 𝑖 
)
+ 𝜆

∑
( 𝑖,𝑗 ) ∈ 

𝐸 𝑖,𝑗 

(
𝑙 𝑖 , 𝑙 𝑗 

)
(18) 
5 
here 𝑙 𝑖 , 𝑙 𝑗 ∈ [ 0 ,  − 1 ] are integer numbers representing the labels for
ixel 𝑖 (i.e., ( 𝑥 𝑖 , 𝑦 𝑖 )) and 𝑗 (i.e., ( 𝑥 𝑗 , 𝑦 𝑗 ) ). The labels here mean the focus
etting indices from which each pixel should be extracted. 𝑙( 𝑥, 𝑦 ) is the
utput denoting the index map that minimizes the energy function. Here

e simplify 𝑙( 𝑥 𝑖 , 𝑦 𝑖 ) as 𝑙 𝑖 to represent the label for pixel 𝑖 whose coordi-
ates are ( 𝑥 𝑖 , 𝑦 𝑖 ) . λ is a weighting constant balancing the contribution of
he two parts. The larger λ yields a smoother final index map with more
ltering effect. 

Eq. (18) contains two parts. The first part is a term that can be con-

idered as the maximum likelihood estimation that only considers the

ocus measure. We mathematically model this part on the fringe contrast

nder each focus setting γ𝑛 ( 𝑖 ) where 𝑛 ∈ [ 0 ,  − 1 ] as, 

 𝑖 

(
𝑙 𝑖 
)
= exp 

(
−γ𝑙 𝑖 

( 𝑖 ) 
)

(19) 

The second part considers the prior constraint to make the labels of

eighboring pixels smooth. Here, we use the total variation (TV) oper-

tor to form this part, 

 𝑖,𝑗 

(
𝑙 𝑖 , 𝑙 𝑗 

)
= 

|||𝑙 𝑖 − 𝑙 𝑗 
||| (20) 

The energy function in this formulation is large-dimensional and

on-convex. We employed the 𝛼-expansion algorithm based on the

raph cuts method [36–38] to find the solution. 

With the index map 𝑙( 𝑥, 𝑦 ) , we compute a weighted-average phase
or each pixel ( 𝑥, 𝑦 ) . We count the number of different indices within
 small window centered at ( 𝑥, 𝑦 ) in the index map, then compute the
eighted average using the phase values of the pixel with the same co-

rdinates ( 𝑥, 𝑦 ) under the focus settings specified by the counted indices.
he weight is set as the ratio of the counts. This alternative approach

an be mathematically described as: 

̂ ( 𝑥, 𝑦 ) = 

∑
𝑙∈ ( 𝑥,𝑦 ) 𝑛 𝑙 Φ𝑙 ( 𝑥, 𝑦 ) 

𝑛  
(21) 

here 𝑙 represents an index inside a small window  ( 𝑥, 𝑦 ) centered at
ixel ( 𝑥, 𝑦 ) in the index map, 𝑛 𝑙 represents the counts of index 𝑙, Φ𝑙 ( 𝑥, 𝑦 )
epresents the aligned high-frequency phase of pixel ( 𝑥, 𝑦 ) under the fo-
us setting 𝑙, and 𝑛  represents the total pixel number of the window

 ( 𝑥, 𝑦 ) . 

.4. 3D reconstruction 

Once the all-in-focus phase map is created, we can reconstruct the

D shape if the system is calibrated. In this research, we employed the

alibration method discussed in Ref. [17] to calibrate our system. When

alibrating the system, the focal length of the camera needs to be set to

he same value as the template in the phase alignment algorithm. Since

in-hole lenses are used for both the camera and the projector, 3D shape

an be reconstructed using the standard phase-to-coordinate conversion

lgorithm [39] . 

. Experimental results 

We built a prototype system, as shown in Fig. 5 , to evaluate the

erformance of our proposed method. In this system, a complementary

etal-oxide-semiconductor (CMOS) camera (model: PointGrey GS3-U3–

3S6M) was attached with a lens system consisting of a 35 mm fixed

perture ( 𝒇 ∕ 1.6) lens (model: Edmund Optics #85–362), an equiva-
ent 20 mm extension tube, a circular polarizer (model: Edmund Optics

P42HE), and an ETL (model: Optotune EL-16–40-TC). Note that the

ens was mounted reversely to increase image distance. A digital-light-

rocessing (DLP) projector (model: Shanghai Yiyi D4500) was equipped

ith a lens system composed of a 35 mm lens (model: Fujinon HF35HA-

B), a circular polarizer (model: Edmund Optics CP42HE) and an ETL

model: Optotune EL-16–40-TC). Each ETL in this system was tuned by a

ens driver controller (model: Optotune Lens Driver 4i) within the range

f − 2 to + 3 dpt. A beam splitter (model: Thorlabs BP145B1) was used to
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Fig. 5. A photograph of our prototype system. 
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p

djust the projector light path [17] . The camera and the projector were

ynchronized by a microprocessor (model: Arduino Uno). 

For all the experiments, the camera resolution was set as 1536 ×
140 pixels and the projector resolution was 912 × 1140 pixels. We used
1 different focal lengths to form the focal stack by changing the camera

TL driving current from − 143.00 mA to − 113.00 mA with a 3.00 mA

ncremental step. Hence, the focal stack will include 11 focal lengths

i.e.,  = 11 ). Without loss of generality, we set the focal length 𝒇 1 pro-
uced by the − 140.00 mA ETL current as the template in the alignment

rocess. The projector ETL was held at 20.74 mA during the whole pro-

ess. We set the aperture of the projector lens as 𝒇 ∕5 . 6 and the camera
xposure time as 9.9 ms. We captured three-frequency fringe images for

ach focal length with 9, 3, and 3 steps along the vertical direction and

wo-frequency fringe images with 3 and 3 steps along the horizontal di-

ection. For the vertical direction, we set the fringe periods as 18, 144,

nd 912 pixels for the three frequencies. For the horizontal direction,

e set the fringe periods as 216 and 1140 pixels. We used the middle-

requency phase maps computed by the fringe images with the period

f 144 pixels along the vertical direction and 216 pixels along the hor-

zontal direction to compute global warps in the phase map alignment

lgorithm. 

For the phase map alignment, we set the middle-frequency fringe

ontrast threshold as 0.40 (i.e., 𝝉𝒎 𝒇 = 0 . 40 ), the pixel-wise search win-
ow size as 11 × 11 pixels (i.e., 𝒓 𝒎 = 11 ), the plane fitting window as

1 × 11 pixels (i.e., 𝒘 = 11 ) and the reprojection error in the RANSAC
lgorithm as 0.3 pixels. We applied a Gaussian filter (size: 21 × 21 pixels,
tandard deviation: 𝝈 = 7 pixels) to the middle-frequency phase maps
ig. 6. Examples of our captured fringe images. (a) One of the 9-step high-frequency

requency vertical fringe images with a period of 144 pixels. (c) One of the 3-step lo

-steps middle-frequency horizontal fringe images with a period of 216 pixels. (e) O

ixels. 

6 
t each focal length before the alignment to reduce the random noise.

or the phase map stitching, we set the weighting constant in the en-

rgy minimization as 0.25 (i.e., 𝝀 = 0 . 25 ), and the size of the window
o compute the weighted-average phase (i.e.,  ) as 21 × 21 pixels. 
We first verified the performance of our proposed method by mea-

uring a white plane. The white plane was tilted to the camera imaging

lane, creating a depth of approximately 2 mm, which is approximately

0 × the DOF of our system. Fig. 6 (a) - (e) show examples of captured

ringe images with different frequencies. Using the fringe images shown

n Fig. 6 (b) and Fig. 6 (d), we can compute middle-frequency wrapped

hase maps and the wrapped phase maps can be unwrapped by the

hase maps computed by fringe images shown in Fig. 6 (c) and Fig. 6 (e).

e then used the computed middle-frequency unwrapped phase map to

un our proposed phase alignment algorithm discussed in Section 2.2 .

ig. 7 (a) shows the difference map between the middle-frequency phase

ap computed from the middle-frequency vertical fringe images as

hown in Fig. 6 (b) captured at the focus setting 𝒇 1 (i.e., ETL cur-

ent = − 140.00 mA) and 𝒇 2 (i.e., ETL current = − 137.00 mA) before

lignment. The phase difference map clearly shows that they had differ-

nt magnifications. We then applied our proposed phase map alignment

ethod to compute an affine warp for each focus setting and then gener-

ted aligned phase maps. We computed the difference map again using

he aligned phase maps under the same focus settings (i.e., 𝒇 1 and 𝒇 2 )

s shown in Fig. 7 (b). The difference was greatly reduced, demonstrat-

ng that the phase maps were well aligned. Fig. 7 (d) shows the differ-

nce distribution after phase map alignment that is close to the normal

istribution, and the root-mean-square (RMS) value is 0.0047 rads. In

omparison, without applying our proposed method, Fig. 7 (c) shows

he difference distribution that is not normal with a large RMS value of

.0286 rads. 

We then applied the same global warps to high-frequency phase

aps and fringe contrast maps to align them. We used the aligned fringe

ontrast maps to generate the index map using the energy minimiza-

ion algorithm discussed in Section 2.3 . Fig. 8 (a) shows the generated

ndex map. Based on the index map, we stitched the high-frequency

hase maps using our proposed weighted-average method to create an

ll-in-focus high-frequency phase map as shown in Fig. 8 (b). With the

ll-in-focus high-frequency phase map, we reconstructed the 3D shape

f the white plane, as shown in Fig. 8 (c). This result demonstrated that

he plane was reconstructed properly within the depth range of approx-

mately 2 mm. We also evaluated the random noise by analyzing one

ross section of the reconstructed 3D shape (the 800th column). Fig. 8 (d)

hows the cross section. We then removed the gross profile of the cross

ection to show the random noise. Fig. 8 (e) shows the random noise of

he 3D profile. The RMS value is approximately 1.2 𝜇m, demonstrating

hat our proposed method can achieve a high depth resolution within

he measurement range of approximately 2 mm. 

We also evaluated our weighted-average method discussed in

ection 2.3 . The 3D shape shown in Fig. 9 (a), and its zoom-in view of a

egion, where the focus setting will change, shown in Fig. 9 (b) demon-

trated that the reconstructed surface was smooth. It can be further ver-

fied by the cross section after detrending the depth along the 150th

olumn, which is the center column of Fig. 9 (b), as shown in Fig. 9 (c).
 vertical fringe images with a period of 18 pixels. (b) One of the 3-step middle- 

w-frequency vertical fringe images with a period of 912 pixels. (d) One of the 

ne of the 3-step low-frequency horizontal fringe images with a period of 1140 
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Fig. 7. Experimental results of phase map alignment for 

a white plane. (a) Phase difference between the middle- 

frequency unwrapped phase map using the vertical fringe im- 

ages captured at the focus setting 𝑓 1 (i.e., ETL = − 140.00 mA) 
and 𝑓 2 (i.e., ETL = − 137.00 mA) before phase alignment. (b) 
Phase difference between the middle-frequency unwrapped 

phase map using the vertical fringe images captured at the fo- 

cus settings as (a) after phase alignment. (c) Phase difference 

distribution of (a) (RMS = 0.0286 rads). (d) Phase difference 
distribution of (b) (RMS = 0.0047 rads). 

Fig. 8. Experimental results for a white plane measurement. (a) Generated index map for phase map stitching. (b) Stitched all-in-focus high-frequency phase map. 

(c) Reconstructed 3D shape. (d) A cross section of the reconstructed 3D shape along the 800th column. (e) Random noise after removing the gross profile of (d). 

Fig. 9. Experimental evaluation of our proposed stitching method. (a) Reconstructed 3D shape using our proposed method. (b) A zoom-in view of (a). (c) A cross 

section after detrending the depth along the 150th column which is the center column of (b). 
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he detrended cross section shows that the surface roughness was less

han 5 𝜇m. Considering the random noise band shown in Fig. 8 (e), the

oughness was small, demonstrating that the reconstructed surface was

mooth. 

We further evaluated our proposed method by measuring a scene

ith complex geometry. Fig. 10 (a) shows a photograph of the sample

i.e., the white flower) and a dime. We ran the whole process of our pro-

osed method to measure the sample. Fig. 10 (b) shows one of the cap-
7 
ured high-frequency fringe images in the focal stack. Fig. 10 (c) shows

he generated index map and Fig. 10 (d) shows the all-in-focus high-

requency phase map. The reconstructed 3D shape shown in Fig. 10 (e)

nd a cross section along 550th row shown in Fig. 10 (h) demonstrate

hat the shape of the sample was properly reconstructed. In comparison,

ome parts of the shape cannot be correctly reconstructed using only one

ingle focal length as shown in Fig. 10 (f) and (g). Here we masked out

he invalid pixels whose high-frequency fringe contrast was less than
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Fig. 10. Experimental results of measuring a scene with complex geometry. (a) A photograph of the sample put together with a dime. (b) One of the captured 

high-frequency fringe images in the focal stack. (c) Generated index map. (d) Stitched all-in-focus high-frequency phase map. (e) Reconstructed 3D shape using our 

proposed method (i.e., using the all-in-focus high-frequency phase map in (d)). (f) Reconstructed 3D shape using a single focal length (i.e., ETL current = 130.00 mA). 
(g) Reconstructed 3D shape using a single focal length (i.e., ETL current = 124.00 mA). (h) A cross section along the 550th row of (e). (i) A cross section along the 

550th row of (f). (j) A cross section along the 550th row of (g). 

Fig. 11. Experimental results of measuring two samples at different heights. (a) One of the captured high-frequency fringe images at the focus setting 𝑓 3 (i.e., ETL 

current = − 134.00 mA). (b) One of the captured high-frequency fringe images at the focus setting 𝑓 9 (i.e., ETL current = − 119.00 mA). (c) Generated index map 
using our proposed method. (d) Reconstructed 3D shape using the fringe images shown in (a). (e) Reconstructed 3D shape using the fringe images shown in (b). (f) 

Reconstructed 3D shape using our proposed method. 
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.08 (i.e., 𝜸( 𝒙 , 𝒚 ) < 0 . 08 ). The corresponding cross sections shown in
ig. 10 (i) and (j) also demonstrate that some pixels were lost after 3D

econstruction due to the camera defocus. 

We measured a scene with two samples similar to the previous exper-

ment placed at different depths to test the enlarged DOF of our proposed

ethod. Fig. 11 (a) shows one of the captured high-frequency fringe im-

ges at 𝒇 3 when the ETL current was set as − 134.00 mA. Similarly,
8 
ig. 11 (b) shows the image with the same pattern captured at 𝒇 9 when

he ETL current was − 119.00 mA. The reconstructed 3D shapes at these

wo focus settings are shown in Fig. 11 (d) and (e), respectively. These

esults show that the system DOF was not enough to simultaneously

easure these two objects. We then applied our proposed method to

easure this scene. Fig. 11 (c) shows the generated index map. The final

econstructed result is shown in Fig. 11 (f), clearly showing that the two
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Fig. 12. 3D Reconstruction of the white flat plane measurement using the intensity-based ICIA algorithm. (a) Reconstructed 3D shape. (b) A zoom-in view of (a). 

(c) A Y-Z profile of one column of (b) after removing gross slope. 

Fig. 13. Plane shape error analysis of using ICIA algorithm for the focal stack alignment and our proposed method. (a) Plane measurement error map from the 

reconstructed result from the ICIA algorithm. (b) Plane measurement error map from the reconstructed result from our proposed method. (c) The error distribution 

of (a). (d) The error distribution of (b). 
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amples were properly recovered. This experiment demonstrated that

ur proposed method worked well for the complex scene with a large

OF. 

. Discussion 

In this paper, we proposed an accurate image alignment method

sing the phase of projected fringe patterns with optimized fringe fre-

uency and an accurate image stitching method. Since lower-frequency

ringe patterns are a less impact by more camera defocus, we used the

hase maps from lower-frequency fringe patterns for image alignment.

omparing with image intensity, the phase is less sensitive to surface

exture or the camera focus level. Our proposed phase-based image

lignment method could achieve higher alignment accuracy than using

he image intensity-based method. We aligned the same images of the

hite flat plane measurement shown in Fig. 9 using one of the most pop-

lar intensity-based image alignment method, the inverse compositional

mage alignment (ICIA) algorithm [40] , then stitched the aligned images

ogether using the same stitching algorithm. Fig. 12 (a) shows the over-

ll 3D reconstruction, Fig. 12 (b) shows the zoom-in view and Fig. 12 (c)

hows the Y-Z profile of one column after removing its gross slope.

learly, the surface is not smooth, demonstrating the white flat plane

as not properly reconstructed if the intensity-based image alignment
9 
lgorithm is used. This experiment demonstrated that the intensity-

ased image alignment method could fail without rich textures, whereas

ur proposed phase-based method still works well. 

We also analyzed the overall shape error to further demonstrate

he advantage of our proposed phase-based method comparing to the

ntensity-based method. The shape error is computed by the depth dif-

erence between the point cloud and its fitted ideal plane. The re-

ults shown in Fig. 13 (a) clearly demonstrate that the reconstruction

f using the ICIA algorithm contains large shape errors, as expected.

ig. 13 (c) shows the error distribution with the RMS value of approx-

mately 34.8 𝜇m. In comparison, Fig. 13 (b) shows the error map from

ur reconstructed result and Fig. 13 (d) shows the error distribution that

s close to be normal with the RMS value of approximately 5.6 𝜇m,

emonstrating that our proposed method achieved better performance.

We further proposed a high-accuracy phase image stitching method

y developing optimization algorithms using both the fringe contrast

nd phase information. We propose to measure the focus level using

he aligned high-frequency fringe contrast because it is more sensitive

o camera defocus than the lower-frequency fringe contrast. Compared

ith focus measure operators based on image gradients, the fringe con-

rast is more robust to texture and camera defocus. To reduce the impact

f large fringe contrast noise near the sharp discontinuities and/or dark

egions, we combined the aligned high-frequency fringe contrast with
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n energy minimization algorithm to obtain an optimized index map.

e computed the weighted-average phase based on the optimized in-

ex map for each pixel to create the all-in-focus accurate phase map.

inally, we reconstructed 3D image of the scene from the all-in-focus

hase map. 

Our proposed method successfully enlarged the DOF of our 3D imag-

ng system by approximately 10 times, which is limited of the projector’s

OF. Therefore, future works can focus on simultaneously enlarging the

rojector DOF to further increase the system DOF. 

. Conclusion 

We proposed a novel focus stacking method that can effectively en-

arge the DOF of microscopic structured-light 3D imaging while pre-

erving high depth resolution. We experimentally verified that our pro-

osed method achieved a DOF of approximately 2 mm, which is approx-

mately 10 × the camera DOF. The system has a FOV of approximately

 mm × 3 mm with a pixel size at the object space of approximately

.6 𝜇m. 
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