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Abstract

We study the insulated conductivity problem with inclusions embedded in a bounded
domain in R”. The gradient of solutions may blow up as &, the distance between
inclusions, approaches to 0. An upper bound for the blow up rate was proved to be of
order £ ~1/2. The upper bound was known to be sharp in dimension n = 2. However,
whether this upper bound is sharp in dimension n > 3 has remained open. In this
paper, we improve the upper bound in dimension n > 3 to be of order e~ 1/2+#  for
some 3 > 0.

1 Introduction and main result

Let Q be a bounded domain in R” with C? boundary, and let D7 and Dj be two open
sets whose closure belongs to €2, touching only at the origin with the inner normal
vector of d D} pointing in the positive x,,-direction. Translating D} and D3 by § along
Xp-axis, we obtain

D] = DT—i—(O’, %), and Dj = D;‘—(O’, %)

When there is no confusion, we drop the superscripts & and denote Dy := D and
D := Dj5. Denote Q := Q\(D; U D»), we consider the following elliptic equation
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with Dirichlet boundary data:

{mVO%QDVuA)z()inQ, W

ur = @(x) on 02,
where ¢ € C2(8 ) is given, and

k€ (0,00) inD;U D,
W)=, in &

The equation above can be considered as a simple model for electric conduction,
where a refers to conductivities, which can be assumed to be 1 in the matrix after
normalization, and the solution uj gives the voltage potential. From an engineering
point of view, it is very important to estimate Vuy, which represents the electric fields,
in the narrow region between the inclusions. This problem is analogous to a linear
system of elasticity studied by BabuSka, Andersson, Smith and Levin [5], where they
analyzed numerically that, when the ellitpicity constants are bounded away from 0 and
infinity, gradient of solutions remain bounded independent of ¢, the distance between
inclusions. Bonnetier and Vogelius [12] proved that for a fixed k, |Vuy| is bounded
when ¢ = 0, for circular inclusions D; and D, in dimension n = 2. This result
was extended by Li and Vogelius [28] to general second order elliptic equation of
divergence form with piecewise Holder coefficients and general shape of inclusions
Di and D5 in any dimension. Furthermore, they established a stronger C+% control of
uy, which is independent of ¢, in each region. Li and Nirenberg [27] further extended
this C1¢ result to general second order elliptic systems of divergence form.

When k equals to oo (perfect conductor) or O (insulator), it was shown in [13, 22,
32] that the gradient of solutions generally becomes unbounded, as ¢ — 0. When k
goes to 0o, uy converges to the solution of the following perfect conductivity problem:

Au=0 in Q,
u = C; (Constants) onoD;, i =1, 2,
u _ 19 (1.2)
aD; v t=1s
u= @) on 0€2.

When k goes to 0, uy converges to the solution of the following insulated conductivity
problem:

~Au=0 inQ,

9

M _0 onoDp;, i=1.2, (1.3)
v
u=¢ onoa.

See, e.g., Appendix of [6, 7] for derivations of the above equations. Here v denotes
the inward unit normal vectors on dD;, i = 1, 2.
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Ammari et al. proved in [3, 4], among other things, the following. Let D} and D} be
unit balls in R2, and let H be a harmonic function in R2. They considered the perfect
and insulated conductivity problems in R?:

Au=0 in R?\(D; U Dy),
u = C; (Constants) ondD;, i =1,2,
P .
aD; a_Llf =0 i=1,2,

u(x) — H(x) = O(|x|™") as|x| — oo,
and

Au=0 in R2\(D; U D),
g—‘l'j:o ondD;, i=1,2,
u(x) —Hx) = 0(x|™" as|x| — oo.

In both cases, they proved that for some C independent of ¢,

| Vullpo(p,) < Ce™ V2

They also showed that the upper bounds are optimal in the sense that for appropriate
H,

IVl Loy = €12/ C.

Yun extended in [34, 35] the results allowing D} and D to be any bounded strictly
convex smooth domains.

The above gradient estimates were localized and extended to higher dimensions by
Bao, Li and Yin in [6, 7]. For the perfect conductor case, they considered problem
(1.2) and proved in [6] that

IVull @ < Ce™lollc2pa) when n = 2,
IVull @ < Clelne| " gllc2pq whenn =3,
”Vu”Loo(ﬁ) < C(C)il ”(p”CZ(dQ) when n > 4.

The above bounds were shown to be optimal in the paper. For further works on the
perfect conductivity problem and closely related ones, see e.g. [1, 2, 8-11, 14, 16, 17,
19-21, 23-26, 31] and the references therein.

For the insulated problem (1.3), it was proved in [7] that

IVull jo@y < Ce 2 llgllc29q) whenn > 2. (1.4)

The upper bound is optimal for n» = 2 as mentioned earlier, while it was not known
whether it is optimal in dimensions n > 3.
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1778 Y.Y.Li,Z. Yang

Yun [36] considered the following insulated problem in R minus 2 balls: Let H
be a harmonic function in R?, D} = B; (0,0, 1 + §), and D, = B; (0,0, —1 — §),

Au=0 in R*\(D; U D),
g—:’j:o ondD;, i =1,2,
u(x) — H(x) = 0(|x|™2) as |x| —» oo.

He proved that for some positive constant C independent of ¢,

V22
max |Vu(0,0,x3)| < Ce 2
lx3]<e/2

He also showed that this upper bound of |Vu| on the e-segment connecting D and
D> is optimal for H (x) = x1. Although this result does not provide an upper bound of
|Vu| in the complement of the e-segment, it has added support to a long time suspicion
that the upper bound & ~!/2 obtained for dimension n=3 in [7] is not optimal.

In this paper, we focus on the insulated conductivity problem (1.3) in dimension
n > 3, and improve the upper bound (1.4) to the rate e~ V2+B  for some B > 0.
Analogous questions for elliptic system are still open, and we give some discussions
in Sect. 4. We point out that the insulator case for Lamé systems in dimension n = 2
was studied by Lim and Yu [30].

From now on, we assume that 9 D} and 9 D3 are C 2, and they are relatively convex
near the origin. That is, for some positive constants Ry, k, we assume that when
0 < |x’| < Ro, dD7 and 3 Dj are respectively the graphs of two C 2 functions f and
g in terms of x’, and

f(x) > gk, for 0 < |x'| < Ry,

f(0)=g(0)=0, Vuf(0)=Vug©)=0, (L.5)
Vi (f —)(x)) > kl,—1, for 0 < [x'| < Ry, (1.6)

where I,,_1 denotes the (n — 1) x (n — 1) identity matrix. Leta(x) € C* (§~2), for some
a € (0, 1), be a symmetric, positive definite matrix function satisfying

A<akx) <A, forxe S~2,
for some positive constants A, A. Let v = (v, - - - , v,) denote the unit normal vector

on d D1 and d D;, pointing towards the interior of D and D;. We consider the following
insulated conductivity problem:

—8i(a’9;u) =0 inQ,
aijajuvi =0 onad(D; U Dy), (1.7)
u=¢ onos2,

where ¢ € C2(9Q) is given.
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For 0 < r < Ry, we denote
. / S & / & / / /
Qyo.r 1= (x,x,,)eQ| 3 +g(x)<xn<§+f(x), |x" —xpl <rp,
£
Pyi={n = 2+ £, ¥ < Ro).

P o= =5 450, W < Rol. (1.8)

Since the blow-up of gradient can only occur in the narrow region between D and
D,, we will focus on the following problem near the origin:

—3;(@7d;u) =0 in S g,,
B o (1.9)
a’ojuv; =0 onT L UT_,
where v = (v, ---,v,) denotes the unit normal vector on 'y and I'_, pointing

upward and downward respectively.
Here is our main result in the paper.

Theorem 1.1 Let f, g, a, a be as above, and let u € H! (20, Ry) be a solution of (1.9)
in dimension n > 3. There exist positive constants ro, f and C depending only on n,
A A, Ry, K, @, ”a”Ca(QO.RO)’ ||f||c2({|x/‘§R()}) and ||g||C2({|x/\§R()})’ such that

)_lmﬁ (1.10)

Vu(o)l = Cllullzos(q g (2 + 1551

forall xog € Q0,, and ¢ € (0, 1).

Remark 1.2 After submitting this work, Weinkove [33] gave another proof of (1.10)
in dimensions n > 4 with a more explicit 3, for a’/ = §;; and D1, D, being unit balls.
The authors of this paper extended Theorem 1.1 to include flatter insulators in [29].

Letu € H! (?2) be a weak solution of (1.7). By the maximum principle and the
gradient estimates of solutions of elliptic equations,

lull ooy < ll@llLeag). (1.11)
and
IIVullLoo@\QOm) = Cliellc2 -

Therefore, a corollary of Theorem 1.1 is as follows.

Corollary 1.3 Letu € HI(SNZ) be a weak solution of (1.7) in dimension n > 3. There
exist positive constants § and C depending only on n, A, A, Ry, |lallc«, |10D1]lc2 ,
10 D22, 10922, and the principal curvatures of d Dy and d D2, such that

_1
Vil ey < Cllollcrogme ™2 (1.12)
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1780 Y.Y.Li, Z. Yang

Remark 1.4 1If there are more than two inclusions, estimate (1.12) still holds, with &
being the minimal distance between inclusions.

The rest of this paper will be organized as follows. In Sect. 2, we prove a lemma
which is used in the proof of Theorem 1.1. Theorem 1.1 is proved in Sect. 3. In Sect. 4,
we give a gradient estimate to a problem for elliptic systems analogous to problem
(1.9).

2 Aregularity lemma

In this section, we give a regularity lemma for elliptic systems (elliptic equations when
N = 1). Let us first describe the nature of domains and operators. We define S to be
a cylinder

S={(',xp) e R"| x| < 1, |x,] < 1},
and some constants ¢,,, with 0 < m < [, such that
—1=Co<C1 <-~-<C]=1,
and denote the integer m( to be the integer such that
Cmo—1 < 0 < Cppy.-
We divide the domain S into / parts by setting

sz{xeSicm_l <Xy <cCp}, forl<m<I.
Forl <a,B<n,1<i,j<N,let A?f(x) be a function such that

AT lloo(s) < A,

/Azﬁ(x)aa(pi(x)aﬁwj(x) > )»/ IVol?, Ve € Hj(S;RY),

s s

forsome A, A > 0,and foreach1 <m < l,Af;ﬁ(x) e CH(Q,,),forsome 0 < < 1.
We denote (A;?f (x)) by A(x).

Forl<a<n,1<i<N,let

H(x) = {H;} € L™(S),
G(x) = {G}} € CH(Qm),

forallm =1, --- , . Then we have the following interior gradient estimate.
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Lemma 2.1 Let A(x), H(x) and G(x) be as above. There exists a positive constant
C, depending only on n, u, A, A and an upper bound of {|| A ”C#(ﬁ,,,)}l such that

m=1’
ifu € H'(S; RN) is a weak solution to
0a (A (x)3puj) = H; + 8,G¥ in S,

then
”u”LOC(%S) + ”Vu”[‘oo(%s) <C <||u||L2(S) + ||H||L°°(S) + 1?2’;[ ”G”Cu(gm)) .

Remark 2.2 When A(x), H(x) and G(x) are constants on each 2, the estimate was
first proved by Chipot, Kinderlehrer and Vergara-Caffarelli [15, Theorem 2]. See also
[28, Proposition 2.1] and [27, Proposition 1.6].

Remark 2.3 We point out that the constant C in the Lemma is independent of /.

Proof The proof of Lemma 2.1 is a modification of the proof of Proposition 4.1 in
[27]. Even though the constant C in [27, Proposition 4.1] depends on /, the number of
subdomains we divide in the domain S, this dependence only enters in estimating the
quantities ||A — Allyi+a2, |G — G|lyi+a2, and |H — H | ya2 which will be defined
below. We will show that such quantity is independent of / due to the nature of our

domain S, and hence the constant C in Lemma 2.1 is independent of /. O

Fors > 0,1 < p < oo, we define the norm

| 1/p
I fllysp = sup r —* <f |f|P> .
O<r<l rS

We define a piecewise-constant coefficients A associated to A by setting

lim Ax), ifx € Q,,m > mg;
x€Qp,x—> (0 ,crn—1)
A(x) = A0), ifx € Quy;
lim A(x), ifx e Qy,m <mg.

XEQ, x—>(0',cm)

Similarly, we can define piecewise-constant tensor G associated to G. We also define
a constant vector H associated to H by

I-_Izsz.
N
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1782 Y.Y.Li, Z. Yang

Lemma2.4 Let A, A, H, H, G, G be as above. Then there exists a positive constant
C, depending only on n, such that

A—A < C max ||A T\,

l ||Yl+u12 = L<m<l l ”C“(Sm)
lye < —

IG - Gllyiwu2 < C 11;12); 1Glices,,)

|H — Hllyn2 < Cl1H | Loo(s).-

Proof The last inequality follows immediately from the definition of Y*2 and H:

. RN
|H — Hl|lyu2 < sup r'™* <f |H — H|2) < CllHllL(s)-
0<r<l rS

By a direct computation, we will have

/ 1/2
(24" (5 o -
|A—A|> (g X[ a0 - Ao
rS IrS| = Jrsns,
1 mo—1
< A 2 _ _ O/, 2Md
‘LrSi (,,; ” ”C‘“Sw/rsmsm'x (O e
+ 1A g / |x [ dx
(Smg) 7SN S,

l 1/2
+ 2 WAk, [ l|x—<0/,cm_1>|2“dx>}

m=mo+1

1/2
2
max |A < x|7*dx
l<m<l ” ”C“(Sm) (frs| | )

C max ||A < ot
max, IAlcuc,,)

IA

IA

This proves the first inequality. The second inequality follows similarly.

3 Proof of Theorem 1.1

In this section, we prove Theorem 1.1. For a small ry independent of ¢, and any
x0 € Q0,r,, We estimate |Vu(xp)| as follows: First we establish a Harnack inequality
in Q. \x,r/2, forr > 0 in a suitable range. Together with the maximum principle,
this gives the oscillation of u in 2, 5 a decay 82P, for some positive e-independent
B, where

8= (e + |xp|H)12.
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Gradient estimates of solutions to the insulated conductivity... 1783

Then we perform a suitable change of variables in 2y s/4, and apply Lemma 2.1 to
obtain the desired estimate on |Vu(xg)]|.

We fixa y € (0, 1), and let ry > 0 denote a constant depending only on n, k, y,
Ro, || fllc2 and || g]| -2, whose value will be fixed in the proof. We will always consider
0<e< rg. First, we require ro small so that for |x6| < 1o,

108 < 87 < Ry/4.

Lemma 3.1 There exists a small ro, depending only onn, k,y, Ro. || fllc2 and || gl c2,
such that for any xo € 0., 58§ <1 < s, ifue H! (Rx9,2r\xy,r/4) is a positive
solution to the equation

3@ ()d;u(x)) = 0 in Q.27 \Rug.r /45
al (x)d;u(x)v;(x) =0 on (M4 UT_) N Qyy 27\ g r /a5
then,

sup u<cC inf u, (3.1
on,r\on,r/Z on.r\on,r/Z

for some constant C > 0 depending only on n,«, A, A, Ro, || fllc2 and ||gllc2, but
independent of r and u.

Proof We only need to prove (3.1) for |x,| > 0, since the |x,| = 0 case follows from
the result for |xy| > 0 and then sending |x;| to 0. We denote

. rox rox
b= (5= k) e (- 5):

and perform a change of variables by setting

y/ — x(/)’
— ) (xn - g(x’) +¢&/2 _ l) ()C/, Xp) € on,Zr\on,rM- (3.2)
EIEF e ey 2)

This change of variables maps the domain 2y, 2,\$2x,/4 to an annular cylinder of
height 4, denoted by Q2 5, \ O /4,1, , Wwhere

Osri={y =" y0) eR"| Y| <5, |yl <t} (3.3)

for s, > 0. We will show that the Jacobian matrix of the change of variables (3.2),
denoted by 0, y, and its inverse matrix dyx satisfy

@B < C, [@yx)7] < C, forye Qo \Qr/an, (3.4)

where C > 0 depends only on n, , Ry, || fllc2 and ||g]| 2.
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1784 Y.Y.Li,Z. Yang

Let v(y) = u(x), then v satisfies

—3; (b (»)3;v(y) =0 in Qo 4, \Qr/an, s

i (3.5)
b" (y)djv(y) =0 on{y, = —hy}U{y, = h},
where the matrix (b%/ (y)) is given by
i (3xy) (@) (0xy)"
b =" 3.6
@ () det(9,y) (3.6)
(dyy)" is the transpose of 0y y. -
It is easy to see that (3.4) implies, using A < (a'/) < A,
A ij
I <Y () <CA, forye Qo n\Qr/an, 3.7

for some constant C > 0 depending only on n, Ry, k, || f|lc2 and | g || c2.

In the following and throughout this section, we will denote A ~ B, if there exists
a positive universal constant C, which might depend on n, A, A, Ro, «, || f |2, and
llgllc2, but not depend on ¢, such that C'B<A<CB.

From (3.2), one can compute that

Bey)i=1, forl<i<n-—1,
2h,
e+ flxg+ ) —gxy+y)’
(Boy) =  2hr0ig(xg + ¥ 4 2yul0i f (g + 3 — Big (g + y/)]’
e+ flxg+y) —glxg+y)
forl <i<n-1,

(@)™ =

@)Y =0, forl<i<n—1,j#i.

By (1.5) and (1.6), one can see that
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Since |y, | < h,, by using (1.5) and (1.6), we have that, for 1 <i <n — 1,

Chrlaig(x(’) + )1+ A1 f O + D1+ 10 + ¥O11

a ni <
‘(xy) - e+ fxh+y) —gxy+y)
hy
<C 9 f(xy+ )|+ 10ig(xy + '
TGy —aer ) LS )1+ i+ 3]
P x|
- &+ |xp 41| |,+ ,|
—_———|x .
- e+ |xj+ 12 oty

Since r/4 < |y'| < 2r < 28'~7 and |xpl < &, we can estimate

@) | = Clg + ¥/ = CAxgl+ 1) = €87

Next, we will show that

@)™ ~ 1, fory € Qo n \Qr/an,- (3.8)
Indeed, by (1.5) and (1.6), we have

;X
(B, y)™ = 2h, R T
* e+ fx)+y)—gxh+y) e+ lxi+ V2

Since |y'| > r/4, it is easy to see

e+ |x)— 20
Il
)" < C————5—
@)™ = e+lxy+yI1?> T

On the other hand, since |y’| < 2r and |x6| < § < r/5, we have
r 2 / 2
X, r X, r r\2 1
7 28+(’——?—|x(’>|> 28+(———) =&+ ——r,
|x0| 4|x0|

/

.
07 4

&+ |x 175

and

2
e41xy+y P <ed2xpP 421y P <e+ Eﬂ +8r2 <& +9r2,

Therefore,
2
1e+r2/400 1
> — > —,
- C

/

18+

8 nn>_
(3x7) TC e+xj+YI?P T C e+9r?

/ r %o
y, —rto
0 4 x)

and (3.8) is verified.
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1786 Y.Y.Li, Z. Yang

We have shown (3,y)" ~ 1, foralli = 1,---,n, and [(d,y)"| < C§'~7, for
i # j. We further require r to be small enough so that off-diagonal entries of 9, y are
small. Therefore (3.4) follows. As mentioned earlier, (3.7) follows from (3.4).
Now we define, for any integer /,
A= {y eR" | 2 <y <2r, QL—1)h, <z, < 2+ 1)h,}.
Note that Ag = Q2r 1, \Qr/4.1,. For any [ € Z, we define a new function o by
5 =0 (¥ (=D Gu = 20h)), Yy e A
We also define the corresponding coefficients, fork = 1,2,--- ,n — 1,
B () = B () = (DB (¥ (1 = 20hp) . Yy € Al
and for other indices,

B3 = b (3, (=1 (= 20h)) Yy € A

Therefore, (y) and b"/ (y) are defined in the infinite cylinder shell Q2. 00\ Q;/4.00-
By (3.5), U € H'(Q2r,00\ Qr/4,00) satisfies

—3; (B (»)3;5(3) =0 in Q2r.00\Qr/4.00-

Note that for any [ € Z and y € A, b(y) = (b" (y)) is orthogonally conjugated to
b(y', (=) (y, — 21h,)). Hence, by (3.7), we have

<b(y) <CA, fory e Q2 .00\Qr/a 00

Q>

We restrict the domain to be Q2 ,\Q;/4,r, and make the change of variables z =
y/r.Set 9(z) = 0(y), b/ (z) = b' (y), we have

—3;(b" (2)8;0(2)) =0 in 021\ Q1/4.1,
and

A

- = b(z) < CA, forze 021\Qi/a1.

Then by the Harnack inequality for uniformly elliptic equations of divergence
form, see e.g. [18, Theorem 8.20], there exists a constant C depending only on
n,k, A, A, Ro, || fllc2 and || g|l 2, such that

sup v=<C inf V.
01,12\01/2.12 01,12\Q1/2,1/2
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We further require rp to be small enough, so that

;T X ? 2 2, .2 r_r
hy <Cle+ |xg— ——; <Cle+r)<Cl"+r)<dé+-<—.
4 |xg| 4 2
In particular, we have
sup v<C inf v,
Q1.1 /r\Q1/2,hy /1 Quiy /r\Q1y2.hy /1
which is (3.1) after reversing the change of variables. O

Remark 3.2 1f dimension n = 2, Lemma 3.1 fails since Q2 1\ Q14,1 C R2 is the union
of two disjoint rectangular domains, and the Harnack inequality cannot be applied on
it. In fact, in our proof of Theorem 1.1, Lemma 3.1 is the only ingredient where
dimension n > 3 is used. As mentioned above, the conclusion of Theorem 1.1 does
not hold in dimension n = 2.

For any domain A C €2, we denote the oscillation of u in A by oscau 1= sup, u —
inf, u. Using Lemma 3.1, we obtain a decay of oscq, ;u in § as follows.

Lemma3.3 Let u be a solution of (1.9). For any xo € ., where ro is as in
Lemma 3.1, there exist positive constants o and C, depending only on n, Ry, k, || f || -2
and || gl c2, such that

0SCQ, ;U = C”””Lm(ﬂm,alw)‘sw' (3.9)

Proof For simplicity, we drop the xq subscript and denote 2, = €2, , in this proof.
Let58 <r <877 andu; = SUpg, U — U, Uy = U — infg,, u. By Lemma 3.1, we
have

sup u) < Cp _inf wuy,
Q\Qr 2 2\ 2

sup up < Cp inf uy,
Qr\Qr/Z Qr\Qr/Z

where C; > 1 is a constant independent of r. Since both u; and u, satisfy equation
(1.9), by the maximum principle,

sup u; = supu;, inf wu; = inf u;,
Q\Q 2 Q 2\ 2

fori = 1, 2. Therefore,

supup < Crinfuy,
Q Q2
,

supuz < Cyinf us.
Q

Q
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1788 Y.Y.Li, Z. Yang

Adding up the above two inequalities, we have

- Ci—1
0sCo U 0SCq, U.
QU = C] +1 Qo
Now we take o > 0 such that 277 = %, then
oscq,u < 2770scq, U. (3.10)

We start with r = rg = 81_1’/2, and set rj+1 = r;/2. Keep iterating (3.10) k + 1
times, where k satisfies 5§ < rp < 108, we will have

—(k+1o 1—(k+1)o
08CQsU < 0SCQ, U =< 2~ (kD) 0SCQ,, U < 1=+ ||”||L°°(951—v)'

Since 108 > rk = 2%y = 2= *k+Dg§l=r we have 2~ **+D < 1087, and hence (3.9)
follows immediately. O

Proof of Theorem 1.1 Let u € H'! (20, R,) be a solution of (1.9). For xo € 0,,, we
have, using Lemma 3.3,

I —uollLoe(2,y0) = Cllullze@, ;1,87 (3.11)

for some constant 1. We denote v := u — ug, and v satisfies the same equation (1.9).
We work on the domain €2y, 5,4, and perform a change of variables by setting

f—s=loyr
:y_S " = xp), (3.12)

Yn = 5§ 1x,.

The domain €2, 5/4 becomes

1 1 1
{y €R" |1y < .07 (—Es + g(x6+8y/)> <y <8 <§e+f(X6+5y/)>} -

We make a change of variables again by

Z/ — 4y/’
=25 ( Syn—gxpt8yN+e/2 l) (3.13)
Zn - s+f(x(’)+6y’)—g(x6+8y’) 2 .

Now the domain in z-variables becomes a thin plate Q1 s, where Q; ; is defined as in

(3.3). Let w(z) = v(x), then w satisfies

{ —3; (b7 (2)djw(z)) =0 in Oy, (3.14)

" (2)9jw(z) =0 on {z; = =8} U {z, =4},
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where the matrix b(z) = (b'/(z)) is given by

(8y2) (@) (3y2)"

i (7)) =
e )

(3.15)

Similar to the proof of Lemma 3.1, we will show that the Jacobian matrix of the
change of variables (3.13), denoted by 9z, and its inverse matrix 9,y satisfy

(0,27 <€, @07 <C, forze Qg (3.16)

where C > 0 depends only on n, k, Ry, || f |2 and ||g|| 2. This leads to

A
7 Sb@=CA. forze Q. (3.17)

From (3.13), one can compute that

(3y2)" =4, forl<i<n-—1,
2582
e+ flxy+82'/4) — g(xy+82'/4)°
28%8; g (x}y + 82 /4) + 22,8[0; f (x) + 82/ /4) — d; g (x}, + 82 /4)]
B &+ f(x)+ 82/ /4) — g(x) + 82//4)
forl <i<n-—1,

(3y2)7 =0, forl <i<n—1,j#i.

(ayz)nn —

(ayz)ni —

First we will show that
(By2)™ ~ 1, forz e Qus. (3.18)
Since || < 1 and |x)| < 8, it is easy to see that

82 82 1
> > —,
e+ |xy+82 /4> T e+ C8* T C

(@y2)"" ~ forz € Q1.
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due to (1.5) and (1.6). On the other hand,

32
nn
(9y2) &+ |xj + 82/ /4)?
82
T e+ x4 (/4282122 + 8x) - 22
82
<
T 82+ (1/4)2|2/128% — |2]1x(18/2

< 52 <
= U+ (/AP — 1728 -

C, forze Qps.

Therefore, (3.18) is verified.
Since |z,| < 8, |Z/| < 1 and |x6| < d,by(1.5)and (1.6),for 1 <i <n —1,

28219, g (x}y + 82/ /)| + 282[19; f (x{ + 82/ /D) + 19; g (x(y + 82/ /4]
e+ f(x+ 82/ /4) — g(x) + 82/ /4)
- Ccs?
T e+ f(x)+ 82 /4) — g(xy+ 82 /4)
+ 19; g (xg + 82" /4]
82
= g T ez/Ar
< C(lxpl +812') < €8,

[(3y2)"| <

[10; f (xp + 82'/4)]

Jxf + 82/ /4]

where in the last line, we have used the same arguments in showing (3,2)"" < C
earlier.

We have shown (3,z)"" ~ 1,foralli = 1,---,n,and |(dyz)"/| < C8,fori # j. We
further require ro to be small enough so that off-diagonal entries are small. Therefore
(3.16) follows. As mentioned earlier, (3.17) follows from (3.16).

Next, we will show

Ibllceg, ) = C. (3.19)

for some C > 0 depending only on n, k, Ry, ||al|c«, || fllc2 and | g||c2, by showing

1V.(8,2)" (2)| < C, <C, forze Q. (3.20)

V,———
det(dyz)

Then (3.19) follows from (3.20), (3.15), and |la||ce < C.
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By a straightforward computation, we have, foranyi =1,--- ,n — 1,
; 1 _ e+ f(x(+82'/4) — g(x(+ 8z'/4)
“det(dyz)| | 2. 4n-152
| 8L8; f (xg + 82" /4) — Big(x) + 82/ /4)]
B 2. 4n-152

IA

C
E“aif(x(/) +82 /)| + 19;8(xg + 82'/D]

IA

C
Elxé +87'/4| < C, forze Qiys,
where in the last inequality, (1.5) and (1.6) have been used. Foranyi =1, --- ,n—1,

28319 f (x(, + 82 /4) — 3;g(x}) + 82/ /D]

8. 8 Z nn —
19z, (,2)™] (s + f(xy+ 82/ /4) — g(x(y + 82/ /4))?
cs’ ,
< xh + 87 /4
(e + Iy + 02 a0 0T/

cs® ,
< 8_4(|x0| +18z']) < C, forze Qip,

where in the last line, we have used the same arguments in showing (9,2)"" < C
earlier. Similar computations apply to 9, (dyz)", fori = 1,---,n — 1, and we have

[0z (ayz)ni| <C, forze Qis.
Finally, we compute, fori = 1,--- ,n — 1,

28[0; f (xy + 82/ /4) — 8ig(x(, + 82/ /4)]
e+ f(xp+ 682/ /4) — g(x}, + 82 /4)

Cé|x), + 87/ /4
< OMFR e 0,
£+ |} + 02/ /41 ’

13, (3,2)™ | =

Therefore, (3.20) is verified, and hence (3.19) follows as mentioned above.
Now we define

Sy = {z e R” | I <1, QL—1)8 <z, < 2+ 1)8}
for any integer /, and
S:={zeR" || <1, |za| < 1}.
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Note that Q1 s = So. As in the proof of Lemma 3.1, we define, for any / € Z, a new
function w by setting

() = w (2, (-1 @~ 29), Vze s,
We also define the corresponding coefficients, fork =1,2,--- ,n — 1,
b (z) = b (z) == (=1)/b"™* (z/, (=) (z — 218)) . VzeSs,
and for other indices,
B = b7 (2 (=D @ - 28), VYye s,

Then @ and b/ are defined in the infinite cylinder Q1 . By (3.14), w satisfies the
equation

—3;(b79;w) =0, in Q cc.

Note that for any / € Z, b(z) is orthogonally conjugated to b (', (—1)! (z, — 218)),
for z € §;. Hence, by (3.17), we have

< E(z) <CA, forze Qi o,

af >

and, by (3.19),
”5||C0t(§l) =< Ca vl € Z.
Apply Lemma 2.1 on S with N = 1, we have
”V{[}”Loo(%s) = C”ﬁ}”Lz(S)'

It follows that

C
IVwllize(g,)ns =< gllwlle(QlYa) =< CllwllLoo(Qy4)>

for some positive constant C, depending only on n, a, Ro, k, A, A, |la|lce«, || f |l c2 and
lgllc2-

Since || (9;¥)llL>(g, 5y < C by (3.16), where C depends only on Ry, «, || f |l -2 and
llgllc2, and in particular, is independent of ¢ and §. Reversing the change of variables
(3.13) and (3.12), we have

SIVullLoe @5 = ClIvIiLo@y 50 = C||M||L°°(Qx0.51,y)5y6
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by (3.11). In particular, this implies
IVu(xo)l < Cllull=, ;-8 77,

and it concludes the proof of Theorem 1.1 after taking 8 = yo/2. O

4 Gradient estimates of elliptic systems

A natural question is whether the estimate in Theorem 1.1 can be extended to elliptic
systems of divergence form. We tend to believe that the answer to this question is
affirmative, and plan to pursue this in a subsequent paper. Following closely the proof
of (1.4) in [7], we give a preliminary gradient estimate of elliptic systems in this
section.

We consider the vector-valued function u = (uy,--- ,uy), and for 1 < a, 8 <
n,1<i, j<N,let A?f (x) be a function such that

AT Nl oo (0.5) < A

| A s = [ V6P Ve e B @i B,
Q0, Ry

Q0,R,

for some A, A > 0, where Qq g, is defined as in (1.8). We assume A?f(x) €
CH(L20,Rr,) for some u € (0, 1), and consider the system

iy (Aj.f‘,ﬁ(x)a,gu,-(x)) =0 in Qg

“.1)
A?f(x)aﬁuj(x)va(x) =0 onI', UI'_,

fori =1,---, N,where 'y, I'_ are defined asin (1.8), v = (v, - - - , v,) denotes the
unit normal vector on 'y and I'_, pointing upward and downward respectively. We
have the following gradient estimate by essentially following the proof of Theorem
1.2 in [7].

Theorem 4.1 Letu € H(} (820, Rps RN) be a solution to (4.1) in dimension n > 2, with

the coefficient A?ﬂ defined as above. There exist positive constants roy and C depending

only on n, A, A, Ry, k, |4, ANl cr(o,ry): 1 c2(ari<roy) and 181l c2¢gxr1<Ro))» SUCH
that

—12
Vu@o)l = Cllullo gy (e + 1507) (42

foralle € (0,1), xo € Q0,r,-
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Remark 4.2 The elliptic systems we have considered include the linear systems of
elasticity: n = N, and the coefficients A?’f satisfy

aff _ 4Ba LB
Aij =A% =Ag)

and for all n x n symmetric matrices {éé},
Mel? < Aele] < Mg

Proof of Theorem 4.1 Let u € H' (20, Ry R™) be a solution to (4.1). We perform the
changes of variables (3.12) and (3.13). Forany 1 <i, j < N, we define

(0,2)(A%P)(3,2)"
af . y ij y
By @)= det(9,2)

and let v(z) = u(x). Then v satisfies
0 (B 050, ()) =0 in 015,
B!F (2)dpvj(2) =0 on {zy = =8} U {z, = 8},

fori =1,.--, N, where Qj ; is defined as in (3.3). As in the proof of Theorem 1.1,
we can show that

||B;1jﬂ||L°°(Q1,5) = CA, ”Bftjﬂ“C“(Ql.a) =C,

B*?(2)8,0: (2)350; » Vol?, Vo e H/ RV
0 ij (2)0a9i(2)0p9;(2) = c IVol7, Yo € Hy(Q1,5:RY),
1,8

Q15

where C is a positive constant that depends only on n, N, u, Rg, «, A, A, |Allck,
I fllc2 and ||g|lc2. Then we argue as in the proof of Theorem 1.1 to obtain

[Vu(0)] < CllvliLe(g, )

which is (4.2) after reversing the changes of variables (3.12) and (3.13). O
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