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Abstract—Multi-agent applications have recently gained sig-
nificant popularity. In many computer vision tasks, a network
of agents, such as a team of robots with cameras, could work
collaboratively to perceive the environment for efficient and
accurate situation awareness. However, these agents often have
limited computation, communication, and storage resources.
Thus, reducing resource consumption while still providing an
accurate perception of the environment becomes an important
goal when deploying multi-agent systems. To achieve this goal, we
identify and leverage the overlap among different camera views
in multi-agent systems for reducing the processing, transmission
and storage of redundant/unimportant video frames. Specifically,
we have developed two collaborative multi-agent video fast-
forwarding frameworks in distributed and centralized settings,
respectively. In these frameworks, each individual agent can
selectively process or skip video frames at adjustable paces
based on multiple strategies via reinforcement learning. Multiple
agents then collaboratively sense the environment via either
1) a consensus-based distributed framework called DMVF that
periodically updates the fast-forwarding strategies of agents
by establishing communication and consensus among connected
neighbors, or 2) a centralized framework called MFFNet that
utilizes a central controller to decide the fast-forwarding strate-
gies for agents based on collected data. We demonstrate the
efficacy and efficiency of our proposed frameworks on a real-
world surveillance video dataset VideoWeb and a new simulated
driving dataset CarlaSim, through extensive simulations and
deployment on an embedded platform with TCP communication.
We show that compared with other approaches in the literature,
our frameworks achieve better coverage of important frames,
while significantly reducing the number of frames processed at
each agent.

Index Terms—Video fast-forwarding, multi-agent systems, re-
inforcement learning.

I. INTRODUCTION

ITH the rapid advancement of camera sensors, a
network of agents with cameras are increasingly be-
ing explored for tasks such as search and rescue, wide-
area surveillance, and environmental monitoring, where the
cameras may be built-in cameras in robots, cameras on drones,
or fixed surveillance cameras. In these systems, multiple cam-
eras can observe the same environment and generate videos
from different angles, often with overlapping views, so that
the fusion of all their perceptions may lead to better scene
understanding. For many application tasks, this information
fusion of large amount of data needs to be performed in real
time or near real time. However, the agents often have limited
computation, communication, storage, and energy resources ,
which makes processing and transmitting all the video data
quite challenging. This thus motivates the development of
methods that can select an informative subset of the video
frames to focus on.
In the relevant literature, video summarization and video
fast-forwarding both aim at generating a compact summary of

the original video. In particular, video summarization methods
often summarize videos in an offline manner, which needs
an entire video available at hand before processing it [1],
[2], [3], [4], [5]. Multi-view summarization methods that
summarize videos from multiple cameras have also been
proposed [6], [7], [8], [9], [10]. However, as these methods
process the entire videos and are often time-consuming, they
are unsuitable for online and real-time applications. On the
other hand, video fast-forwarding methods generate the video
summary on the fly. Most of such methods adjust the playback
speed of a video [11], [12], [13], [14], [15], [16], [17] while
processing the entirety of it. One exception is our previous
work FFNet [18], which performs video fast-forwarding for
a single camera in an online manner and only processes
a fraction of the video frames by automatically skipping
unimportant frames via reinforcement learning. This shows
promising results in reducing system computation and storage
load. In this work, we build upon this approach and develop
our solution for multi-agent video fast-forwarding systems.

A. Solution Overview

Motivated by the observation that there is often significant
overlap among videos captured by cameras from different
angles in multi-agent systems, we pose the following question:
Is it possible to leverage the overlapping among different
views in multi-agent perception to collaboratively perform
fast-forwarding that is efficient, causal, online, and results in
an informative summary for the scene in real time?

In this paper, we introduce two methods for multi-agent
video fast-forwarding in distributed and centralized settings,
respectively. We target the scenarios where cameras at multiple
agents observe the same environment from different angles.
Each camera embeds a fast-forwarding agent with multiple
strategies, i.e., it can skip the frames of its video input at
different paces (e.g., slow, normal, or fast). During operation,
each camera fast-forwards its own video stream based on
a chosen pace and periodically updates its fast-forwarding
strategies.

For the distributed setting, part of our work has appeared
in [19], named DMVF, which chooses and updates fast-
forwarding strategies by establishing communication and con-
sensus among connected agents, as shown in the left figure of
Fig. 1. Agents are connected by a predetermined undirected
communication network!, where each agent can communicate
with a set of neighboring agents. At every adaptation period,
each agent evaluates the importance of the selected frames
from itself and those from its neighbors by comparing their

'Note that some agents may not be able to communicate with each other
due to practical factors such as the connection capacity of camera nodes, the
physical distances between the nodes, the network bandwidth, etc.
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Fig. 1. Illustration of collaborative multi-agent video fast-forwarding. Multiple cameras at different agents are observing the same environment from
different overlapping views. Each camera performs video fast-forwarding according to its current fast-forwarding strategy, which is decided either via
communication and consensus among neighboring agents in a distributed manner (left) or by a central controller that analyzes the data from each agent
(right). The colored regions within the bars represent the important video segments that each agent sees in its view.

similarities. Then a system-wide consensus algorithm is run
among agents to reach an agreement on the importance score
for every agent’s view. Finally, based on the score ranking
and the system requirement, each agent selects a fast-forward
strategy for its next adaptation period.

For the centralized multi-agent video fast-forwarding set-
ting, we have developed a new framework in this work, named
MFFNet, which contains a central controller to decide the fast-
forwarding strategies for each agent (the right part of Fig. 1).
During operation, each camera fast-forwards its own video
stream based on a chosen pace given by the central controller,
and periodically sends selected frames (i.e., fast-forwarded
clips) to the central controller. The central controller receives
the selected frames from every agent and composes a more
compact summary video for the scene. Moreover, based on the
data at hand, the central controller infers the strategy/pace that
should be adopted by each agent for the next period and sends
such instruction back to the agents. Intuitively, an agent whose
view currently contains more important frames than others
should be slowed down for the next period to collect more
frames; while agents whose views have significant overlaps
with the slowed-down agents can be given a faster pace to
reduce their processing and transmission load.

In both distributed and centralized settings, each agent
only processes a very small portion of frames with fast-
forwarding, which significantly reduces the computation load.
The agents also do not require transmitting or storing their
entire video streams (often only a fraction of them). From
the system perspective, both the intra-view at each agent and
the inter-view redundancy across different agents are reduced.
Furthermore, the online and causal nature of our proposed
approaches enables the users to begin fast-forwarding at any
point when executing certain multi-agent perception tasks. Our
approach is particularly useful for resource-constrained and
time-critical systems such as multi-robot systems.

The main contributions of this paper include the following.
« We formulate the multi-agent video fast-forwarding prob-

lem as a collaborative multi-agent reinforcement learning
problem. Each agent can fast-forward its video input

without processing the entire video and be easily adapted
to different fast-forwarding strategies/paces.

¢ Building upon our work in single-agent fast-forwarding
(FFNet) [18] and distributed multi-agent fast-forwarding
(DMVF) [19], we develop a new centralized framework
MFFNet for multi-agent fast-forwarding, which uses a
central controller to orchestrate the fast-forwarding strate-
gies of agents for achieving better scene coverage with
reduced computation and communication load.

o We demonstrate the effectiveness of MFFNet on a chal-
lenging multi-view dataset, VideoWeb [20], achieving
real-time speed on an embedded platform with TCP com-
munication. We compare MFFNet with DMVEFE, FFNet,
and a few other methods in the literature.

o Moreover, for a more comprehensive comparison, we also
include a newly generated multi-camera dataset for multi-
agent video fast-forwarding, named CarlaSim, to further
evaluate the various methods on moving platforms.

In particular, beyond our recent work [19], this paper
introduces the new development of 1) the MFFNet method, 2)
the new CarlaSim dataset, and 3) the experimental results and
analysis of MFFNet, as well as its comparison with DMVEF,
FFNet and other methods on VideoWeb and CarlaSim.

B. Paper Organization

This paper highlights our new contributions in MFFNet and
also introduces our prior work in FFNet and DM VF, providing
a holistic view of our solution in video fast-forwarding. More
specifically, FFNet is a single-agent video fast-forwarding
method that we developed based on reinforcement learning,
and we build a multi-strategy video fast-forwarding agent
upon FFNet. Both DMVF and MFFNet use this multi-strategy
fast-forwarding agent on their camera nodes — DMVF uses
a distributed framework to decide the strategies each agent
should use, while MFFNet uses a centralized framework to do
so. Both methods are efficient and effective on collaborative
video fast-forwarding for a network of resource-limited agents.

In the rest of the paper, we first present a review of
relevant literature in Sec. II. This is followed by a review



of our work in developing FFNet for single-agent video fast-
forwarding in Sec. III, along with the development of a multi-
strategy video fast-forwarding agent. In Sec. IV and Sec. V, we
present our solutions to the multi-agent video fast-forwarding
problem for distributed and centralized settings, i.e., DMVF
and MFFNet, respectively. Experimental results in real-life
data are presented in Sec. VI.

II. RELATED WORK
A. Video Summarization and Video Fast-forwarding

The objective of video summarization is to take an entire
video as input and output a compact subset of frames that can
describe the important content of the original video. Many
single-view video summarization methods are developed with
unsupervised learning [21], [22], [23], [24] and supervised
learning techniques based on video-summary labels [2], [3],
[4], [25], [26], [27]. There are methods proposed specifi-
cally for summarizing crawled web images/videos [28], [29],
[30], [31] and photo albums [32], and online methods de-
veloped using submodular optimization [1], Gaussian mixture
model [33], and online dictionary learning [5]. Beyond single-
view, the multi-view video summarization problem has been
addressed by random walk over spatio-temporal graphs [6],
joint embedding and sparse optimization [7], [8], DPP (De-
terminantal Point Processes) [9], and a two-stage system
with online single-view summarization and distributed view
selection [10]. Different from these methods, our approaches
do not process all the frames, which significantly reduces
computation and communication load, and they collabora-
tively fast-forward multi-view videos, further improving the
efficiency and coverage.

Video fast-forwarding methods are used for skipping unin-
teresting/unimportant parts of the video. Commercial video
players often offer the users with manual control on the
playback speed, such as Apple QuickTime player with 2x,
5x, and 10x speed fast-forward. In the literature, the playback
speed can be automatically adjusted based on the similarity
of each candidate clip to a query clip [14] and the motion
activity patterns in videos [11], [34], [35]. Besides playback
speed adjustment, some works develop the fast-forwarding
policy based on mutual information between frames [36],
[37], shortest path distance over the semantic graph built
from frames [16], [17], and visual and textual features [38].
Hyperlapse is also widely studied for fast-forwarding videos
aiming at speed-up and smoothing [15], [12], [13]. Different
from these approaches that are for single videos, our work
focuses on multi-agent video fast-forwarding methods that
collaboratively fast-forward videos from different views.

B. Reinforcement Learning

Deep reinforcement learning has been widely used in many
computer vision tasks and achieved promising performance,
such as in action detection [39], object detection [40], image
captioning [41], pose estimation [42], visual tracking [43] and
query-conditioned video summarization [44]. There are also
approaches applying reinforcement learning to the multi-agent
domain, i.e., multi-agent reinforcement learning (MARL) (see

a detailed review in [45]). Some recent works have used
MARL to address computer vision tasks, such as joint object
search [46], multi-object tracking [47], and frame sampling
for video recognition [48]. There are also works on building
learnable communication protocols for collaborative multi-
agent deep reinforcement learning [49], [50]. Our earlier work
FFNet conducts single video fast-forwarding via reinforcement
learning [18], based on which we further develop two ap-
proaches for multi-agent video fast-forwarding in centralized
and distributed settings.

C. Multi-agent System Optimization

A fundamental problem in distributed multi-agent systems
is the minimization of a sum of local objective functions
while maintaining agreement over the decision variable, often
referred to as consensus optimization. Seminal work in [51]
proposes a distributed consensus protocol for achieving agree-
ment in a multi-agent setting by iteratively taking a weighted
average with local neighbors. The work in [52] presents a
distributed gradient descent (DGD) method, where each agent
iteratively updates its local estimate of the decision variable by
executing a local gradient descent step and a consensus step.
Follow-up works [53], [54], [55] extend this method to other
settings, including stochastic networks, constrained problems,
and noisy environments. More recently, EXTRA [56], which
takes a careful combination of gradient and consensus steps,
is proposed to improve convergence speed and is shown to
achieve linear convergence with constant step size. In com-
puter vision, consensus-based methods are used applications
such as human post estimation [57], background subtrac-
tion [58], and multi-target tracking [59], etc. To the best of our
knowledge, the DMVF framework (more details on [19]) we
developed is the first distributed consensus-based framework
to address multi-agent video fast-forwarding. In this paper,
we further develop a centralized framework MFFNet that
facilitates a central controller to adjust the fast-forwarding
strategy for multi-agent video fast-forwarding.

III. SINGLE-AGENT VIDEO FAST-FORWARDING
A. Review of FFNet

FFNet [18] uses a Markov decision process (MDP) to
formulate the video fast-forwarding problem and solves it
using reinforcement learning, i.e., with a Q-learning agent
that learns a policy to skip unimportant frames and present
the important ones for further processing. Given the current
frame, FFNet decides the number of frames to skip next. The
MDP formulation of FFNet is defined as follows:

e State: A state s, describes the environment at time step k.
It is defined as the feature vector of the current frame.

e Action: An action ay, is performed by the system at step k
and devotes to an update of the state. The action set includes
the possible numbers of frames to skip.

e Reward: An immediate reward r, =
received by the system at time step k as

r(Sk, Gk, Sk41) 1S

r, = —SP, + HR;.. (1)
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Fig. 2. The model structure of FFNet. It takes a frame in an incoming
video stream as an input for the deep neural network and outputs the number
of frames to skip.

It consists of the “skip” penalty (SP) and the “hit” reward
(HR). SPy defines the penalty for skipping action in the
interval ty, at step k:

Zietk l(l(i) = 1)
T

Zietk l(l(i) = O)
T )

SP, = -8 2
where 1(-) is an indicator function that equals to 1 if the
condition holds. T is the largest number of frames we may
skip. 8 € [0,1] is a trade-off factor between the penalty
for skipping important frames and the reward for skipping
unimportant frames. H Rj, defines the reward for jumping
to an important frame or a position near an important frame
and is computed as

z4+w

HRy = Y () =1)- fi(2), (3)

i=z—w

where f;(z) extends the one-frame label at frame i to a
Gaussian distribution in a neighboring time window w, i.e.,
z € i —w, i+ wl.

e Policy: With the definition of states, actions, and rewards,
a skipping policy 7 is learned for selecting the action that
maximizes the expected accumulated reward R:

7(sk) = arg max F[R|sy, a, 7], )

where the accumulated reward R is computed as

R= kaflﬁc = ZkalT(Sk, ak, Sk+1), ()
k

k

where 7 € [0, 1] denotes the discount factor for the rewards
in the future.

With Q-learning, the value of E[R|s,a, ] is evaluated as
Q(s,a). The optimal value Q*(sk,ax) can be calculated by
the Bellman equation in a recursive fashion:

Q" (sk,ar) =1 + ymax Q™ (Sk+1, akt1)- (6)
ak+41

The model of FFNet is shown in Fig. 2. When training
this model, the mean squared error between the target Q-value
and the output of MLP is used as the loss function. e-greedy
strategy is utilized to better explore the state space, which
picks a random action with probability € and the action that
has Q* (s, a) with probability 1-e.

B. Multi-strategy Fast-forwarding Agent

To fit into the multi-agent video fast-forwarding scenario,
on each camera that captures a view of the scene, we leverage
a multi-strategy fast-forwarding agent that can adaptively fast-
forward the incoming videos with different paces. Similar to
[19], the FFNet is derived into three different strategies/paces
for fast-forwarding: normal-pace, slow-pace, and fast-pace.
Note that our approach can be easily extended to consider
other numbers of strategies/paces.

Normal-pace Strategy. The normal-pace strategy adopts the
same immediate reward design as FFNet:

rp(normal) = —SP, + HRy,. @)

As our normal-pace strategy, we use an action space of size
25, i.e., skipping from 1 to 25 frames.

Slow-pace Strategy. The slow-pace strategy aims at skipping
fewer frames and thus retaining more frames in the selected
buffer, possibly including more numbers of important frames.
To meet this goal, we modify the immediate reward in FFNet
at time step k as

szgmo;d(ak) . ®
Intuitively, if the agent skips a larger step, it will receive a
smaller immediate reward. We also change the action space to
15 to prevent the agent from skipping too much.

ri(slow) = (=SP, + HRy) x (1 —

Fast-pace Strategy. The goal of the fast-pace strategy is to
skip more unimportant frames for more efficient processing
and transmission. Thus, we modify the immediate reward at
time step k as

szgmozzd(ak) L
This reward definition ensures that the agent will get a larger
immediate reward if it skips a larger step. The action space
is set to 35 to allow the agents to skip larger steps. For
each agent, it can flexibly switch among these strategies to
adaptively fast-forward its own videos.

ri(fast) = (—SP, + HRy) x (1+

IV. DMVF: DISTRIBUTED MULTI-AGENT VIDEO
FAST-FORWADING

A. Overview

In this section, we review our approach for addressing
the multi-agent video fast-forwarding problem by adapting
the skipping strategy of each agent in an efficient, online,
and distributed manner, named DMVF (more details in [19]).
Fig. 3 shows the workflow design of our framework (take one
agent ¢ for illustration). Given the incoming multi-view video
streams V' = {vy,--- ,un} captured at different agents, our
goal is to generate a final summary F' = {f1,---, fi} for the
scene while reducing the computation, communication, and
storage load.

In our framework, the fast-forwarding agent of each view
is modeled as a reinforcement learning agent with multiple
available strategies S = {s,,,m =1,--- , M }. During oper-
ation, at every adaptation period ¢ (with the period length as
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Fig. 3. The workflow of DMVF. At every adaptation period ¢, each agent ¢ first fast-forwards its video input with current strategy s’l? and selects a set of
frames f;. It then receives neighbor agents’ selected frames (e.g., f; and fi) and computes an initial importance score for itself and its neighbors. Afterwards,
agent ¢ refines and finalizes the importance score with other agents via a system-wide maximal consensus algorithm. Based on this importance score vector
Z, agent ¢ chooses its strategy for the next period 5?1 (so does every other agent).

M number of available fast-forwarding strategies

N number of camera views / agents

Vv the set of N views {v;}, 7 € [1, N]

S the set of available strategies {s™}, m € [1, M]

st strategy being used in agent ¢ at adaptation step ¢
sf+1 strategy for agent 7 in the next adaptation step ¢ 4 1

F summary of the scene: {f1,---, fn}

T importance score vector after consensus

T period of strategy update

TABLE I
NOTATIONS USED IN DMVF.

T), each agent ¢ fast-forwards its own video stream with a
current strategy s € S and selects a subset of frames f;. Note
that the frames being skipped are not processed, transmitted,
or saved. Agent 7 then communicates with its neighbors and
receives their selected frames, e.g., f; and f; as shown in
the figure. Based on such information, agent ¢ computes an
initial importance score for itself and its neighbors. Afterward,
agent ¢ refines its initial score together with other agents in
the system via a system-wide consensus algorithm, including
first an update of its own score and then multiple iterations to
reach system-wide consensus. Note that during the consensus
process, only scores are transmitted (not selected frames).
After running the consensus algorithm, each agent will have
the same copy of the final importance scores for their selected
frames in the current period, defined as & = [z1, z2, ..., ZN]-
Agent 7 then chooses its fast-forwarding strategy for the next
period sﬁ“ based on the rank of its importance score x;. The
notations are highlighted in Table I.

B. Local-neighbor Importance Score Computation

In this step, for every agent i, we compute an initial
importance score for itself and its neighbor by comparing the

similarities between their selected frames. First, we evaluate
the similarity between two frames z and y by computing
the exponential of the scaled negative L2-norm of the feature
representations of the two frames, as defined in the following
equation:

sim(z,y) = e—cllz=yll2 (10)

where « is used to scale the L2-norm to restrict the similarity
value to a satisfactory range (o = 0.05 in our experiment).
The similarity of agent j to ¢ is then defined as

[v;]

1 :
= o] 2 208 sim(ps(v;), pa(vi)),
s=1 — -
(1)

where |v;| denotes the number of selected frames from agent
j and ps(v;) denotes a selected frame s from agent j. The
similarity for frame p,(v;) to agent ¢ is the maximum among
the similarities between ps(v;) and frames of agent v;. Then
the agent-to-agent similarity of agent j to agent ¢ is the average
frame similarity.

We define the communication connections among agents
as an undirected graph G = (V, E'). With this definition, we
compute the importance score of agent j estimated by agent
ias

sitm_agent(v;, vj)

ﬁ Evkevi’k# stm_agent(vj, vy)

0 0.W.

where V; = {vi|(i, k) € E}|J{v;}, is the set of the neighbors
of agent ¢ and itself. | V;| represents the number of agents in V;.
This initial important score will then be refined via a consensus
process as described in the following section.
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Fig. 4. The workflow overview of MFFNet. Each camera view is associated with an adaptive fast-forwarding agent that supports multiple fast-forwarding
strategies/paces. During every period of operation, each agent n uses current strategy sy, to fast-forward its video input and saves selected frames in its buffer.
At the end of the period, every agent sends the selected frames in its buffer to the central controller. The central controller computes the similarity among
the frames from different agents, and based on it, chooses the strategy sy, for each agent n in the next period and generates a more compact summary from

their selected frames.

C. System-wide Importance Score Consensus

To refine the initial importance score and reach an agree-
ment across all agents on the relative importance of their
frames, we mainly use a maximal consensus algorithm in our
framework. We have also explored multiple variants of our
framework with different consensus methods in [19].

There are three steps in our maximal consensus algorithm.
First, each agent communicates with its neighbors and sends
its initial importance scores for each of them. At the end of
this step, agent ¢ will have the initial scores of itself from its
own computation and from the evaluation by its neighbors (i.e.
{x‘;i}, 7 € V;). Then, in the second step, agent ¢ updates its

score as
Sy Ll
JEVi n; Tt
Ty = 1

Zje%- ny
which means that the importance score of agent 7 is updated as
the weighted average of the initial importance scores evaluated
by itself and its neighbors. Then an importance score vector
Z; for all agents is constructed by agent ¢, with only the i-
th element set to x; and all others set to zero. In the third
step, all agents will run a maximal consensus algorithm over
the importance score vector. This algorithm only requires the
number of consensus steps to be the diameter of the graph G
to reach an agreement (the convergence is guaranteed). In the
end, every agent will have the same copy of the importance

score vector for all agents, i.e., &; = & = [z1, 22, ..., TN]-

(13)

D. Strategy Selection

Based on the final importance scores in &, the agents with
higher scores could be assigned with a slower strategy for

the next period, while the agents with lower scores could be
faster. Given the system requirement, the portions of different
strategies are pre-defined, which means there should be a fixed
number of agents under each strategy after every update.

V. MFFNET: CENTRALIZED MULTI-AGENT VIDEO
FAST-FORWADING

A. Overview

In this section, we present a new method to address the
multi-agent video fast-forwarding problem by utilizing a cen-
tral controller to analyze the data from each agent and adapt
the fast-forwarding strategies of agents in an efficient online
manner, named MFFNet. Fig. 4 shows the workflow design of
our framework. Given the incoming multi-view video streams
V = {v1, - ,vn} captured at different agents, the goal of
MFFNet is to generate a final summary F' = {f1, -, fn}
for the scene while reducing the computation, communication,
and storage load.

The fast-forwarding agent of each camera view is modeled
as a reinforcement learning agent with multiple available
strategies {s,,,m = 1,--- , M}. During operation, each agent
n fast-forwards its own video stream with a current strategy
Sy and keeps the selected frames in its buffer B,,. The frames
being skipped are not processed, transmitted, or saved. After
a period of time 7', each agent sends the selected frames
in its buffer to the central controller. The central controller
receives selected frames of the last period from all agents and
computes their similarity. Based on the similarity computation,
the controller chooses the strategy §,, for each agent n in the
next period and notifies them immediately. Such computation
and decision are very fast and only performed once every



M number of available fast-forwarding strategies
N number of camera views / agents
Vn the video of view n, n € [1, N|.
V the set of N views
1% the subset of V' containing selected main views
Sm available strategy m, m € [1, M]
Sn strategy being used in agent n
Sn strategy for agent n in the next period
{An set of fast-forwarding agents, {A1,--- , An}
{Bn set of buffers, {B1, - ,Bn}
{bn} | set of data received by controller, {b1,--- ,bn}
F summary of the scene: {f1, -+, fn}
T period of strategy update
P the threshold for matching frames

TABLE I
NOTATIONS USED IN MFFNET.

period. The central controller also generates a more compact
summary of the selected frames and stores them. The notations
are highlighted in Tab. II.

B. Central Controller

The responsibility of the central controller is to decide the
pace for each agent and generate a more compact summary
of the scene. At every period T, it receives the selected
frames {by,---,by} from all agents. With those data, it
first computes similarity among frames from different agents.
Based on the similarity, the central controller decides the
new strategies {38;,---,8,} for all agents and sends them
back. Meanwhile, the controller further reduces redundancy by
generating a compact summary F' = {f,--- , f,}. The central
controller consists of three modules: similarity computation,
strategy computation, and summary generation.

Similarity Computation. From each agent n, the central con-
troller receives a set of frames b,, per period. In this module,
the similarity between two frames is defined in Eqn. (10) in
Sec. IV. A threshold p is used to match frames. If the similarity
of two frames is greater than p, we consider them as a match.
In order to further compute the strategies for each agent, we
define a function named match count M (-, -), which matches
frames from two sources and returns the number of matching
frames, as shown below:

ZI (max(sim(z,y)) > p),

YyeEU
TEU

M (u, (14)

where I(-) is an indicator function that equals 1 if the
condition holds.

Strategy Computation. The goal of the strategy computation
module is to infer the strategies for all agents in the next
period, i.e., {s1,---,s,}. Intuitively, if a view contains a
larger number of important frames, it should receive more
attention and should not be skipped too much. Following this
idea, we formulate the strategy computation problem as an
optimization problem for selecting a subset of views V' as
the main views from V' to better represent the whole scene.
The set of main views is selected by

Zz‘eV—\? M(bi» UjeV bj)
Z]EV len(bj) ’

V' = argmax (15)
v

Algorithm 1 Main View Set Selection Algorithm

1: Input: a set of data received by the -controller,
{b1,-++ ,bn}, the similarity threshold p

2: Output: A set of selected main views V'’

3: Initialize the similarity array Similarity

4: for t =1to N do

5: forj=1to N, j#ido

6: for £ =1 to Size(b;) do

7: for [ =1 to Size(b;) do

8 Similarityli, j, k, 1] = sim(b;[k], b;[1])

9: MaxScore =0

10: for 6 =1 to (2 —2) do

1: V={},s2=0, score =0

122 fori=1to N do

13: if the i-th bit of ¢ is 1 then

14: V«Vu {Z}

15: sz < sz + Size(b;)

l6: fori=1to N,i¢V do

17: for £ =1 to Size(b;) do

18: match =0

19: for j € V do

20: for [ =1 to Szze(b])

21: if sim(b;[k],b;[l]) > p then

22: match < 1

23: score < score + match

24:  score < score/sz

25 if score > MaxScore then

26: V'« V, MazScore + score

where b; and b; are the frames sent back by the fast-forward
agents ¢ and j. len(-) represents the number of frames in a
fast-forwarded segment. The set of main views is selected as
the subset of views that can cover the most of other views. To
avoid the effect of the main view size, we divide the sum of
match counts of other views by the total number of frames in
the main view set. The detailed algorithm for main view set
selection is shown in Algorithm 1. Here, sz denotes the total
number of frames in the main views. score is the main view
score of the subset V, as in Eqn. (15).

For the views in the main view set VV’, they can cover more
content than other views and have more important information.
Thus, we use the slow fast-forwarding strategy for each of
them. For any other views in V — V’, they can be covered
significantly by the main views. Therefore, we expect them to
fast-forward at a faster speed. More specifically, we decide
their strategies by their matching percentage to the main
view set. The matching percentage of view n is computed
as mp(n) = (meJeV i)/len(by,). If the matching per-
centage of a view is smaller than a threshold T, it will be
instructed to maintain the normal pace; otherwise, it will be
instructed to use the fast strategy, as below:

slow, if neV,
Sp =< normal, if neV -V mpn)<r, (16)
fast, if neV -V mpn)>rt

Data Buffer and Strategy Update. For each agent n, there



is a data buffer B,, for storing the selected frames. At every
time period 7', the agent will send those frames in the buffer
to the central controller. The agent will also receive a new
strategy/pace instruction from the central controller and adapt
it accordingly in the next period.

Summary Generation. After matching the frames among
views and choosing the main view, the next step is to generate
a more compact summary for the scene. We use the following
policy for further reducing redundancy: 1) for the set of
main views V', we keep all the frames from its buffer in
the summary, and 2) for the other views, we remove the
frames that are matched with the main views (i.e., similar to
some frames in the main views) and only keep the remaining
ones in the summary. Please note that when generating the
summary, we restrict the reduction of frames within a certain
time window. That is, if two frames are similar with respect to
the similarity threshold p and are close to each other in time,
we consider them as a match and drop it. Finally, similarly
to [18], we also include some neighboring frames of the
selected frames in the summary (with selected ones as the
window centroids). All these summary frames are denoted as

{fla"' 7fn}~

C. Central Controller Using RL

In addition, we design another central controller using
deep reinforcement learning with our framework. The central
controller acts as a feedback-loop controller system, which
can be formulated as an MDP with the following definitions
of key elements.

State. In our scenario, the fast-forwarded videos of period &
from multiple agents are integrated into a single description,
which is taken as the state s;. To be more specific, we
consider the concatenation of the average feature vector as a
state, which is based on the fast-forwarded frames of different
agents.

Action. At each control period k, we consider the action as
the combination of different fast-forwarding strategies used in
each agent. As we have M available fast-forwarding strategies
for all N agents, i.e. S = {s™,m € [1, M]}, the entire action
space AS = {a*,a?,...,a""}, where P = M*.

Reward. After taking one action, i.e., selecting the proper
fast-forwarding for each agent, the system transits from state
S, to another state si4; and an immediate reward r; =
r(Sg, ak, Sk+1) is received by the system. The accumulated
reward is further defined as

R=Y"~+"""r(sk, ax, sks1), (17)
k
where v € [0,1] is the discount factor for the rewards in
the future. The goal of the central controller is to control
the fast-forwarding paces of agents to maximize the coverage
of the important scenes across multiple views and reduce
the redundancy in the final summarized videos, by taking a
sequence of actions. For a video available in the training set,
we assume that the label of it is a binary vector, in which 1
indicates an important frame and 0 means an unimportant one.

After receiving the strategy instruction from the central
controller, each agent will fast-forward its own video stream
with the corresponding model and transmit the fast-forwarded
video segment during the current control period. During a
period of time 7', an agent n sends its fast-forwarded frames
b,, and the corresponding binary vector of selected frames g,
back to the central controller. With this information from all
agents, the central controller receives the immediate reward at
step k computed by the following equation:

19(F10) 11
N |-
2n=1 I¥nx

where ¥,k is the binary vector indicating selected frames
from agent n at time step k, and yy k is the ground truth
binary vector of the view of agent n during the current period.
¥« is the global ground truth binary vector of the scene at time
step k, which is generated by

N
rE = Z 9(Fn1)  9(ynr) + ;o (18)
n=1

1

N
yk = mZ’I’L(Z ¥Yn k; 1)7

n=1

19)

where the minimum is taken element-wise.

The first term in Eqn. (18) gives higher rewards for the fast-
forwarding action that selects the frames that match the ground
truth better. As neighboring frames are often similar and share
the same content, we hope to match the fast-forwarded result
to the ground truth in a smoother fashion. That is, if the
agent selects a frame that is close to the important frame, we
will give some rewards, rather than no reward. To achieve
this, we transfer the binary vector of selected frames for
both the ground truth y, x and the transmitted results ¥, k
to a Gaussian distribution in a time window, denoted by the
function g(-). The second term in Eqn. (18) is used to reduce
the redundancy in the fast-forwarded result. If the agents select
more frames, the central controller will get a smaller reward
for the current strategy selection.

Policy. The policy 7 decides the action to be executed at each
time step by the system, i.e., it chooses the action for the
system that maximizes the expected accumulated reward for
the current step and the future as shown in Eqn. (20). In other
words, the policy finds the fast-forwarding strategy of each
agent that gives a larger expected accumulated reward.

7(si) = argmax E[R|sy, a, ] (20)

Similar to the training of FFNet, We utilize Q-learning to
achieve this policy by evaluating the value of F[R|s,a, | as
Q(s,a) and use a feed-forward neural network to approximate
the Q-value.

VI. EXPERIMENTS

In this section, we first present the experimental results
of our MFFNet framework and its overall comparison with
several single-agent fast-forwarding methods in the literature
and FFNet, followed by its further comparison with FFNet in
coverage-efficiency tradeoff and high-redundancy cases. We
then compare MFFNet with our previous distributed multi-
agent fast-forwarding framework DMVF in detail. Finally, we



Front-right view

Fig. 5. Some illustrative example frames from the CarlaSim dataset.
From left to right, the columns stand for frames from front-left, front, and
front-right views. The CarlaSim dataset has multiple weather conditions, such
as cloudy, rainy, and sunny (rows 1-3). Different terrains exist in the map,
such as the tunnel in row 4.

also evaluate how communication issues may affect MFFNet,
an important practical consideration.

A. Datasets

We evaluate the performance of various methods on a multi-
view video dataset VideoWeb [20] with fixed cameras and on
a self-built simulated multi-view dataset on moving platforms
using the CARLA simulator [60], referred to as CarlaSim.

VideoWeb. This dataset is captured in a realistic multi-camera
network environment that involves multiple persons perform-
ing many different repetitive and non-repetitive activities.
Same as in [19], we use the Day 4 subset of the VideoWeb
dataset, which contains multiple vehicles and persons. It has
6 scenes and each scene has 6 views of videos. All videos
are captured at 640 x 480 resolution and approximately 30
frames/second. The dataset includes the labels for important
activities, based on which, we can generate a binary indicator
for each frame to label its importance. That is, if a frame
contains the labeled important activities, it will be labeled as
an important frame with the binary indicator as 1 (otherwise,
as 0). With such a frame importance indicator, we can generate
a global ground truth across views for evaluation purpose.

CarlaSim. CARLA is a simulator for urban autonomous driv-
ing. It provides open digital assets (urban layouts, buildings,
and vehicles) and supports flexible specifications of sensor
suites, environmental conditions, full control of all static and

Specification Value
City Town-3
Number of videos 18

Video length 10000

Resolution 720 x 480
Camera front, front-left, front-right
Terrain 5-lane junction, roundabout, unevenness, tunnel
Weather dynamic cloudiness, precipitation, sun angle

TABLE III
SPECIFICATIONS IN CARLA FOR GENERATING CARLASIM DATASET.

Strategy Slow | Normal Fast

Processing rate(%) 8.69 6.02 3.73

3-view Coverage(%) | 66.22 52.88 48.38

6-view Coverage(%) | 73.45 61.91 55.89
TABLE IV

OPERATING POINTS OF STRATEGIES ON VIDEOWEB.

dynamic actors, map generation, and more. For generating the
CarlaSim dataset, we utilize the Town3 environment in the
CARLA simulator, which has a 5-lane junction, a roundabout,
unevenness, a tunnel, and so on. The multi-view videos are
captured by putting multiple cameras on an autonomous car,
which runs with a built-in autonomous driving controller.
Detailed specifications for generating the video data are shown
in Tab. III. We generate a binary indicator for each video frame
according to the existence of vehicles in the view. If a frame
captures a nearby vehicle (i.e., with size > 150 pixels), it will
be labeled as an important frame. The global ground truth
for evaluation is generated by the same method as for the
VideoWeb dataset. Fig. 5 shows some example frames in the
CarlaSim dataset. From left to right, the columns stand for
frames from front-left, front, and front-right views. As the data
is collected on a moving platform, it captures more dynamic
scenarios than the existing datasets that use stationary cameras
(such as VideoWeb) and can help validate the efficacy of our
methods in those dynamic scenarios.

B. Experimental Setup

Implementation Details. Our MFFNet is implemented using
the TensorFlow library. The fast-forwarding agents are all
modeled as 4-layer neural networks. e-greedy strategy is used
to better explore the state space during the training process. In
the following experiments, we explore the scenarios of both 3
views (N = 3) and 6 views (/N = 6), and set the similarity
threshold to p = 0.525 and p = 0.575, respectively. The
strategy computation threshold 7 is set to 0.4. The strategy
update period T is set to 100 frames of the raw video inputs.
The 3 strategies used in our framework are FFNet and its
variants as defined in Sec. III-B. The operating points of agents
with the slow, normal and fast strategies are shown in Tab. IV
for VideoWeb and Tab. V for CarlaSim.

Each video frame is represented by the penultimate layer
(pool 5) of the GoogLeNet model [61] (1024-dimensions).
Each baseline algorithm is evaluated with the same neigh-
boring window extension as ours. We randomly use 80% of
the videos for training and the remaining 20% for testing. We
report the average performance on 5 rounds of experiments.

Evaluation Metrics. We evaluate the performance of meth-
ods with a coverage metric and a processing rate metric.
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Fig. 6. Trade-off between coverage and processing rate in MFFNet for 3-view and 6-view scenarios of VideoWeb dataset. By tuning the similarity

threshold p (marked in the figure), different levels of tradeoff can be achieved.

Method Slow | Normal Fast

coverage(%) 80.78 67.83 60.78

Processing Rate(%) | 18.06 14.76 7.09
TABLE V

OPERATING POINTS OF STRATEGIES ON CARLASIM.

The coverage metric evaluates how well the resulting fast-
forwarding videos across multiple agents cover the important
frames in the ground truth. It is computed as the percentage of
the important frames that are included in the fast-forwarding
videos across agents. In other words, if an important frame
is included in any one of the agents’ fast-forwarding videos,
it will be considered as covered. The processing rate metric
measures the percentage of the frames being processed by the
system.

Comparison Methods. We compare our MFFNet with the
following methods for video fast-forwarding and video sum-
marization: (1) Random, which skips the incoming frames
randomly. (2) Uniform, which fast-forwards the video uni-
formly. (3) Online Kmeans (OK) [62], a clustering-based
method working in an online update fashion. The summary
result consists of the frames that are the closest to the
centroid in each cluster. (4) Spectral Clustering (SC) [63],
a clustering-based method that provides several clusters from
all the frames in a video. The summary is composed by the
frames that are closest to each centroid. (5) Sparse Modeling
Representative Selection (SMRS) [21], which takes the entire
video as the dictionary and finds the representative frames
based on the zero patterns of the sparse coding vector. (6)
FFNet [18], the method we developed for single-agent video
fast-forwarding. (7) DMVF [19], the distributed multi-agent
fast-forwarding method we developed.

C. Comparison of MFFNet with Single-agent Fast-forwarding
Approaches

Tab. VI shows the coverage metric and the processing rate
of the single-agent fast-forwarding approaches in the literature,
FFNet, and MFFNet, on the VideoWeb dataset for the 3-view
and 6-view scenarios and the CarlaSim dataset. Note that in
the cases of single-agent approaches (including FFNet), every
view/camera uses the same approach and configuration. In
contrast, a multi-agent approach like MFFNet coordinates the

operations of multiple views. From the table, we can clearly
see its advantage. More specifically:

e For those methods that require processing the entire video
(processing rate of 100%), i.e., OK, SC and SMRS, our
approach MFFNet achieves higher coverage (more than
25% increase) and much lower processing rate.

e When compared with Random and Uniform methods,
MFFNet offers significant improvement in coverage with
a modest increase in processing rate.

e When compared with FFNet, our state-of-the-art single-
agent approach, MFFNet achieves a slightly better coverage
while reducing the processing rate by 9.3% in VideoWeb 3-
view, 7.3% in VideoWeb 6-view and 12.20% in CarlaSim.
This shows that MFFNet is able to further reduce the com-
putation load in the fast-forwarding process while offering
the same (or higher) level of coverage of important frames.

D. Further Comparison of MFFNet with FFNet

Enabling Flexible Coverage-Efficiency Tradeoff. When de-
ploying a video fast-forwarding strategy, the goal of achieving
high efficiency (i.e., low processing rate) contradicts with the
goal of maintaining high coverage, and the designers may want
to trade off between the two metrics. To enable such tradeoff,
MFFNet incorporates a tunable parameter, i.e., the similarity
threshold p. Fig. 6 shows that by changing p, different levels
of tradeoff between coverage and efficiency can be easily
achieved on VideoWeb dataset for 3-view and 6-view scenarios
and on CarlaSim. This is much more flexible and systematic
than simply deploying FFNet on each agent and manually
trying their skipping speeds.

Addressing High-redundancy Cases. The different views in
the VideoWeb dataset have a modest level of redundancy
across them. When the redundancy level is higher, the im-
provement of our MFFNet over FFNet will be even more
significant. Here we consider the extreme case where each
view has the same video data, i.e., the highest level of
redundancy. The fast-forwarding performance of MFFNet and
FFNet in both VideoWeb and CarlaSim is shown in Tab. VII.
As CarlaSim only has 3 different camera views, thus no results
are available for MFFNet-6v. Note that FFNet does not have
any strategy changes in different settings, so its results for



Methods Random | Uniform OK SC SMRS | FFNet | MFFNet
VideoWeb 3-view Coverage (%) 41.33 27.79 39.92 | 42.10 | 31.10 52.88 53.66
VideoWeb 3-view Processing rate (%) 4.40 4.00 100 100 100 6.02 5.46
VideoWeb 6-view Coverage (%) 50.78 25.80 50.21 | 44.74 | 42.36 61.91 61.92
VideoWeb 6-view Processing rate (%) 4.20 3.70 100 100 100 6.02 5.58
CarlaSim Coverage (%) 55.69 36.74 52.24 | 51.80 | 46.85 67.83 68.65
CarlaSim Processing rate(%) 6.50 5.40 100 100 100 14.76 12.96

TABLE VI

COMPARISON OF MFFNET WITH SINGLE-AGENT FAST-FORWARDING APPROACHES FOR BOTH VIDEOWEB AND CARLASIM DATASETS.

Methods FFNet | MFFNet-3v | MFFNet-6v
VideoWeb Coverage(%) 54.10 71.93 75.61
VideoWeb Processing rate(%) 8.69 5.30 4.53
CarlaSim Coverage(%) 52.38 79.31 /
CarlaSim Processing rate(%) 14.76 8.09 /
TABLE VII

COMPARISON OF MFFNET AND FFNET IN THE EXTREME CASE,
WHERE ALL VIEWS HAVE THE SAME DATA.

3-view and 6-view are the same for the extreme case. From
the result, we can see that MFFNet can achieve much higher
coverage and lower processing rate than FFNet.

E. Comparison of MFFNet with Distributed Multi-agent
Framework DMVF

In this section, we compare MFFNet with our distributed
multi-agent video fast-forwarding framework DMVF [19], on
both VideoWeb 6-view and CarlaSim datasets. The results are
shown in Tab. VIII. We have the following findings:

e MFFNet and DMVF are comparable in coverage and pro-
cessing rates on VideoWeb and CarlaSim. On VideoWeb,
DMVF achieves better coverage while MFFNet achieves
better coverage on CarlaSim.

e On both datasets, MFFNet has less communication load
(-44% for VideoWeb and -15% for CarlaSim) and higher
frame rate (+34% on VideoWeb and +93% on CarlaSim).
This is because that DMVF is a distributed method. The
same information from one agent may need to be sent mul-
tiple times and the framework needs to reach a consensus on
the strategy update, which leads to a higher communication
load and longer communication delay.

While MFFNet has the advantages on less communication
load and higher frame rate, DMVF is more flexible to utilize
as it does not need a centralized infrastructure and the con-
nections among agents can be adjusted according to system
needs and agent capabilities. Both centralized and distributed
methods could be suitable for improving the efficiency of
a network of resource-limited agents with cameras, which
can be used in tasks such as search and rescue, wide-area
surveillance, and environment monitoring. Considering the
advantages of each method, the choice between them depends
on the practical application scenario. If we have a stable
centralized infrastructure and each agent is able to reliably
connect to the central controller, the centralized MFFNet might
be a better choice as it can further reduce the communication
load and improve the overall efficiency. However, in some
cases (e.g., in an adversarial environment) we do not have a
stable and capable centralized infrastructure, and some agents
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Fig. 7. Effect of desynchronization on MFFNet in 3-view VideoWeb
scenario. The desynchronization has some effect on the coverage of MFFNet,
but the drop is not too significant.

may not be able to reliably connect to the central node due to
their physical distance or own resource limitations, in which
case DMVF might be a better choice.

F. Impact of Communication on MFFNet

For a multi-agent strategy such as MFFNet, communication
issues such as desynchronization or packet losses could have
a major impact in practice, especially in the case of wireless
communication (in [19], the impact of network connectivity
on DMVF was studied). In this section, we evaluate the per-
formance of MFFNet under the impact of such communication
issues, using the VideoWeb dataset for illustration.

Desynchronization. In this experiment, we consider the
desynchronization of one view with respect to the others. For
instance, frame 20 from one view may be taken physically
at the same time as frame O of other views, but is given a
time tag that is the same as frame 20 of other views (this
could happen due to the desynchronization of camera clocks).
Fig. 7 shows the results on the 3-view scenario when one view
is 20 or 100 frames desynchronized (either ahead or behind)
with the other views. We can see that the desynchronization
indeed has some effect on MFFNet coverage, but the drop is
not too significant. Similar results can be observed for the 6-
view scenario. In practice, with a decent clock synchronization
scheme, we should be able to maintain the desynchronization
to be under 20 frames.

Packet Losses. We consider the cases where a packet from an
agent to the central controller may be lost due to communica-



Method-Dataset DMVF-VideoWeb | MFFNet-VideoWeb | DMVF-CarlaSim | MFFNet-CarlaSim

coverage(%) 65.87 61.92 64.54 68.65
Processing Rate(%) 5.06 5.58 12.33 12.96

Communication p2p(GB) 0.18 / 0.20 /
Communication central (GB) / 0.10 / 0.17
Total Communication (GB) 0.18 0.10 0.20 0.17
Summary to Server (GB) 3.59 3.22 2.27 2.46
FPS 313 419 119 230

TABLE VIII

COMPARISON OF MFFNET WITH DISTRIBUTED MULTI-AGENT FAST-FORWARDING FRAMEWORK DMVF.

Loss probability 25% | 5.0% | 7.5% | 10.0%
3-view coverage(%) | 52.00 | 50.98 | 49.43 49.00
6-view coverage(%) | 60.43 | 60.08 | 59.90 57.89

TABLE IX

EFFECT OF PACKET LOSSES ON MFFNET IN 3-VIEW AND 6-VIEW
SCENARIOS IN VIDEOWEB. THE PERFORMANCE IS SLIGHTLY AFFECTED
BY THE PACKET LOSS (LESS THAN 10% DEGRADATION IN 10% LOSS

PROBABILITY).
Method MFFNet | MFFNet-DQN-0 | MFFNet-DQN-1
Coverage(%) 53.66 64.80 64.24
Processing Rate(%) 5.46 7.32 7.07
TABLE X

COMPARISON OF DIFFERENT CONTROLLERS IN MFFNET.

tion disturbance. Each packet is the fast-forwarded segments
from 100-frame raw videos at an agent. Tab. IX shows the
coverage of MFFNet when the packet loss probability varies
from 2.5% to 10%. We can see that the drop is not very
significant. Moreover, most of the coverage drop is due to the
loss of data itself rather than the strategy selection process.

G. Study of Central Controller Designs in MFFNet

The above results of MFFNet are based on the heuristic
central controller design introduced in Sec. V-B, with explicit
similarity computation and strategy computation. In this sec-
tion, we compare such central controller design with the RL-
based design introduced in Sec. V-C, using the VideoWeb 3-
view case as an example. The results are shown in Tab. X,
where MFFNet is the heuristic central controller based on
similarity computation, and MFFNet-DQN-0 and MFFNet-
DQN-1 represent two RL-based central controllers using DQN
models with the trade-off factor « in Eqn. (18) set to 0
and 1, respectively. From the table, we have the following
observations: 1) The RL-based central controllers using DQN
have higher coverage than the heuristic one based on similarity
computation but also have much higher processing rate. 2)
Setting the trade-off term « in the immediate reward to 1 can
help lower the processing rate but also degrade the coverage.
Note that the choice of which central controller to use depends
on the trade-off preference on coverage or processing rate.

H. Deployment of MFFNet on Embedded Platform

We deployed MFFNet on an actual embedded platform to
evaluate its efficiency. The central controller is implemented
on a Dell Precision 5820 Tower workstation with a 3.6 GHz
Xeon W-2123 CPU and 16GB memory, and the agents are run
on Nvidia Jetson TX2. The communication between the central
controller and the agents is implemented with a wireless

network using TCP. For MFFNet, the average frame rate is
661 FPS for the 3-view scenario and 419 FPS for the 6-view
scenario (note that only a fraction of these frames will be
actually processed), showing its capability to work efficiently
and effectively with real-time speed on embedded processors.

VII. CONCLUSION

In this paper, we first summarize our previous work on
the single-agent video fast-forwarding method FFNet and dis-
tributed multi-agent video fast-forwarding framework DMVEF,
and then present a new centralized multi-agent fast-forwarding
framework MFFNet. The MFFNet framework includes a set
of multi-strategy fast-forwarding agents that can adapt to
different fast-forwarding paces, and a central controller that
can choose the proper pace for every agent and generate
a compact summary of the scene. We conducted a series
of experiments on a real-world surveillance video dataset
and a new simulated driving dataset, for MFFNet, DMVE,
FFNet, and several methods in the literature. Experimental
results demonstrate that our two collaborative multi-agent
video fast-forwarding approaches, MFFNet and DMVF, can
achieve better scene coverage and lower frame processing
rate than applying single-agent fast-forwarding approaches
on multiple agents without coordination. The experiments
also demonstrate the trade-off between MFFNet and DMVFE,
the impact of communication disturbance, and the choice of
different central controller designs.
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