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Abstract. This paper addresses problems of second-order cone programming important in
optimization theory and applications. The main attention is paid to the augmented Lagrangian
method (ALM) for such problems considered in both exact and inexact forms. Using generalized
differential tools of second-order variational analysis, we formulate the corresponding version of
second-order sufficiency and use it to establish, among other results, the uniform second-order
growth condition for the augmented Lagrangian. The latter allows us to justify the solvability
of subproblems in the ALM and to prove the linear primal-dual convergence of this method.
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1 Introduction

In this paper we consider the class of constrained optimization problems belonging to second-
order cone programming (SOCP) that are given in the form:

minimize f(x) subject to ®(x) € Q, (1.1)

where both mappings f: R® — R and ®: R® — R™*! are twice continuously differentiable
(C2-smooth) around the reference points, and where the underlying set Q is the second-order
(Lorentz, ice-cream) cone in R™*! defined by

Q:={y=(yo,yr) ERXR™[lynll < wo}- (12)

Problems of this type (SOCPs for brevity) constitute a remarkable subclass of nonpolyhedral
conic programs that has been well recognized in constrained optimization and various applica-
tions; see, e.g., [1,4,5,28] and the references therein.

Our main attention is paid to developing a numerical method to solve (1.1) that involves
the augmented Lagrangian £ : R™ x R™*! x (0,00) — R associated with this problem, which is
defined by

(e p) = Fla)+ Dist? (®(a) 4574 Q) — 2o AR (4, p) € BT xR % (0,00), (1.3)

where A € R™*! is a (vector) multiplier, and where p > 0 is a penalty parameter of .Z. The
principal idea of the augmented Lagrangian method (ALM) for (1.1) is to solve a sequence of
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unconstrained problems which objectives are defined by the augmented Lagrangian (1.3) at a
given multiplier-parameter pair (), p); namely,

minimize Z(z,\,p) over x € R". (1.4)

This means that, given a multiplier A and a penalty parameter p, the ALM solves the uncon-
strained problem (1.4) for the primal variable x and uses the obtained value to update both the
multiplier and penalty parameter in the next iteration.

The ALM was first proposed independently by Hestenes and Powell for nonlinear program-
ming problems (NLPs) with equality constraints [16,31] and was originally known as the method
of multipliers . For the latter framework, Powell observed in [31] that the ALM converges locally
with an arbitrarily linear rate if one started the method with a sufficiently high penalty factor
(but without the requirement of driving the penalty parameter to infinity) and from a point suf-
ficiently close to a primal-dual pair that satisfies the standard second-order sufficient conditions
(SOSC). This is an appealing feature of the ALM, since it provides a numerical stability that
cannot be achieved in the usual smooth penalty method.

The ALM was largely extended to various settings of NLPs as well as convex programming
with both equality and inequality constraints by Rockafellar [33—-35]; see also the monographs
[3,30,40] and the references therein. The classical results for the linear convergence of the ALM
in NLP framework impose the SOSC, the linear independence constraint qualification (LICQ),
and the strict complementarity condition, which all together guarantee the uniqueness of the
primal solution as well as the corresponding dual solution/multiplier.

More recently, the study of the ALM has been growing with important theoretical devel-
opments. On one hand, various attempts have been made to relax the restrictive assumptions
for the convergence of this method in the NLP settings. In such a framework, Fernandez and
Solodov achieved in [10] a remarkable progress for NLPs by proving that the linear convergence
of the primal-dual sequence in the ALM can be ensured if the SOSC alone is satisfied. This
result significantly improved the classical ones for NLPs by verifying that neither the LICQ
nor the strict complementarity condition is required for local convergence analysis of the ALM.
A further improvement was obtained in Izmailov et al. [18] by showing that the conventional
SOSC utilized in [10] can be replaced by the noncriticality of Lagrange multipliers for prob-
lems with equality constraints. On the other hand, the ALM has been studied for other major

classes of constrained optimization including SOCPs [22] and semidefinite programming prob-
lems (SDPs) [12]. For C2-cone reducible problems of conic programming (in the sense of Bonnans
and Shapiro [5]), Kanzow and Steck [20,21] established the linear convergence of the primal-

dual sequence generated by modified versions of the ALM under the SOSC and strong Robinson
constraint qualification; the latter yields that the Lagrange multiplier is unique. However, the
solvability of subproblems in the ALM was not addressed in these papers. We also refer the
reader to the paper by Cui et al. [6] and the bibliography therein for recent developments on
the ALM for particular classes of convex composite problems of conic programming.

The major goal of this paper is to develop both ezxact and inexact versions of the ALM
for SOCPs under fairly mild assumptions. We aim first at establishing the solvability and
Lipschitzian stability of the ALM subproblems by imposing merely the corresponding SOSC
for (1.1) in the general case of nonunique Lagrange multipliers. Having this, we verify a local
primal-dual convergence of iterates with an arbitrary linear rate by assuming in addition the
uniqueness of multipliers. Similarly to Ferndndez and Solodov [10], our approach revolves around
the second-order growth condition for the augmented Lagrangian (1.3). To the best of our
knowledge, the origin of such a second-order growth condition for NLPs goes back to Rockafellar
in [38, Theorem 7.4] from which [10] significantly benefits. However, in contrast to [35], [10] as
well as to the vast majority of other publications on numerical optimization, we achieve our goal



for (1.1) by employing the concepts of the second subderivative and twice epi-differentiability of
extended-real-valued functions in the framework of second-order variational analysis.

The outline of the paper is as follows. In Section 2 we recall the notions of variational
analysis and generalized differentiation with some preliminary material used in the paper.

The main result of Section 3, which is of its own interest, provides an error bound estimate
for the canonically perturbed KKT system associated with (1.1) under the SOSC and a certain
calmness property of the multiplier mapping with respect to perturbations that automatically
holds for NLPs. We also present here an example showing that the imposed calmness property
is essential for the validity of the error bound in the SOCP setting and then discuss efficient
conditions ensuring the fulfillment of this calmness for nonpolyhedral SOCPs.

Section 4 conducts a comprehensive second-order variational analysis of the augmented La-
grangian (1.3) associated with the second-order cone program (1.1). Based on the obtained
precise computation of the second subderivative of (1.3), we characterize here the second-order
growth condition for (1.3) via the SOSC and then establish its uniform counterpart needed in
the general case of nonunique Lagrange multipliers.

The concluding Section 5 provides a detailed solvability, stability, and local convergence anal-
ysis of the suggested ALM algorithm for SOCPs that strongly exploits the SOSC and obtained
second-order growth conditions. Our analysis includes the proof of solvability of the ALM
subproblems in both exact and inexact versions and then establishes the linear convergence of
primal-dual iterates to the designated solution of the KKT systems under the SOSC by using
the established robust isolated calmmness and upper Lipschitzian properties of the correspond-
ing perturbed multiplier mappings. In this way we obtain explicit relationships between the
constants involved in the algorithm and the imposed assumptions on the given data.

Throughout the paper we use the standard notation and terminology of variational analysis
and conic programming; see, e.g., [5,27,39]. Recall that B stands for the closed unit ball of
the space in question, that B, (x) := « 4+ vB is the closed ball centered at « with radius v > 0,
that IN := {1,2,...}, and that A* indicates the matrix transposition. Given a nonempty set
Q C R™, the symbols int 2, ri 2, bd ©, and Q- signify its interior, relative interior, boundary, and
orthogonal complement space, respectively. The indicator function of 2 is defined by dqo(x) := 0
for € Q and dq(x) := oo otherwise, dist(z; () signifies the distance between z € R™ and the
set €, and the projection of = onto Q is denoted by Il (z). As in (1.2), we often decompose a
vector y € Q C R™* into y = (yo,yr) with yo € R and y, € R™. Taking this decomposition
into account, denote 3 := (—vo,%,). Similarly, for the mapping ®: R* — R™*! with & =

(®o, ..., D), we denote by ®(z) the vector (—Pg(x), ,(z)) for any x € R™.

2 Preliminaries from Variational Analysis

We start this section with recalling those constructions of variational analysis and generalized

differentiation, which are broadly employed in what follows; see [5,27,39] for more details and
references. Given a set © C R™ with & € O, the tangent cone to © at T is defined by
To(z) == {w € R™ | 31,0, wh = w as k— oo with 7+ tpuw* € ©}. (2.1)

If © is convex, the normal cone to © at £ € © in the sense of convex analysis is
No(z) :={veR" | (v,z — z) < 0}.
In the case where © = Q, the second-order cone (1.2), we get, respectively, the expressions
R 1 if y€intQ,

To(y) =4 Q if y=0,
{y eR™1 | (7,y/) <0} if ye (bdQ)\ {0},
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{0}  if yeintQ,

No(y)=q-Q if y=0, (2.2)
Ryy  if y e (bdQ)\ {0}
Given further an extended-real-valued function ¢: R® — R := (00,00], its domain and

epigraph are defined, respectively, by
domy :={z € R" | p(z) <oo} and epiy:={(z,p)€ R+ | 1> p(x)}.
Considering next a set-valued mapping F': R” = R™ with its domain and graph given by
domF := {z € R" | F(z) #0} and gphF := {(z,y) eR" x R™ |y € F(x)},
we define the graphical derivative of F' at (Z,y) € gph F' via the tangent cone (2.1) by
DF(z,5)(u) :== {v € R™ | (u,v) € Typnp(Z,9)}, ueR"™ (2.3)

A mapping F': R" = R™ is called calm at (Z,y) € gph F' if there exist £ > 0 and neighbor-
hoods U of z and V of ¢ for which

F(z)NV C F(z) + ¢||]r — z||B whenever z € U. (2.4)

It is said that F has the isolated calmness property at (Z,y) € gph F' if (2.4) holds with the
replacement of F(Z) by {y} on the right-hand side therein. Furthermore, F' has the robust
isolated calmness property at (Z,y) if

Fx)nV c{y} + |z —z||B with F(z)NV #0 forall z € U. (2.5)

Properties of this type go back to Robinson [32] who introduced the upper Lipschitzian version
of calmness corresponding to (2.4) with V' = R™. Similarly to (2.5), we say that F' has the
robust isolated upper Lipschitzian property if (2.5) holds with V' = R™. It is well known that
(2.4) is equivalent to the metric subregularity of the inverse mapping F~! at (,Z). These “one
point” properties are more subtle and essentially less investigated than their robust “two-points”
counterparts (as metric regularity and Lipschitz-like/Aubin ones), while their importance for
optimization theory, numerical algorithms, and applications has been broadly recognized in the
literature; see, e.g., [6—53,12,15,19,25 27, 43] with the references and discussions therein.

Turning now to the constructions of second-order variational analysis, for a function ¢: R™ —
R, define the parametric family of second-order difference quotients at  for v € R™ by

P(7 + tw) — p(T) — t{v, w)

A2p(z,7)(w) = ¥ with w € R", ¢ > 0.
2

If () is finite, the second subderivative of ¢ at z for v and w is defined by

d%p(z,7)(w) = lirg%nf AZp(z,0)(w). (2.6)

w’ —w

Following [39, Definition 13.6], a function ¢: R® — R is said to be twice epi-differentiable
at = for ¥ if the sets epi AZp(Z,v) converge to epid?p(Z,v) as t | 0. If in addition the second
subderivative is a proper function (i.e., does not take the value —oo and is finite at some point),
then we say that ¢ is properly twice epi-differentiable at Z for v. The twice epi-differentiability



of ¢ at  for v can be understood equivalently by [39, Proposition 7.2] as that for every w € R”
and every sequence tj, | 0 there exists a sequence w® — w with

AF p(7,0)(w’) — dp(z,7)(w).

Twice epi-differentiability, together with a precise calculation of the second subderivative (2.6)
of the augmented Lagrangian (1.3) associated with (1.1), plays a major role in our develop-
ments. This property was introduced by Rockafellar in [36] who verified it for fully amenable
compositions. Quite recently [23, 24, 20], the class of extended-real-valued functions satisfying
this property has been dramatically enlarged by showing that twice epi-differentiability holds
under parabolic reqularity, which covers the SOCP setting; see more details in the cited papers.

When ¢ is the indicator function to the second-order cone Q, it is shown in [14, Theorem 3.1]
that ¢ = dg is properly twice epi-differentiable at any & € Q for every v € No(%) and its second
subderivative (2.6) is calculated by the precise formula

Loo(r B 519(5,@) (w) if z € (int Q) U {0}, .
D= L (17 - ) + 6rgam () it 2 pae) o,

where w = (wp, w,) € R x R™, and where Kg(Z,v) := To(z) N {0} stands for the critical cone
to the set Q at & € Q for any normal direction v € Nq(Z).
The Karush-Kuhn-Tucker (KKT) optimality system associated with (1.1) is given by

VoL(z,\) = Vf(z)+V®(x)*A =0, Xe No(®(x)), (2.8)

where L(z, ) := f(z) + (\, ®(z)) is the (standard) Lagrangian of problem (1.1) with (z,\) €
R”™ x R™*!. For any z € R", define the set of Lagrange multipliers associated with z by

A@) == {AeR™! | V,L(Z,A) =0, A € No(®(2))}. (2.9)

Our major attention to the second subderivative (2.6) in this paper is due to its ability
to characterize the second-order growth condition in (1.1) and thus to provide a second-order
sufficient condition for strict local minimizers of this problem. To this end, we recall the corre-
sponding result from [24, Proposition 7.3] justifying such an application for SOCPs.

Proposition 2.1 (SOSC yields second-order growth). Let (z,)) € R" xR™! be a solution
to the KKT system (2.8), and let the second-order sufficient condition

(V2,L(z, \)w,w) + d%g (®(2), A) (VO (Z)w) > 0 (2.10)
for all we R™\ {0} with V&(Z)w € Ko(®(z),)) '
hold. Then there exist positive numbers £,y such that the second-order growth condition
flx) > f(z)+ %EH:C —z|*  forall x € B (Z) with ®(z) € Q (2.11)

is satisfied for the second-order cone program (1.1).

Observe that the presented SOSC (2.10) is equivalent to the second-order conditions used for
SOCPs in other publications [4,14,20]. This indeed follows from the second subderivative formula
(2.7). Note also that SOSC (2.10) is stronger than the conventional second-order sufficient
condition for (1.1), the latter requires the supremum of the quadratic term in (2.10) over all the
Lagrange multipliers from (2.9) be positive. This stronger condition is in fact equivalent to the
second-order growth (2.11) under an appropriate constraint qualification; see [241, Theorem 7.2].
Let us now provide an equivalent version of SOSC (2.10) that is often used in what follows.



Remark 2.2 (equivalent version of SOSC). It is not hard to check that the formulated
SOSC (2.10) amounts to saying that there exists a number ¢ > 0 such that we have

{<V§xL(x, Nw,w) + d*5o (@ (z), A) (Ve (Z)w) > £ ||w]? (2.12)

for all w € R™ with V®(Z)w € Ko(®(Z),\).

Conversely, the fulfillment of (2.12) at (Z, \) ensures that for any £ € (0, £) there exists a positive
number v such that the second-order growth condition (2.11) is satisfied at Z.

We conclude this section by recalling some properties of the augmented Lagrangian (1.3)
that are used below; see, e.g., [39, Exercise 11.56].

Proposition 2.3 (properties of the augmented Lagrangian). For (1.3) with (z,\,p) €
R™ x R™H % (0,00) the following hold:

(i) The function p— ZL(x, A, p) is nondecreasing.
(ii) The function A — Z(x,\, p) is concave.
It follows from the direct differentiation of (1.3) that for any p > 0 we have

VaZ(z, A, p) = p~H [IT_g(p®(z) + A) — A,
which allows us to readily deduce that (Z, ) is a solution to the KKT system (2.8) if and only
if for any p > 0 this pair satisfies the equation

(VaZ(z, A, p), VAL (x, A, p)) = (0,0). (2.14)

Finally in this section, recall some properties of the projection mapping for the second-order
cone Q that are extensively exploited throughout the paper:
(P1) p=TIg(y) ifand only if p € Q, (y — p,p) =0, and y — p € — Q.
(P2) For every y € R™! we have y = lg(y) + I1_g(y).
(P3) For every y € R™! we have (Ilg(y),II_o(y)) = 0.
(P4) X € Ng(y) if and only if Ilg(y + A) = y.

3 Error Bounds for Perturbed KKT Systems of SOCPs

Here we derive an efficient error bound estimate for the KKT system of problem (1.1) under the
validity of SOSC (2.10). This is highly important for the subsequent results of the paper.

A crucial role of error bounds in convergence analysis of major numerical algorithms has been
well understood in optimization theory; see, e.g., the books [9,19]. To the best of our knowledge,
the first error bound estimate for KKT systems of NLPs under the classical second-order suffi-
cient condition alone was derived in Hager and Gowda [13, Lemma 2] and then was improved by
Izmailov [17] who replaced the conventional SOSC with the weaker noncriticality of Lagrange
multipliers introduced therein. It has been recently observed by Mordukhovich and Sarabi [29]
that similar results for nonpolyhedral conic programs require an additional assumption of the
calmness of Lagrange multiplier mappings associated with canonically perturbed KKT systems.
The latter assumption automatically holds for NLPs.

For any fixed z € R"™ the multiplier mapping Mz: R™ x R™+1 = R™+1 associated with the
canonically perturbed KKT system (2.8) of (1.1), is defined by

Mz(v,w) :={\ € R™H | VoL(Z,A) =v, A € No(®(Z) + w)}, (v,w)€R" X R™H.(3.1)



It is easy to see that Mz (0,0) reduces to the set of Lagrange multipliers A(Z) of the unperturbed
system (2.9). Given a solution (Z, A) to the KKT system (2.8), the calmness condition (2.4) for

M3 at ((0,0), A) reads as the existence of positive constants 7 and 7 such that
Mz(v,w) NBy(X) C AZ) + 7([|w]| + |[v])B whenever (v,w) € B,(0,0).
This can be equivalently rewritten as the existence of 7,7+ > 0 such that the estimate

dist (A\; A(Z)) < 7([ VoL@, \)|| + dist (®(2); Ng' (V) (3.2)

holds for all A € B,(A\). We can easily check that for (polyhedral) NLPs the calmness of the
multiplier mapping follows automatically from the classical Hoffman lemma. Efficient conditions
for the calmness of (3.1) in the SOCP framework (1.1) are presented at the end of this section.

Now we are ready to derive the main result of this section ensuring the aforementioned error
bound estimate. Define the residual function o: R® x R™*! — R of the KKT system (2.8) by

(2, A) = Vo L(z, )| + [|®(z) — o (B(x) + )|, (z,A) € R x R™L, (3.3)

It is easy to see that if (Z, \) is a solution to the KKT system (2.8), then it follows from property
(P4) of the projection mapping that o(Z,A) = 0. Using this and the Lipschitz continuity of o
with respect to both x and A around (z, ), we can find constants 2 > 0 and k2 > 0 such that

o(z,A) < ko(||lz — z|| + dist(\; A(Z)))  for all (z,\) € B, (T, A). (3.4)

Below we show that the opposite inequality in (3.4), which is crucial for our subsequent devel-
opments of the ALM, can be achieved if in addition both SOSC (2.10) and the calmness of the
multiplier mapping are satisfied. The provided proof, being strongly based on the geometry of
the second-order cone (1.2), is much simpler than the one given recently in [29, Theorem 5.9]
for C?-cone reducible cone programs that is based on a highly involved reduction technique.

Theorem 3.1 (error bound for SOCPs under calmness and SOSC). Let (z,)\) be a
solution to the KK T system (2.8), and let SOSC (2.10) hold at (Z,\). If the multiplier mapping

Mz in (3.1) is calm at ((0,0),\), then there exist constants y1 > 0 and k1 > 0 such that

|z — Z|| + dist(\; A(Z)) < k1o(x,A)  forall (z,)) € By, (T, ), (3.5)

where the residual function o is taken from (3.3).

Proof. Observe that if x = Z and A € A(Z), then (3.5) holds since both sides are equal to 0.
Let us now verify (3.5) while assuming that either x # Z or A ¢ A(Z). We first show that

|z —zZ|| = O(o(z,N) as (z,A) = (T, ). (3.6)

Arguing by contradiction, suppose that there exists a sequence (¥, A\¥) — (Z,\) with either
xk £ T or \¥ ¢ A(Z) satisfying the strict inequalities

|zF — Z|| > ko(z®, AF) > 0 for all k € N,
which imply that o (2, \¥) = o(||2* — Z||). By the definition of ¢ the latter means that
VoL(z® M) = o(||zF — Z||) and of := q)(xk) — Mo (®(z*) + )\k) = o(||z* — 7). (3.7)
Using the second equality in (3.7) combined with property (P1), we get the relationships

d(zF)—af e, N+abe-Q, and <(I)(."L‘k) — ok AP+ ozk> =0, (3.8)
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which in turn bring us to the inclusion
Aok € No(@(aF) — ab). (3.9)
It follows from the calmness estimate (3.2) that
dist (A + o A(2)) < 7(||[VLL(Z, AF + )| + dist(®(2); Ng ' (AF + o))

for all £ € IN sufficiently large. Since the gradient V f and Jacobian V& mappings are Lipschitz
continuous around Z, we always have the estimate

IVoL(@, A+ b)) < IVF(2") = V@) + VoL@, A+ [[(VO(a") - V(7)) A"
HIVe(z)*a*|| = O(|l«" — ).

On the other hand, it follows from (3.9) that ®(z*) — o* € Nél(/\k + a¥), and hence
dist(®(2); Ng'(\* + a¥)) < [|@(aF) — o* — @(2)|| = O(|la* — z),

where the last equality comes from the Lipschitz continuity of ® around z and the condition
o = o(||z¥ — Z||). This ensures in turn that \¥ — \* = O(||z* — Z||), where A} := HA(J—E)()\]“).
Passing to subsequences if necessary gives us

f — 7 PLANDY

C 5640 and
[lz* — 2| [

k
—n as k— oo. (3.10)

Appealing now to the first estimate in (3.7), we arrive at the equalities

o(||lz* — Z|)) = ViL(zF, \F) =V L(z* X))+ Vo(F)*(\F - N)
= V.L(Z, ) + V2 Lz M\ (2" — 2) + o(||2* — Z||)
FVB(F ) (W =38 4 (Vo (2h) — vao(z))"(\F - X)
= V2, L(z,\) (2" — &) + VB (zF) (\F — AF)
+(V20(z) (" — z) + o([la* — 2]))" (A = X) + o([l2* — 2).

Dividing both sides by ||z* — Z| and then passing to the limit as k — oo show that
0=V2,L(z,\E+ V() . (3.11)

Let us now verify the inclusion V®(z)¢ € Ko(®(z),\) = To(®(Z)) N {A\}*+. Indeed, using
the first relation in (3.8) yields

k

03 B(ak) — of = (@) + ¥ — 2| [Vo(@) (i) + of[l* — rfll)]7

% — 2| [k — x|

which tells us that V®(z)¢ € To(®(z)). Combining this with A\ € No(®(z)), we obtain
(A, V&(z)¢) < 0. To prove the equality therein, deduce from (3.9) that

0> <)\k+ak,‘1>(£)—<1>(xk)+ak>:_<)\k+ak’”xk_i”[vq>(j)( b 1 >+0(||xk__j||)}>

Bl la* — x|

Dividing both sides by ||#¥ —Z|| and then passing to the limit as k — oo verify that (\, V®(z)¢) >
0. Thus we get (A, V®(z)¢) = 0 and hence arrive at V®(z)¢ € Ko(®(Z), \).



Our next step is to prove the following inequality involving the second subderivative (2.6):
(VO(z)€,m) > d*50(2(7),\) (VE(T)E). (3.12)

To proceed, remember that AF € No(®(z)). Using (3.9) and the monotonicity of the normal
cone mapping to a convex set, we get
0 < (o@" —@(i‘)—ak Ak—Xk+ak>
= (VO(@)(zF — z) + o||z* — Z[)), \F — X + o[z — z|)).

Dividing both sides by ||z¥ — Z||? and passing to the limit as k — co give us

(VO(2)E,n) > 0.

This combined with (2.7) verifies (3.12) if either ®(z) = 0, ®(x) € int Q, or A = 0.

It remains to validate (3.12) in the case where ®(z) € (bd Q)\{0} and A # 0. Then (3.9) and
the normal cone representation (2.2) allow us to find t; € R4 and t, € R, such that A + a =
tk(q)( k) — &) and e = tkq)( ) for large k € IN. We clearly have limg_,oo t = limg 00 1 =
IAll/||®(z)]|. Passing to a subsequence if necessary, assume without loss of generality that either
tp > fk or ty, < fk for all £ € IN. If the former holds, then

(B(2%) — @(z) — aF NF — /\k—l—a} (®(a") — ®(7) — o, ;P (x )—?kci(@)—tk&k>

t(2(ah) — ®(z) — oF, B(a*) — <I>( )) + (te — t) (®(2") — B(z) — oF, d(a¥) — aF)
(V) (2" — ) + of[|2* —wll) (2" — 2) + o(||* —EH)>—(tk—tk)<¢>(:i),3>(w’“)
t(VO(z) (2" - 7) + o(|2* — Z||), VE(2) (2" — 2) + o(|l«* — z]))),

5?)

A/_\

Y

where the second equality comes from ®(2%) — ¥ € bd Q and the last inequality is due to
®(z) € Q while ®(z%) — &% € —Q. If the latter holds, a similar argument brings us to

(B(2%) — (z) — a® N - /\k+a> (®(zF) — (z) — o, 1,8(z%) — 1,8 (7) — t,.5")
= 1(D(F) — (@) — oF, (ah) — & — 0(2)) + (th — 1) (B(2¥) — B(7) — o*, B(z >>
= 6 (VO(&)(a" - 7) + o —wH Vo (z)(
> 14(VO(@)(a* — 7) + o|a* — 2[)), VO(2) (2" — ) + o( 2" — 2])).

Dividing these estimates by ||2* — Z||? and passing to the limit as k — oo result in

(Vo) > ol (vewe vame) = asote@. N(vewe)

where the last equality is taken from (2.7). This fully justifies (3.12).
Combining now (3.12) with (3.11) implies that

(6, V2, L(Z,N)E) + %50 (2(2), N) (VO(Z)€) < (& V2Z,L(T,N)E) + (VE(Z)E,n) =0,

which contradicts the second-order sufficient condition (2.10) since ®(Z)€ € To(P(Z)) and £ # 0,
and thus verifies estimate (3.6).
To finish the proof of the claimed error bound (3.5), it remains to show that

dist(A\; A(Z)) = O(o(z,N)) as  (z,A) = (T, \). (3.13)

_&k>

F — ) + of|la* — z])) + <tk—tk< z*) - of, &(z))



To proceed, pick (z,)) satisfying (3.6) and denote y = Ilg(®(z) + A) — ®(z). Thus we get
A—y € Ng(®(z) + y). Moreover, since (z,A\) — (Z, ), we get y — 0. Combining the latter
with (3.2) readily yields the relationships
dist(\ = yiA@) = O(IVaL(@A -yl +dist(@(); Ng'(r — 9))
— O(IVaLi@ N + Iyl + 1z - 7)) = O(o(a. N),
where the last equality comes from (3.6). Since
dist (A\; A(Z)) — dist(A — y; A@)) = O(||ly]]) = O(o(z, N)),

we arrive at (3.13). The error bound (3.5) follows from the combination of (3.6) and (3.13), and

hence completes the proof of the theorem. O

Next we present an example showing that the assumed calmness of the multiplier mapping in
Theorem 3.1 is essential for the validity of the error bound (3.5). In fact, the following example
demonstrates more: not only does the primal-dual error bound (3.5) fail without the calmness
assumption on (3.1), but even the primal estimate (3.6) is violated in the absence of calmness.
This illustrates a striking difference between NLPs and nonpolyhedral SOCPs.

Example 3.2 (failure of error bound in the absence of calmness of multiplier map-
pings). Consider SOCP (1.1) with the data f: R? — R and ®: R? — R? defined by

f(z:) =23 and ®(x):= (-2 + 29,29,0) with z = (x1,22) € R%
Take z := (0,0) and observe that ®(z) = 0 and that

viw=(g). ve@ =)} g a@=-enia Lot ~Ri-1 10,

Letting A := (—1,1,0) € A(Z), we conclude that the pair (Z,\) satisfies the KKT system (2.8).
It follows from the equality

V2,1(z,3) = V2£(2) + VE(A, @) (2) = 2I,
with 5 standing for the 2 x 2 identity matrix, that SOSC (2.10) holds at (Z, A). To show now that
the multiplier mapping M from (3.1) is not calm at ((0,0),\), select \F := ( — 1tk 4 /1 — t%)

with t;, T 1 as k — oo, which yields \*¥ — X as k — oo and A\*¥ € —Q for all & € IN. Direct
calculations give us the expressions

EX) o2 3 =2t —t?
dist? (V55 A7) = [|\* - <A;A>AH _ ety g
Al 2
IVF(Z) + V() N = (1, — 1)%,
which lead us to the limit calculations
i dist® (A*F; A(z)) L 32— th _ .

koo |V f(Z) + VO(Z) A2~ 2 k300 (tp —1)2

This tells us that the multiplier mapping Mjz is not calm at ((0,0), ).
Next we check that the primal estimate (3.6) fails in this example. To proceed, take zk =
(0, ax) with ay, := —(t, — 1)/2 and observe that (z*, \¥) — (Z,\) as k — oo. This yields

V(@) + VO (k) Ak = ( 0 ) + <tk(i 1) _ (8) — of[l* — ). (3.14)

20y,
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On the other hand, since ®(z*) is a nonzero point on the boundary of Q and A* is a nonzero
point on the boundary of —Q, it follows that

D(ak) + N = ap(1,1,0) + (= Lty /1-17) ¢ QU-Q.

Letting y* := ®(2*) + \¥, we calculate that

ky _ L[k k yy
to(y") = 5 (u6 +11w#1) (1. 77
;

and then easily check as k — oo that

k k k ak—l—i—\/az—l—Qaktk—i—l
(1,”) L (1,1,0) and im0l g — 2.

1yl hooo [Jak — T koo v B

This allows us to compute the limits

i 1925 =Da@A) £y, 860 b+l o)
k=00 |z* — z|| koo ll o 2|k — 2|\ [yl

= [/(1,1,0) — (1,1,0)]| = 0.

Combining the latter with (3.14) demonstrates that the primal estimate (3.6) and hence the
error bound (3.5) both fail in this simple example.

Let us now turn our attention to efficient conditions that ensure the fulfillment of the imposed
calmness of the multiplier mapping (3.1). First we provide an improvement of a result established
recently in [29, Theorem 4.1], which gives a complete characterization of the calmness property
of (3.1) together with the uniqueness of Lagrange multipliers in terms of the dual qualification
condition that involves the graphical derivative (2.3) of the normal cone mapping for (1.2).
To proceed, consider the fully perturbed set of Lagrange multipliers M: R™ x R” x R™t!l —
R™*! where—in contrast to Mz(v,w) in (3.1)—the decision variable x is also included in the
perturbation procedure. We define this mapping by

M(z,v,w):={X € R™H ‘ ViL(z,\) = v, A € No(®(z) +w)} (3.15)

for (z,v,w) € R™ x R® x R™*! and observe that M(7,0,0) = Mz(0,0) = A(z). The next
proposition provides a full characterization of the upper Lipschitzian property of the fully per-
turbed multiplier mapping M via the dual qualification condition, which plays a key role in the
convergent analysis of the ALM method for SOCP (1.1).

Proposition 3.3 (calmness and uniqueness of Lagrange multipliers). Let (Z,)) be a
solution to the KKT system (2.8). Then the following assertions are equivalent:

(i) The multiplier mapping Mj is calm at ((0,0), A), and A(Z) = {\}, i.e., the mapping Mz has
the isolated calmness property at (T, ).

(ii) We have the dual qualification condition
DNg(®(z),A)(0) Nker VO(z)* = {0}. (3.16)
(iii) There exist positive numbers v3 and k3 such that the upper Lipschitzian estimate
M(z,v,w) C {A} + k3(||x — Z|| + ||v]| + |w])B for all (x,v,w) € B,,(Z,0,0) (3.17)

holds for the fully perturbed multiplier mapping (3.15).

11



Proof. The equivalence between (i) and (ii) was established in [29, Theorem 4.1]. Also it is
not hard to see that (iii) implies (i) since M (Z,0,0) = A(Z). Thus it remains to verify the last
implication (ii) == (iii). Observe to this end due to [14, Corollary 3.4] that

DNg(®(2),1)(0) = Ny o (o) 5)(0) = Ko(®(2),A)" = (To(®(2)) N {A})",
which in turn yields the inclusion
No(2(z)) = To(®(z))" € DNo(®(z), 1)(0).
Then the dual qualification (3.3) ensures the fulfillment of the basic constraint qualification
No(®(z)) Nker VO(z)* = {0},

which implies that the Lagrange multiplier sets M (z, v, w) are uniformly bounded for all (x, v, w)
in some neighborhood U of the nominal triple (z,0,0).

Having this in hand and arguing by contraposition, suppose on the contrary that the upper
Lipschitzian property (3.17) fails. The equivalence between (i) and (ii) readily implies that
M(Z,0,0) = A(Z) = {\}. Thus it follows from the contraposition assumption that there exist
sequences of (z¥,v* w*) — (Z,0,0) as k — oo and of the corresponding multipliers \* ¢

M (2, 0%, wk) satisfying the inequality
INE = X > E(]|z* — Z|| + ||o¥|| + |w®|)) whenever k € IN. (3.18)

Suppose without loss of generality that (z*,v*, w¥) € U for all k € N. Hence the sequence {\*}
is bounded, and so it has a limiting point A Takmg into account the robustness (closed graph
property) of the normal cone mapping Ng with respect to perturbations of the initial point, the
continuity of the mappings ®,V f, and V& as well as the convergence (xF,vF, wh) = (2,0,0),
we arrive at A € A(z) = {)\}, which tells us that \¥ — X as k — co. Letting now t := [|\¥ — )|
ensures that ¢; | 0 and allows us to conclude by (3.18) that

o — 7 =o(ty),v" = o(ty) and w® =o(ty) as k — oo. (3.19)

Furthermore, the passage to a subsequence if necessary gives us a vector n € R™1\ {0} such
P

that ; — 1. Recalling that \* € M (zF, vF, w), we get
k
oty) = v* = Vf(F) + Ve(aF) A\
= Vf(z") -Vf(z )+vq>( ) L V(I)(j;) A
= Vi) Vi@ + (Ve ()" A\ + VO (2)(\" — N)
)

= o(ty) + VO(Z)(NF — )

where the verification of the last equality uses the Lipschitz continuity of Vf and V& around
7, the boundedness of {\¥}, and the first estimate in (3.19). Dividing both sides of the latter
by t; and passing to the limit as k — oo result in 7 € ker V®(Z)*. On the other hand, we have

<¢>(xk) +wk —®(z) N — X) _(®(F) 4wk A — (@(), ) . gph No — (®(2), M)
123 Tt B tg, 13

)

which yields (0,7) € Typh o (®(Z), A) and hence verifies the condition
n € DNg(®(z,\))(0) Nker V& (z)*.

Since 1 # 0, the latter contradicts (3.16) and thus justifies the claimed estimate (3.17). O
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A different sufficient condition for the upper Lipschitzian property (3.17) was obtained
in [5, Proposition 4.47] by using a condition called the “strict constraint qualification.” This
condition is strictly more restrictive than the dual qualification (3.16), which—as shown in
Proposition 3.3—is indeed equivalent to the upper Lipschitzian estimate in (3.17).

Our next goal is to provide a more detailed analysis of the calmness of the multiplier mapping
for (1.1) entirely via the given SOCP data at the fixed solution (Z,\) to the KKT system
(2.8). Consider all the possible cases. If ®(z) € int Q, then it follows from the normal cone
representation (2.2) that A(z) = {0} for the set of Lagrange multipliers in (2.9). Since Mz(0,0) =
A(z) and since Mz(u,v) = {0} whenever the pair (u,v) is sufficiently close to (0,0), we surely
get the calmness of the multiplier mapping at ((0,0),\) with A = 0 in this case. If further
®(z) € (bd Q) \ {0}, then it follows from (2.2) that A(Z) is the intersection of two polyhedral
convex sets. Employing the classical Hoffman lemma ensures that

dist (A\; A(Z)) = O(||VaL(z, V)| + dist(X; No(®(z))) = O(||VoL(z, \)|| + dist(®(z); Nél()\))
for all A close enough to A € No(®(Z)), where the last equality comes from the fact that the

mapping Ng is clearly calm at (®(Z), A) in this case. This again verifies the calmness property
of the multiplier mapping (3.1) at ((0,0), A).
Considering further the remaining case where ®(z) = 0, we deduce from [1, Proposition 4.1]

that the set of Lagrange multipliers A(Z) admits one of the following representations:

(a) The strict complementarity holds for A(z), i.e., A(Z) contains an interior point of —Q.
(b) A(@) = {0}.

(¢) A(z) ={\} and A € bd (—Q) \ {0}.

(d) A(z) =R\ and A € bd (—Q) \ {0}.

The next proposition describes the calmness of multipliers for (1.1) when ®(z) = 0.

Proposition 3.4 (calmness of SOCP multipliers at vertex). Let (Z,\) be a solution for
the generalized KKT system (2.8), and let ®(z) = 0. The following hold:

(i) In cases (a) and (b) for A(Z) the multiplier mapping Mz is calm at ((0,0),\).

(ii) In case (c) for A(Z) the calmness of Mz at ((0,0),\) is equivalent to the full rank of VO(Z).
Proof. In case (a) we get from [14, Proposition 4.1] that estimate (3.2) is satisfied, which

verifies the claimed calmness property of the multiplier mapping. In case (b) it follows from
(2.9) that V f(z) = 0, which yields the equalities

—QNker V®(z)* = No(®(z)) Nker VO(z)* = A(z) = {0}, (3.20)
and so A = 0 and Ko(®(Z),\) = To(0) = Q. By [14, Corollary 3.4] we have
DN (®(z),A)(0) = Ng (a5 (0) = 2.
This together with (3.20) tells us the dual qualification condition (3.16) holds in this case.

Employing Proposition 3.3 confirms the calmness of the multiplier mapping Mz at ((0,0), \).
Finally, consider case (c). If V®(Z) has full rank, then the dual qualification condition (3.16)
is satisfied. Hence Proposition 3.3 ensures that the multiplier mapping M3 is calm at ((0,0), \).
Conversely, the validity of the calmness property for Mz in the framework of (¢) implies by
Proposition 3.3 that the dual qualification condition (3.16) holds. Combining this with the fact
that A € bd (—Q)\ {0} in (c) confirms that the matrix V®(z) has full rank; see [14, Theorem 4.5

for the verification of this claim. This completes the proof of the proposition. O

The above discussions paint a clear picture for the calmness of the multiplier mapping in
all the possible cases but (d). It has not been clarified at this stage how to provide verifiable
conditions ensuring the calmness property of Mz in case (d).
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4 Second-Order Variational Analysis of Augmented Lagrangians

This section aims at providing characterizations of the second-order growth condition for the
penalized problem (1.4). Our main device to obtain such characterizations is the second sub-
derivative. As observed by Rockafellar [37, Theorem 2.2], the second-order growth condition for
a proper extended-real-valued function can be characterized via its second subderivative. Using
this rather simple albeit powerful result for the penalized problem (1.4) requires the calculation
of the second subderivative of the augmented Lagrangian (1.3).

We begin with the following assertion that calculates the second subderivative of the Moreau
envelope of a convex function. Given ¢: R” — R and p > 0, recall that the Moreau envelope of
p relative to p is defined by the infimal convolution

(e1/p) (@) = inf {o(w) + Spllw - al?}, z e R™ (4.1)

Proposition 4.1 (second subderivatives of Moreau envelopes). Let p: R* — R be a
proper, lower semicontinuous (l.s.c.), and convex function, and let v € 0p(Z). If ¢ is twice
epi-differentiable at T for v, then for any p > 0 the Moreau envelope ey;,p is properly twice
epi-differentiable at T + p~'v for v and its second subderivative at this point is calculated by

d2(el/pg0)(5: +p717,9)(w) = €1/2p (d2§0(:f, v))(w) for all weR™ (4.2)
Proof. Fix p > 0. It follows from [39, Theorem 11.23] that
(e1/p9)*(2) = ¢*(2) + 5p " ||z||* for all z € R", (4.3)

where ‘x’ signifies the Fenchel conjugate in the sense of convex analysis. Because ¢ is proper,
convex, and twice epi-differentiable at z for v, we deduce from [39, Proposition 13.20] that
d2p(z,v) is proper, Ls.c., and convex as well. Furthermore, it follows from [39, Theorem 13.21]
that the proper twice epi-differentiability of ¢ at & for v yields this property for the conjugate
function ¢*. Employing [39, Proposition 12.19] tells us that the inclusion v € Jdp(Z) ensures
that V(e1/,%)(Z + p~'0) = v. Combining these facts with (4.3) and the sum rule for twice epi-
differentiability from [39, Exercise 13.18] implies that (e;,,¢)" is properly twice epi-differentiable
at o for Z + p~'o and that its second subderivative is given by

dz(el/pcp)*(i + p o, 0)(w) = d%9* (0, ) (w) + p~ Hw|* for all w € R™. (4.4)

This together with [39, Theorem 13.21] yields the proper twice epi-differentiability of (e;/,¢)*
1

at T 4+ p~ v for v. Thus the second subderivative of the latter function can be calculated by
L2 (1) @+ o5 0)(w) = (3%(er9)' @+ p710,0)) (w)
= inf {(30%"(@0,2) (W) + bpllu—w]*}
= inf {§d%(#,0)(w) + Jpllu —w|?},
where the first equality comes from [39, Theorem 13.21], the second one is due to (4.4) and [2,

Proposition 14.1(i)], and the last equality follows from [39, Theorem 13.21]. This readily justifies

the claimed formula for the second subderivative of e/, at T + p~ 1o for v. O

The second subderivative of the Moreau envelope for general prox-regular functions was
established in [39, Exercise 13.45]. However, there are several differences between the latter result
and Proposition 4.1. Firstly, the result of [39] was obtained for v = 0 and p > 0 sufficiently large.
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Our result does not demand neither of these requirements. Secondly, there is the coefficient 1/2
in [39, Exercise 13.45], which does not appear in (4.2). The price for a nicer formula, however,
is confining ourselves to the framework to convex functions.

Proposition 4.1 allows us to obtain the required calculation of the second subderivative of
the augmented Lagrangian (1.3).

Theorem 4.2 (second subderivatives of augmented Lagrangians). Let (, \) be a solution
to the KKT system (2.8). Then for any p > 0 the function x — Z(x,\,p) defined via the
augmented Lagrangian (1.3) is twice epi-differentiable at T for 0 and its second subderivative is
given by

2.2 ((z,\, p),0)(w) = (w, V2, L(Z, \w) + Qz.5,(VO(Z)w) + pdist? (VO (Z)w; Ko(®(Z), )

(4.5)
for w € R™, where the quadratic function ch,X,p :R™H 5 R s defined by
0 if ®(z) € (int Q) U {0} or A =0,
Qaap(®) = __rl) A\ Lo @9
b /MM(IIWIP _ <MH2>> if (7)€ (bd Q) \ {0} and X # 0.

Proof. Since (Z, ) is a solution to the KKT system (2.8), we have V,.2(Z, A, p) = 0, where
V.2 is calculated in (2.13). The twice epi-differentiability of the function z +— Z(x, A, p) at
z for v = 0 follows from [24, Theorem 8.3(i)]. Let us proceed with the second subderivative
calculation for the latter function. If either ®(z) € (int Q) U {0} or A = 0, then by (2.7) we get

d%50(®(z),\) (w) = Ok o (@), (w) whenever w € R™H,

Employing again [24, Theorem 8.3(i,iii)] and the second subderivative calculation (4.2) from
Proposition 4.1 for the Moreau envelope (4.1) of ¢ = dg tells us that
2L, X 0),0)(w) = (w, ViL(@ ANw) + e;/2,(d*60(®(z), N)) (w)

ueRm+1

= (w, V2, L(z,Nw) + pdist®(VO(Z)w; Ko(®(z), N)),

which verifies formula (4.5) with Q; 5 ,(V®(Z)w) = 0 from (4.6) in this case. Assuming next
that ®(z) € (bd Q) \ {0} and X # 0, define the function (y) := %distQ(y; Q) for y € R™L. Tt is
well known that 6 is continuously differentiable on R™*! and its gradient is given by

VO(y) =T _g(y) whenever y € R™*!,
Since A € Ngo(®(z)) and since ®(z) € (bd Q) \ {0} with X\ # 0, we get § ¢ QU (—Q) with

¥ = (Yo, Jr) := ®(Z) + p~t\. This clearly yields ||7.|| > 0, and so we arrive at

1 1 .
Vo(y) =T o(y) = - (1 - 2 (= lyellsvr) = = (w0 = Nlyell, yr — o2
2 (7] 2 lly: |l

for all y close to 4. This confirms, in particular, that # is C?>-smooth around ¢ with

*

Yr
1 '
V() = Vo) =5 | I U (47)
2\ _ Y Yo ;o Yo Ybr |7
— m — m — —
[ A R PA N FATE
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where I;, the m x m identity matrix, and where Yy stands for the corresponding vector row.
Since () € (bdQ)\ {0} and A € Ng(®(7))\ {0}, it follows that A = t®(z) =t (—Po(Z), P,(7))
for some t > 0 and A9 = —||A+||. Thus we have

e 1, o ooy 1,0 - t+ s
7= @)+ A= (= Aok 43 (k) = (200 ) = (PR ).

tp tp tp

Plugging the latter into (4.7) gives us the gradient formula

Ar
o1 A
VIRW =5l e e |
Ml o+t p A2
which being combined with (4.7) and Ag = —||\|| results in
_ 1 209 < 2t p_t<5\ravr>2
V230(g)v,v) = <v2 Ary Up) + vl + Ao Tr)
(o) = (i = g+ el + SRR
1| <>\Tva‘> <<>\ravr>>2 t < 2 <5\T7U’r‘>2
S I A <oy (L CIL R N R T LR
2 [ ’ Il Al pti SE
(5\0,00)2 + 2X000<5\T‘7UT> + <5\T7UT>2 + t (H ||2 <5\7”7/UT>2>
= — ’UT, _— —
2[| A || p+t [[Ar |12
S\,U 2 t <5\7‘7’UT 2
= B (e - S5
[[All p+t Al
. -\ 3 5‘” <5‘T UT>2
= it (0 Ko@) V) + o (= Bt )
( ) @I+ T DNk

for all v = (vo,v,) € R™+1. In the last equality we use the fact that Ko(®(z),\) = {\}*
and [[Al = t||®(z)||. It follows from the twice differentiability of § at y that the function
x— ZL(x, A p) is twice differentiable at z with its second subderivative computed by

Q2L((7, ), 0) (w) = (V2,.2(7, A, p)w, w) = (w, V2, L(7, Nw) + p(V20(G)v, v)
with v = V®(Z)w. Combining this and (4.8) gives us the claimed second subderivative formula

in this case and thus finishes the proof of the theorem. O

Now we are ready to establish complete pointwise characterizations of the second-order
growth condition for the penalized problem (1.4) in terms of SOSC (2.10) and the second sub-
derivative of the augmented Lagrangian (1.3).

Theorem 4.3 (charac:cerizations of second-order growth condition for augmented
Lagrangians). Let (z,\) be a solution to the KKT system (2.8) for SOCP (1.1). Then the
following assertions are equivalent:

(i) The second-order sufficient condition (2.10) holds at (Z,\).
(ii) There exists a constant py > 0 such that for any p > px we have

2.2 ((z, )\ p),0)(w) >0 whenever w € R™\ {0}. (4.9)
(iii) There exist positive constants px,vsx, and L5 such that for any p > p5 we have

L(x, N, p) > f(&) + 5|z — 2| forall x € B (Z). (4.10)
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Proof. Since (z,)) is a solution to the KKT system (2.8), for all p > 0 we have .Z(Z, \, p) =
f(z) and V,.Z(Z, ), p) = 0. Assuming that (ii) holds, deduce from [39, Theorem 13.24] that
the second-order growth condition (4.10) for p = p5 follows from (4.9) with the same constant
p. Appealing now to Proposition 2.3(i) tells us that

L(x, N\, p) > ZL(x,\ p5) whenever p > ps.

This combined with (4.10) for p = p5 justifies the second-order growth condition for any p > px
and thus verifies (iii). The opposite implication (iii) = (ii) follows directly from the definition
of the second subderivative.

Assume now that (ii) holds and let p > p5. To justify (i), pick w € R™ \ {0} with v :=

Vo (z)w € Ko(®(z),\). We next show that
d?00 (B (2),A) (v) = Qz 5, (v) + pdist® (v; Ko(®(2), N)) (4.11)
for all p > 0. If either ®(z) € (int Q) U {0} or A = 0, we get from (2.7) and (4.6) that
d?00(®(2),A) (v) = Qz5,(v) + pdist® (v; Ko(®(Z), A)) =0, (4.12)

where the last equality stems from the fact that V@ (z)w € Ko(®(Z), A). Otherwise, if ®(z) €
(bd @)\ {0} and A # 0, then we get that Ko(®(Z), ) = {\}+. Tt follows from v € Ko(®(Z), \)
and A € bd (—Q) \ {0} that

(e, Ae)? = 03NS = 3| N2 and v, |? > 0. (4.13)
We then deduce from (2.7) and (4.6) that

d*60(P(2),A) (v) — Qz 5, (v) — pdist® (v; Ko(P(Z), V)

B e B e Gevn?
= e = @ 0 )
H)‘Hg _ (HU ”2 _ 1}2) _ pH)‘H _ (U2 _ <)‘T: UT‘>2>
B@Ie@I 0 T @\ T P
> 0, (4.14)

where the last inequality is due to estimates in (4.13). Thus, we justify (4.11) for v € Ko(®(z), A).
Note that (4.11) is obvious if v ¢ Ko(®(Z),A) = dom d?dg(®(z), A). Referring to (4.5), we get
SOSC (2.10) from (4.9) and (4.11). Thus we are done with (ii) = (i).

To complete the proof of the theorem, it remains to verify implication (i) = (ii). Since
the second subderivative is positive homogenous of degree 2, to prove (4.9) it is neccesary and
sufficient to verify the condition: for all p > 0 sufficiently large we get

d2.Z((z, X, p),0)(w) >0 whenever w € S. (4.15)

Assuming that (i) holds, we first justify the claim that (4.15) holds for all w € S with v :=
Vo (z)w € Ko(®(x),A). It is worth mentioning that the quadratic function (in w) on the left-
hand side of SOSC (2.10) must attain its minimum value on the compact set S. Let ¢y denote

such a value, then by (2.10) we have £y > 0. We now show that

Qup(0) + pdlist? (v Ko(®(2), X)) > 60 (#(2), 1) (1) — (4.16)
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for all p > 0 sufficiently large. In the above proof of the implication (ii) == (i), it is proved that
the latter holds for all p > 0 whenever ®(z) € (int @) U {0} or A = 0, see (4.12). Turning now
to the remaining case with ®(z) € (bd Q) \ {0} and A # 0. Recall from (4.13) and (4.14) that

Qzx,v) + pdist? (v; Ko(®(2), ) — d*6g (®(z), A) (v)

— ”5‘H2 _ (HU ||2 _ U2) _ ”5‘H2HU”2 _
le@llele@] + 1A = e@lele@)] + 1Al
IMPIVe@)|®

> — —
— le@lele@)] + 1A

where, in the last equality, we use the fact that v = V®(z)w with ||w|| = 1. Pick gp > 0 such
that the condition o
Vo) - [|A ¢
{H (:E)H7 A1) <2 forall p> g (4.17)
2@ (ol @@+ M) — 2
is fulfilled. Then (4.16) is satisfied for the case with ®(z) € (bd Q)\{0} and A # 0, and therefore,
for all possible position of ®(z) € Q and A € No(®(z)) whenever p > go. Referring to (4.5) and
SOSC (2.10), we get by (4.16) that

by _ Lo

- > = 4.1
2 7 2 (4.18)

2.2 ((2, N, p),0)(w) > (w, V2, L(Z,\w) + d*5o(®(2), \) (v) —

for all w € S with v = V&;(Z)w € Ko(®(z),\) and for all p > gy, which just completes the
verification of (4.15) for such w.

Next we decompose the unit sphere into the two pieces:
Sy ={weS| {(w, VZ,L(Z,\w) + Qa0 (V) > 0}

and
S_i={w eS| (w, V2, L(Z, Nw) + Qz 5 ,,(v) <0},
where gy is taken from (4.17). We see from (4.6) that the function p — Q; 5 ,(v) is nondecreasing

on R4, then by (4.5) the estimate (4.15) is satisfied for any w € Sy and any p > gg. Define the
function ¥: S_ — R by

(VZ,L(Z, Nw,w)

T dis (VO (2)w; Ko(9(2),0) €5

Hw) :=

Picking an arbitrary vector w € S_, we conclude from the just proved claim that V®(z)w ¢
Kg(®(z), ). This confirms that dist(V®(Z)w; Ko(®(z),A)) > 0. Also we get by (4.6) that
Qz .3 0, (V) is always positive, then w € S_ implies that (V2,L(Z, \)w,w) < 0. Thus the function
9 is continuous and nonnegative on the compact set S_, and hence its maximum value over this
set, denoted by g1, is finite and nonnegative. This demonstrates that for any p > p; we have
the estimate

(V2,L(Z,Nw,w) + pdist*(V®(Z)w; Ko(®(Z),A)) > 0 whenever w € S_.

This together with the above estimate for the case of w € S; and p > gg verifies (4.9) for all
w e R\ {0} and p > p5 > max{po, 01} and thus completes the proof of the theorem. O

Implication (i) == (iii) in Theorem 4.3 was established by Rockafellar in [3%, Theorem 7.4]
for nonlinear programming problems. His proof strongly exploits the geometry of NLPs and
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does not appeal to the second subderivative as in our proof. For the second-order cone pro-
gramming problem (1.1), the aforementioned implication, not the established equivalencies in
Theorem 4.3, was obtained in [22, Proposition 10], where in addiction the strict complementarity
and nondegeneracy conditions were imposed.

To proceed further, observe that both constants /5 and 75 in (4.10) depend on A. Now we are
going to find additional assumptions that allow us to justify the second-order growth condition
(4.10) for all A € A(z) sufficiently close to A, where the aforementioned constants do not depend
on A. This is crucial for the convergence analysis of the ALM in the case of nonunique Lagrange
multipliers. The rest of this section is mainly focusing on achieving such a uniform second-order
growth condition for the augmented Lagrangian (1.3).

We begin with the following lemma, which provides a common constant ¢5 that works for all
) sufficiently close to A. Then we derive a similar result for 45 in the proof of the next theorem.

Lemma 4.4 (uniform estimate for second subderivatives of augmented Lﬁagrangians).
Let (z,A) be a solution to the KKT system (2.8), and let SOSC (2.10) hold at (z,\). Then there
exist positive constants px, {1, €o such that for all p > p5 and A € A(Z) N B, () we have

d22((z, ), p),0)(w) > %&HwHQ whenever w € R". (4.19)

Proof. Theorem 4.3 gives us a constant p5 > 0 for which condition (4.9) holds when p > py.
Recall that the second subderivative is l.s.c. and positive homogenous of degree 2. Owing to
(4.5), condition (4.9) amounts to the existence of a constant ¢; > 0 such that

d2Z((7, A, p3), 0)(w) = (w, V3, L(Z, Nw) + Q5 ,(v) + ps dist® (v; Ko(®(Z),A)) > 1 (4.20)

for all w from the unit sphere S C R™ and v = V®(Z)w, where the quadratic form Qz 5 . (*) is

taken from (4.6). Let us now verify the existence of g > 0 so that for any A € A(z) NB.,()\) we
have

dgz(('ﬂ A, pf\)’ O)(w) = <wv Vng(j, )‘)w> + Qi,)x,p(v) + px dist? (U; KQ(q)(j)v 5‘)) > w ES,

(4.21)
where Qz,,(") is taken from (4.6) with replacing A by A\ We first observe that
(w,V2,L(z, w) — (w,VZ,L(Z,A)w) as A — X with A € A(Z) uniformly for all w € S
due to the following estimate

| < V2@ (@) [IA = Al

Qz
t
0,

(w, V2, L(z,\w) — (w, V2, L(z

We now prove the uniform convergence of Qz x ,; (v)
v € VO(Z)(S). It is obvious for the case with ®(z) €
to 0 by (4.6). Assume that ®(z) € (bd Q) \ {0}. If A
from (4.6) that

s (V) a8 A=A with A € A(z) for all
)U{0}, since quadratic forms reduce
A — X with A € A(Z), then it follows

o)
i

o o s (rw)?
Qeros 1) = Qe = gy (1~ )
Lo 2 IV, s

S Tl = @y Ak

which justifies the claimed uniform convergence in this case as well. Finally, assume that A0
and A — X with A € A(Z) and suppose without loss of generality that A\ # 0. Since A € A(Z),
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A€ A(z), and @(z) € (bd Q) \ {0}, it follows from (2.2) that there exist positive constants ¢ and
t such that A = t®(z) and A\ = t®(z). These relationships result in the equality

Aror)? (A, o)
[1Ar][? A2

Using this together with (4.6) brings us to the estimates

i O _ Pl B pxllAl s (Aryur)?
Qa0 = Qusns W = |-~ e i U~ )
A=A, o V0@

LISl NP2 L | WS}
oo < 2O 5,

which again justify the claimed uniform convergence in this last case. Thus we find a number
g1 > 0 ensuring the uniform condition

4

<w,Vg2mL(§:,)\)w> + Qa5 (V) > <w,Vix (Z, w + Q, Ay (V) — 1 (4.22)

whenever w € S and A € A(Z) NB.,(A\). Next we intend to verify the existence of 5 > 0 such
that

dist? (VO(z)w; Ko(®(z),\)) — dist* (Ve (2)w; Ko(®(Z),N)) > ——
) 4ps (4.23)
for all w e S and all A € A(Z) NB,,(A).
To proceed, consider the following four possible locations of X in —Q:

(a) A = 0. In this case we have

Ko(®(z),A) = To(®(z)) D Ko(®(z),\)
for all A € A(z), which verifies the fulfillment of (4.23).
(b) X € int (—Q) with ®(z) = 0. If X is sufficiently close to A, then A € int (—Q). This yields

Ko(®(z),A) = Ko(®(2),\) = {0},
which immediately ensures that (4.23) holds.
(c) A € bd(—Q) \ {0} with ®(z) € bd(Q) \ {0}. If A — X with A\ € A(%), we get A\ = ¢\ for
some t > 0, which confirms that
Ko(®(z),\) = Ko(®(z), V).

This clearly justifies the claimed estimate (4.23).
(d) A € bd (—=Q) \ {0} with ®(Z) = 0. In this case, we have for all A € A(z) \ {0} that

RyX  if Aebd(—9)\ {0},
{0} if \€int(—9Q),

Ko(®(2),)) = {

where the tilde-notation for the ice-cream cone is defined at the end of Section 1. Then (4.23)
is obviously satisfied when A € A(Z) Nint (—Q). Assume now that A € [A(z) Nbd (—Q)] \ {0}.
It is not hard to verify that for any such a \ we get

dist? (v; Ko(®(2), \)) = o] - H;HQ (max {0, (3, 0)})>.
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It is worth mentioning that the function (maX(O,t))2 is C' on the whole real line. It follows
from the latter formula that A\ € [A(Z) Nbd (—Q)]\ {0} ~ dist? (v; Ko(®(Z),\)) is a C! function
relative to the set [A(Z)Nbd (—Q)]\{0}. Taking this into account and choosing \ to be sufficiently
close to A ensure the existence of €3 > 0 for which the uniform estimate (4.23) is guaranteed.
This completes the justification of (4.23) for all the possible cases.

Finally, denote € := min{ej, 2} with £; and €3 taken from (4.22) and (4.23), respectively.
Combining (4.20), (4.22), and (4.23) tells us that estimate (4.21) is satisfied for any A € A(Z) N
B.,(A). Thus for any such a multiplier A we have

2.2 ((Z, A p3),0)(w) > 261 |w||* whenever w € R™.

This together with (4.5) and the fact that p — @ 5 ,(v) is nondecreasing on R, implies for any

A € A(Z) NBg, () that
2.2 ((7,\, p),0)(w) > 26 |w||®* for all weR™ and all p > p;,

which therefore completes the proof of the lemma. O
Now we are ready to derive a uniform version of the second-order growth condition for (1.3).

Theorem 4.5 (uniform second-order growth condition for augmented Lagrangians).
Let (z,\) be a solution to the KKT system (2.8), and let SOSC (2.10) hold at (Z,)). Assume
in addition that the Lagrange multiplier set A(Z) in (2.9) is either a polyhedron, or that the
multiplier X belongs to the interior of —Q. Then there are positive constants Pxs Vs €x, Uy such
that for all X € A(Z) NB.; (X) and p > p5 we have the uniform second-order growth condition

Lz, N\, p) > (&) + ly]lz — Z||* whenever x € B (7). (4.24)

Proof. Take the positive constants £1, €, and py from Lemma 4.4 for which (4.19) holds
whenever A € A(Z) N B, () and p > py. Using [39, Theorem 13.24] and remembering that

Z(z, N, p3) = f(z) for all A € A(Z), we deduce from (4.19) that for any A € A(z) NB,,(A) there
exists vy > 0 ensuring the estimate

L(x, N\ py) > f(z)+ %Haj — z||* whenever z € B, (7), (4.25)
where the constant £1/4 can be chosen the same for all the multipliers A € A(z) N B, (A).
This comes from (4.19) and the proof of [39, Theorem 13.24]; see also Remark 2.2 for a similar
discussion. However, the radii of the balls centered at z in (4.25) depend on A. It is shown
below that we can find a common radius for all the multipliers A € A(Z) that are sufficiently
close to A. To proceed, define the function ¢: R™*! — R by

) — ZL(x, \ px
SO()\) — sup f( ) (_ . p/\)
e

+ 5A(5)mBSO(5\)()\)> AeR™MHL (4.26)

Proposition 2.3(ii) tells us that the function A — Z(z, A, py) is concave. This together with the
convexity of the set A(Z) N Bg,(A) ensures that ¢ in (4.26) is a convex function. Let us now

verify that for any A € A(Z) NB,,(\) the value ¢()\) is finite. To this end, pick such a multiplier
A and observe that for vy > 75 we get by (4.25) the estimates

SO) < sup f(ff)—i”(iv,z%px) S_é_
2B, () |z — | 4
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In particular, this implies that ¢(\) < —¢1/4. If v, < 75, then

() < max { wp T@ =L@ Apg) f(ff)—f(rv,%px)}<oo’

2€B., (7) lz =z sgle-zl<ons [z — z|2

where the first term inside the maximum does not exceed —¢;/4 because of (4.25), and where
the second term is finite since it is the maximum of a continuous function over a compact set.

This implies that ¢(A) is finite for all A € A(Z) N B, (A), which ensures that
dom ¢ = A(Z) N B, ().

If A € int (—Q), we get A € ri A(Z), which clearly implies that A\ € ri (dom ). Since ¢ is convex,

it is continuous at A relative to its domain. Hence we find €5 € (0, o] such that
A 0 _ B _

e(A) < () < < ) for all A € domp NB.;(\) = A(Z) N B (N). (4.27)

Next we proceed to achieve a similar result when A(Z) is a polyhedral convex set. In this

case the collection of Lagrange multipliers A(Z) is either a ray on the boundary of —Q, or a

singleton. If the latter holds, we obtain A(Z) = {)\}, and hence the uniform growth condition

(4.24) follows directly from (4.10). If A(Z) is a ray on the boundary of —Q, then A(Z) N B.,(\)

is a segment. If now A # 0, then we get A € ri[A(Z) N B, ()\)] = ri(dom ). Arguing as above

leads us to (4.27) in this case. Otherwise, ) is an endpoint of the aforementioned segment, and

thus A = 0. Let A, be the other endpoint. If ¢(\.) < @(X) +£1/8, then (4.27) holds for €5 := €,

which follows from the convexity of ¢. Otherwise, we have that ¢(\.) > @(X) + £1/8. Denote

= 8(80(&)51_ - €(0,1) and A;:= (1 — DA+ fAe.

Then using the convexity of ¢ tells us that

- - - - - 14 4
p(M) < (L= D) +Tp(Ae) = o(V) + E(p(he) = 0(N)) = 0(N) + o < =,
which readily yields (4.27) with 5 := |[A\f — A|| € (0,g0]. This completes the verification of

(4.27) with some constant ey € (0, gq] if either A(Z) is a polyhedral convex set, or A € int (—Q).
Consequently, it follows from (4.26) and (4.27) that

1 _
L(x, N\ py) > f(Z)+ ngx —Z||? forall z € B, (Z) and A € A(Z) NB: (N). (4.28)
Employing now Proposition 2.3(i) gives us the inequality
L, A\ p) = L (2, A, py) forall p> ps.

Combining this with (4.28) and setting £5 := ¢ /8 verify the uniform growth condition (4.24). O

A similar result to Theorem 4.5 was derived in [10, Proposition 3.1] for NLPs. The given
proof therein seems however to be rather sketchy in some details. We are not familiar with any
previous results on the uniform second-order growth condition (4.24) for SOCPs. As shown in
the next section, the second-order growth conditions obtained above are crucial for developing
the augmented Lagrangian method for this class of optimization problems.
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5 Well-Posedness and Convergence Analysis of ALM for SOCPs

In this concluding section of the paper we apply the suggested approach and results of second-
order variational analysis (which are undoubtedly of their independent interest) to the conver-
gence analysis of the augmented Lagrangian method for solving SOCPs (1.1).

The principal idea of the ALM for (1.1) is to solve a sequence of unconstrained minimization
problems for which the objective functions, at each iteration, are approximations of the aug-
mented Lagrangian (1.3). Namely, given the current iteration (z*, A\, p;.), the ALM solves the
following unconstrained problem (called a subproblem):

minimize .2 (z, \*, py) for x € R" (5.1)

for next primal iterate z*t! and then use it to construct the next dual iterate \¥*1. More

specifically, we aim at solving the stationary equation
V.. L (x, P pr) =0 (5.2)

for %! and then to update the corresponding multiplier by A1 :=T1_g(pp®(z*+1) + AF).
Since solving (5.2) is not easy in practice, it is more convenient to choose an approximate
solution x**1 satisfying the approzimate stationary condition

Vo2 (@0, )| < e (5.3)

with a given accuracy/tolerance ¢, > 0. Following the conventional terminology of nonlinear
programming, we say that the ALM is exact of e, = 0, i.e., the exact stationary equation (5.2)
is used, and inezact if (5.3) with e, > 0 is under consideration. In this paper we deal with both
exact and inexact versions of the ALM by choosing an arbitrary accuracy e, > 0 sufficiently
small. The ALM algorithm for (1.1) is described as follows.

Algorithm 5.1 (augmented Lagrangian method for SOCPs). Choose (2°,\°) € R” x
R™+! and p > 0. Pick ¢, — 0 as k — oo and pj, with p, > p for all k and set k := 0. Then:

(1) If (2%, \¥) satisfies a suitable termination criterion, stop.

(2) Otherwise, find z**! satisfying (5.3) and update the Lagrange multiplier by
ANFL = T o (o ® (2™ ) + AF). (5.4)

(3) Set k < k+ 1 and go to Step 1.

To perform the well-posedness and convergence analysis of Algorithm 5.1, we need to make
sure first of all that the ALM is well-defined, i.e., its subproblems constructed in (5.1) are
solvable. The following theorem reveals that the optimal solution mappings to subproblems
(5.1) enjoy the robust isolated calmness property uniformly in p. This confirms, in particular,
that subproblems (5.1) always admit a local optimal solution. Note that the developed proof
of the theorem requires only the second-order growth condition (4.10), which is based on SOSC
(2.10), without any additional assumptions.

Theorem 5.2 (solvability and robust stability of subproblems in ALM). Let p5, 75,
and 05 be positive constants for which the second-order growth condition (4.10) holds whenever
p > px- Then there exist constants £ > 0, ¥ € (0,75], and € > 0 such that the local optimal
solution mapping S,: R™ — R™ defined by

Sp(A) = argmin{.Z(z,\, p) | z € B5(z)}, A eR™, (5.5)

23



satisfies, for all X\ € B-(\) and all p € [p3, 00), the inclusions
S,(N) c{z} + A= AIB and 0 # S,(\) C int B5(2), (5.6)
which mean that the mapping S, enjoys the strengthened robust isolated upper Lipschitzian prop-
erty at (Z,\) uniformly in p on the interval [p5, 00).
Proof. Since @ is twice differentiable at Z, there are constants 7 € (0,~5] and x > 0 with
|[®(z) — ®(2)| < k|lz— 2| for all z € Bsy(z). (5.7)

Employing the second-order growth condition (4.10) tells us that S,(A) NB.; (Z) = {z} for all
p > p5. Define now the the positive constant

K K2 1
b= —+ |5+ —, (5:8)
GG Ges

select a positive number ¢ < 714, and then pick any A € B.()\) and p > p5. Observe further

that for all such A and p we have S,(\) # 0, since the optimization problem in (5.5) admits

an optimal solution by the classical Weierstrass theorem. Fix any u € S,(\) and recall from

Proposition 2.3(ii) that the function A — £ (u, A, p) is concave. This together with (2.13) yields
g(ua /\ap) > j(u7 5‘7:0) - <v)\°§/ﬂ(u7 )‘7p)7 A— )‘>

ZL(u, N, p)—pt (M_g(p®(u) + A) — A, A= A)

F@) + Gllw = 2" = p~ (g (p@(w) +A) = A A= A), (5.9)

where we use (4.10) for the last inequality. It follows from the optimality of u that

v

_ _ . _ — I _ _
(A p) < L(30,p) = (&) + Daist (B(@) + p7 X Q) — 2o NI < f(2),
which together with (5.9) brings us to the estimate
1 -
lu =2l < 5 (M- (p2(u) +4) =X A= X). (5.10)
)

Employing the projection properties (P2) and (P4) from Section 2, we get
[T_g(p®(u) +A) = A|| = |[|p®(u) + X — g (p®P(u) + A) — A
lp®(u) — g (p®(u) + )|
lp (2(u) — @(2)) + g (p2(Z) + ) — o (p®(u) + A)||
< pll@(u) = @) + ol ®(w) — 2(2)]| + [IA = Al
< 2pllu =2l + A = All,

where the last inequality comes from (5.7). Using this and (5.10) tells us that

_ 1 _ . .
=2l < = (2pml = 2+ 1A= A1) 1A = A,

which can be written in the equivalent form as
5l — 7 — 26A — X - fu— 2 - A=A <
This in turn gives us the estimate
whzm<”+ f+1>w—wsmvﬂm&<a
5 5 Lyp

which simultaneously verifies both inclusions in (5.6) and thus completes the proof. O
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It follows from Theorem 5.2 that, at each iteration k, the condition \¥ € B.()) on the current
multiplier in Algorithm 5.1 allows us to find an exact local solution to the optimization problem
(5.1) such that ||[u* — Z|| < £||A\¥ — X||. Then the Lipschitz continuity of V,.Z (-, \*, px) around
uF ensures that for any 5, > 0 we can get an ej-solution z**! satisfying both the approximate

stationary condition (5.3) and the same estimate
P P POl (5.11)

as the exact solution u* to the optimization problem (5.1) under consideration.

Now we are ready to proceed with local convergence analysis of Algorithm 5.1, which mainly
exploits the two major ingredients and the corresponding results developed above: (1) SOSC
(2.10) at (#, ) and the associated second-order growth of the augmented Lagrangian, and (2) the
calmness of the multiplier mapping. In addition, we assume that the set of Lagrange multipliers
is a singleton in the most interesting case where ®(Z) = 0. The main reason for imposing this
restriction is that the convergent analysis of the general case is conducted by using an iterative
framework proposed by Fisher in [11, Theorem 1]. However, the latter result demands an error
bound estimate the for consecutive terms of the ALM method. Deriving such an estimate for
SOCPs with ®(z) = 0 is our ongoing research project. When ®(z) # 0, the desired estimate
for the consecutive terms in the ALM algorithm can be established by using the uniform growth
condition from Theorem 4.5 without the uniqueness requirement for Lagrange multipliers, while
we omit this consideration in what follows by taking into account the size of the paper. Note
that for NLPs such an analysis has been conducted by Ferndndez and Solodov [10].

The following theorem establishes the linear convergence of Algorithm 5.1 in both exact
and inexact frameworks of the ALM with an arbitrarily chosen tolerance in (5.3) in the form
e, = o(o (", AF)), where o(z, \) is the error bound from (3.3).

Theorem 5.3 (primal-dual convergence of ALM). Let (Z,)\) be a solution to the KKT
system (2.8), let SOSC (2.10) hold at (%, ), and let the multiplier mapping Mz from (3.1) be
calm at ((0,0),)\) and A(z) = {\}. Then there exist positive numbers ¥ and p ensuring the
following: for any starting point (2°,\°) € B5(z,\) and any pr > p, Algorithm 5.1 generates a
sequence of iterates (x¥, \¥) with a tolerance in (5.3) arbitrary chosen as e;, = o(o(z*, A\F)) such
that (2%, \¥) converges to (z,\) as k — oo, and the rate of this convergence is linear.

Proof. Let p5,75, {5 be the positive constants taken from Theorem 4.3(iii), and let x; and
~v; for i = 1,2,3 be positive constants taken from the Lipschitzian estimates (3.5), (3.4), and
(3.17), respectively. Picking the positive constants x and 7 from (5.7), ¢ from (5.8), and ¢ from
Theorem 5.2, define the positive numbers

~

~1 := min {'yl,‘y\}, 71,2 = max {71,72}, ~ := min {73, %}, (5.12)
_ _ A ! gl
.= max { ps, 2k1, 8k%kKa }, and 7 := mln{ , 72, €, y = } 5.13
P {p)\ 1 1 2} Y V1,72 2\/ﬁ 2 2€(I€ + 1) ( )
Assume also without loss of generality that
1 1 .
o(o(z,\)) < min {Jﬁ’ Srirs }0(:5, A) whenever (z,\) € B, ,(Z,\) (5.14)

and then show that for any starting point (2%, \°) € B5(%, A) there exists a sequence {(zF, N*)}
generated by Algorithm 5.1 with any pg > p such that

(2", \F) € B (&, \) for all k€ INU {0}. (5.15)
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Arguing by induction, observe that (5.15) obviously holds for k¥ = 0 and suppose that (5.15) is
satisfied for some k£ € IN with p; > p. We are going to verify that (5.15) fulfills for £ + 1. To
furnish this, deduce first from (5.13) that ||\* — X|| < e. This together with the remark after the
proof of Theorem 5.2 ensures the existence of an approximate solution z*+1 with

|V Z (2T NF pp)|| < ex = o(a(xk,)\k)),

where ¢, > 0 can be chosen arbitrary in this form. It follows from (5.11) that the obtained
ei-solution satisfies the estimates

ok — ]| < g3 =X < e < I, (5.16)

where the last inequality comes from (5.13). We proceed now to establish a similar estimate for
the dual iterate A*+1. Using (5.4) and the projection property (P4) yields ¥ € Ng(®(zF*1) +
)\k o )\k—l-l
pr - (AF — A1) and hence MF1 € M (2F+1, vF 1wk +l) with wh*! .= =——"— and
Pk

VRl = VLR N = v, 2 (M AR o) = o(a(xk, )\k)) (5.17)
The inclusion (2%, \¥) € B, (z, A) allows us to deduce from (3.4), (5.14), and (5.17) that

k \k k 7 k by
ety < T et N )

5.18
Kep p (5.18)

Employing again the updating scheme (5.4), we arrive at the relationships

[ = o A = T (@ () + g AY)|

pr I = A+ [T (@) + p ' AY) =TT o (@(2) + o' V) |
20 N = Al + @ (1) — @(2)|
20 A = Al + gl -z

IAN AN A

with the last estimate coming from (5.7) and 2" € B5(z). Thus (5.16) and (5.18) bring us to

15— 2| + R + | (5 + 1)) — Z|| + 57 Y2* — 2] + 357 LN = A

<
< U(r A+ DA = X+ V10528, AF) = (2, M) <7,

where the last inequality employs the induction assumption (5.15) together with (5.13). This
along with v < 73 due to (5.12) ensures that (z**1, v**1 wk+1) € B,,(7,0,0). Hence we deduce
from the upper Lipschitzian property in (3.17) and the definition of « in (5.12) that

_ B M
IXFE =X < ma ([l = 2] + [[0" ) + ™)) < rpy < %

verifying therefore the promised estimate for the dual iterate AL This together with (5.16)
shows that (z"1,A**1) € B (z,)A). Using the latter, the imposed SOSC (2.10), and the
calmness of the multiplier mappings Mz from (3.1), we conclude from Theorem 3.1 that

25+ — 2| + AR = M| < koper with

o1 = VoL@ A | @ (@) — (@ (=) + A, (5.19)
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Define further the projection vector
P =T (@) + o IAY)
and deduce from the updating scheme (5.4) that
(M) — phtt = M (5.20)
Pk
Employing the projection properties (P1) and (P2) results in (p**1, \¥*1) = 0 due to
plzl/\k-&-l _ H_Q(q)(xkﬂ) + p;ZW“) — $(zFH) 4 plzl)\k _ kL

which together with p**! € Q yields M1 € Ng(p**1). Hence p**! = Tg(pF*t! + A1) by
property (P4). Since the mapping y — y — Ilg(y + A1) = TI_g(y + AF*1) — A\¥F1 is clearly
nonexpansive, we arrive at the relationships

[ o) — T (@ (™) + A1) |
— H‘I)(a:k‘+1) o (®(x k1) +/\k+1)H B Hpk+1 Tl (pht! +>‘k+1)H
D) — T (@ (1) + AFFY) — (pFH —To(pF+1 + AR
@) — p*
P I AR (by (5.20))

P (I = X+ IA" = X))

H1,0;;1(0k;+1 + o).

(VAN VAN VANRR VAN VAN

Using this together with (5.17) and (5.19) leads us to the estimates
K
i < 60t [0 < Tg(B() + )] < e ™ (s + ),
k
which can be equivalently rewritten as

K KR
(1 - 71>Uk+1 <ep+ Loy
Pk Pk

1
Since pi > p, by (5.13), we get 1 — al > 5 which ensures that
Pk

9 K
Uk+1<20'k< k—|-1>.
Ok Pk

Applying finally the error bounds (3.5) and (3.4) and then appealing to (5.13) and (5.14) yields

- & K
25T = Z[| + N =N < Kiopgr < 26 ( ko 1) on
O Pk

13 K _
< 2miny ( ko ) (Il = 2] + |3 = A])
ok P
1 B _
< LIt a4+ X - ). (5.21)

which together with the induction assumption (5.15) brings us to

(21, AL € B (3, N).
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This finishes our induction argument to justify (5.15) for all & € IN. Observe that the latter
inclusion along with (5.13) implies that |[\**1 — \|| < e while allowing us to use Theorem 5.2
to construct the next primal iterate %2, Since (5.21) holds for all k¥ € IN, we clearly get that
(z*, \¥) — (z, \) as k — oo. Furthermore, the obtained estimate tells us that rate of convergence
of (zF, \F) to (z, ) is linear, which therefore completes the proof of the theorem. O

To conclude the paper, let us compare the convergence analysis of Algorithm 5.1 given
in Theorem 5.3 with the one provided recently by Kanzow and Steck [20,21] for the class
of C%-cone reducible conic programs that includes SOCPs. There are significant differences
between Algorithm 5.1 and the ALM method developed in [20,21]. First and foremost, the
latter publications use instead of \¥ a certain vector w” from a bounded set in the formation of
subproblems (5.1). This is different from the classical ALM method for constrained optimization,
including NLPs. It seems to us that the main reason for such a change is that the usage
of AF from the updating scheme (5.4) is essentially more challenging to conduct an adequate
convergence analysis of the ALM method, since it requires to prove the uniform boundedness of
the sequence of multipliers. While the algorithm in [20,21] uses a particular updating scheme for
the penalty parameter pg, our approach reveals that there is no need to confine the convergence
analysis to a particular updating scheme for p; as long as we keep it sufficiently large. Also, as
mentioned in Section 1, the solvability of subproblems (5.1) was not addressed in [20,21]. Let us
finally emphasize that the progress achieved in this paper is largely based on the application and
development of powerful tools of second-order variational analysis and generalized differentiation.
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