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Abstract
Consider a system of homogeneous interacting diffusive particles labeled by the nodes
of a unimodular Galton–Watson tree, where the state of each node evolves infinitesi-
mally like a d-dimensional diffusion whose drift coefficient depends on (the histories
of) its own state and the states of neighboring nodes, and whose diffusion coefficient
depends only on (the history of) its own state. Under suitable regularity assumptions
on the coefficients, an autonomous characterization is obtained for the marginal dis-
tribution of the dynamics of the neighborhood of a typical node in terms of a certain
local equation, which is a new kind of stochastic differential equation that is nonlinear
in the sense of McKean. This equation describes a finite-dimensional non-Markovian
stochastic process whose infinitesimal evolution at any time depends not only on the
structure and current state of the neighborhood, but also on the conditional law of the
current state given the past of the states of neighborhing nodes until that time. Such
marginal distributions are of interest because they arise as weak limits of bothmarginal
distributions and empirical measures of interacting diffusions on many sequences of
sparse random graphs, including the configuration model and Erdös–Rényi graphs
whose average degrees converge to a finite non-zero limit. The results obtained com-
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plement classical results in the mean-field regime, which characterize the limiting
dynamics of homogeneous interacting diffusions on complete graphs, as the num-
ber of nodes goes to infinity, in terms of a corresponding nonlinear Markov process.
However, in the sparse graph setting, the topology of the graph strongly influences
the dynamics, and the analysis requires a completely different approach. The proofs
of existence and uniqueness of the local equation rely on delicate new conditional
independence and symmetry properties of particle trajectories on unimodular Galton–
Watson trees, as well as judicious use of changes of measure.

Keywords Interacting diffusions · Sparse graphs · Random graphs · Local weak
convergence ·Mean-field limits · Nonlinear Markov processes · Erdős–Rényi
graphs · Configuration model · Unimodularity ·Markov random fields
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1 Introduction

1.1 Background andmotivation

Given a (possibly random) simple, (almost surely) locally finite rooted graph G =
(V , E), consider interacting diffusions of the form

dXG
v (t) = b(XG

v (t), μG
v (t))dt + σ(XG

v (t))dWv(t), v ∈ V , t ≥ 0, (1.1)

with initial condition x(0) ∈ (Rd)V . Here, (Wv)v∈V are independent d-dimensional
standard Brownian motions, b and σ are suitably regular drift and diffusion coeffi-
cients, andμG

v (t) is the local (random) empirical measure of the states of the neighbors
of v at time t ≥ 0:

μG
v (t) = 1

|Nv(G)|
∑

u∈Nv(G)

δXG
u (t),

with Nv(G) = {u ∈ V : (u, v) ∈ E} denoting the neighborhood of the vertex v in
the graph G. (By convention, set μG

v (t) = δ0 when Nv(G) is empty, that is, when the
vertex v is isolated.) Important quantities of interest include the dynamics of the state
of a “typical” vertex and, when the graph G is finite, the (global) empirical measure
process defined by

μ̄G(t) = 1

|V |
∑

v∈V
δXG

v (t), t ≥ 0. (1.2)

However, these systems are typically too large and complex to be analytically or
numerically tractable. Therefore, it is natural to seek approximations that are provably
accurate in a suitable asymptotic regime.

Classical works of McKean, Vlasov and others (see [23, 26, 35, 44] and references
therein) focused on such particle systems when G = Kn , the complete graph on n
vertices. They showed that, under suitable conditions, the limit of XKn

ø in (1.1), where
øis a root vertex, chosen uniformly at random from V , is described by the following
nonlinear Markov process:
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dX(t) = b(X(t), μ̄(t))dt + σ(X(t))dW (t), μ̄(t) = L(X(t)), t ≥ 0,

(1.3)

where μ̄(t) is the (deterministic) weak limit, as n → ∞, of the global empirical
measure μ̄Kn (t), and L(Z) denotes the law of a random variable Z . The measure-
valued function μ̄(·) can also be characterized as the unique solution to a nonlinear
partial differential equation (namely, the forward Kolmogorov equation associated
with this process), whence the name nonlinearMarkov process. The key property that
leads to such a characterization is the observation that particles interact only weakly,
with the influence of any single particle on any other particle being of order 1/n. This
leads to asymptotic independence of any finite collection of particles and convergence
of the random (global) empirical measure process of the finite particle systems to a
deterministic limit (see [35, 44] for further discussion of this phenomenon, known as
propagation of chaos). An alternative two-step perspective to mean-field limits, taken
in [24], is to first use exchangeability to show that XKn converges to a limit, which is
the unique solution of a countably infinite coupled system of diffusions, and then show
that the marginal of any vertex in this infinite system can be autonomously described
as the nonlinear Markov process in (1.3).

Given the above intuition, it is natural to expect that asymptotic independence and
the same mean-field characterization (1.3) for the limiting dynamics of a typical node
may continue to hold for suitably “dense” graph sequences {Gn}n∈N, where each graph
is not necessarily complete, but the (minimum or average) degree of the graphs grows
to infinity. Indeed, several recent works [4, 8, 10, 33, 36, 39] have shown that either
asymptotic independence or a mean-field characterization like (1.3) continues to hold
under different sets of assumptions on the precise nature of denseness of the graph
sequence. As in the complete graph case, these works exploit the fact that the local
interaction strength at a vertex is inversely proportional to the degree at that vertex, and
thus vanishes in dense regimes. The only difference from the complete graph setting
is that the proofs are more involved due to a lack of full exchangeability.

In contrast, very few works have studied the limiting behavior of μ̄Gn or XGn
ø in

the complementary sparse graph regime, that is, when the average degrees of possibly
random graphs in the sequence {Gn}n∈N remain uniformly bounded as the size of the
graph goes to infinity. Nonetheless, sparse complex networks and dynamical processes
thereon are ubiquitous in applied sciences [3], and the limitations of traditional mean
field approximations are increasingly well understood [17]. A particularly interesting
diffusive model of the form (1.1) is the Kuramoto model, corresponding to constant
σ and b(x,m) = c

∫
sin(y − x)m(dy) for c > 0, in dimension d = 1. The Kuramoto

model on complex networks has been studied extensively in recent years, as a paradigm
for self-organization and synchronization phenomena [2]. Sparse regimes appear to
exhibit a particularly rich range of synchronization behaviors, analyzed in terms of the
multiplicity and stability of equilibrium points; see [38, 42] for representative work.

In the sparse regime, neighboring particles are strongly interacting and do not
become asymptotically independent as the graph size goes to infinity, and so the
limiting dynamics of any finite set of particles is no longer described in terms of
the mean-field limit. In Theorem 3.3 of a companion paper [29] (which extends
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results of a previous version [27]), we consider a more general class of (possibly
non-Markovian) dynamics than (1.1), and show under broad assumptions that if the
sequence {(Gn, XGn (0))}n∈N of (possibly random) rooted graphs, marked with initial
conditions, converges in distribution (in the local weak sense) to a limit marked (ran-
dom) graph (G, XG(0)), then {(Gn, XGn )}n∈N also converges in distribution (again in
the local weak sense) to (G, XG). This, in particular, implies that the marginal dynam-
ics at the root XGn

ø converges in law to the corresponding marginal dynamics XG
ø on

the limit graph G, where ø denotes an appropriate root vertex in G. Furthermore, it
was also shown in Theorem 3.7 of [29] that if a sequence of finite marked graphs
{(Gn, XGn (0))}n∈N converges in a slightly stronger sense (namely in probability in
the local weak sense) to a limit graph (G, XG(0)), then the corresponding sequence of
global empirical measures {μ̄Gn }n∈N converges weakly to the law of the root marginal
XG
ø in the infinite graph.
In many cases of interest, the limit graph G is a so-called unimodular Galton–

Watson (UGW) tree (see Definition 3.8). This is the case, for example, when Gn is the
Erdős-Rényi graph on n vertices with parameter pn ∈ (0, 1), with npn → θ ∈ (0,∞),
or the graphs Gn are sampled from a configuration model with a converging empirical
degree sequence with finite non-zero first moment, and the root is chosen uniformly at
random (see, e.g., [11, 46] or Section 2.2.3 of [29]). Furthermore, for suitable initial
conditions (XGn

v (0))v∈Vn , for example, when they are independent and identically
distributed (i.i.d.) with a distribution independent of n (or, more generally, distributed
according to a Gibbs measure with a pairwise interaction potential independent of n),
the corresponding sequence of marked graphs (Gn, X

Gn
v (0))v∈Vn also converges to

the limit graph G marked with initial conditions coming from the same i.i.d. or Gibbs
distribution, respectively (see, e.g., Propositions 2.14 or 2.15 of [29]). Thus the above
marginal dynamics and global empirical measure convergence results apply to such
sequences.

The only other work we know of that considers asymptotic limits for interacting
diffusions in the sparse graph regime is [38], which considers a slightly differentmodel
of Markovian interacting diffusions with identity diffusion coefficient, weighted pair-
wise interactions, an i.i.d. random environment and i.i.d. initial conditions, when the
largest vertex degree inGn is additionally assumed to be of order |Gn|o(1). They prove
a local convergence result for the interacting processes, but only state, without proof,
an empirical measure convergence result. However, as shown in [29] (see Theorem
3.9 and Theorem 6.4 therein), the empirical measure convergence to a deterministic
limit can fail under local convergence in distribution, rather than in probability, of
the graph sequences, thus demonstrating that the proof of empirical measure conver-
gence is more subtle in the sparse graph regime than in the complete or dense graph
regimes.
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1.2 Our contributions

1.2.1 Discussion of our results

1 Both works [29, 38] can be viewed as implementing, for sparse graph sequences,
the first step of the two-step approach of [24] mentioned above for complete graphs,
namely showing that the weak limits of both {XGn

øn }n∈N and {μ̄Gn } exist and coincide
with the lawof XG

ø , the rootmarginal of XG , which is the unique solution to a countably
infinite coupled system of SDEs. However, both these works leave open the important
question of providing an autonomous characterization of the law of the root marginal
XG
ø . The main contribution of this article is a resolution of this issue in the case when

G = T is a UGW tree. Specifically, we consider the interacting particle system on T
defined in (1.1) (or rather a possibly non-Markovian generalization of the dynamics
described in Sect. 3), and show that the marginal dynamics of the root particle and its
neighbors can be characterized by an autonomous system of equations that we call
the local equation. The choice of a UGW tree is in some sense canonical in view of
the results in [27, 29, 38] mentioned above that show that the law of the root particle
dynamics on a UGW tree T arises as the limit of both marginal dynamics and the
global empirical measure processes of diffusive particle systems on many sequences
of sparse random graphs of growing size. Thus, the local equation can be viewed as
the analogue, in the sparse graph setting, of the equation (1.3) that characterizes the
nonlinear Markov process describing the limiting evolution of a typical particle for
suitably dense graph sequences.

To the best of our knowledge, prior to this work, there did not exist even a con-
jecture regarding the form of the limiting marginal dynamics of a typical particle
or global empirical measure process in the sparse graph regime. In this regime the
graph structure clearly plays a role, and new ideas are required. In the particular case
when T is the (deterministic) κ-regular tree Tκ the local equation may be viewed as a
path-dependent McKean–Vlasov stochastic differential equation with a non-standard
measure-dependence; it characterizes an (Rd)1+κ -valued process whose infinitesimal
evolution at any time t depends not only on its current state at time t but also on the
conditional law of the current state given the histories of the states of part of the neigh-
borhood up to time t (see Definition 3.5). Notably, even when the original interacting
process on Tκ is Markovian, the solution to the local equation is a non-Markovian
process and it is also nonlinear in the sense that at any time, its evolution depends on
the law of the process up to that time, although in a non-standard way via a conditional
distribution associated with the law. However, while in general these are complicated
non-Markovian processes, recent work that establishes analogous results for jump
processes [13–15] shows that for certain classes of models, the local equations in fact

1 This paper, alongwith [28, 29], supersedes the earlier arXiv version [27], after reorganizing and expanding
upon several aspects of the material. Notably, this paper removes the assumption of bounded drift in the
derivation of the local equation,whereas [29] sharpens and strengthens the results on localweak convergence
of particle systems, and [28] elaborates further on related yet rather separate conditional independence
properties. These three papers treat very different, complementary aspects of the same class of particle
systems and may be read independently.
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reduce to a very tractable system of (nonlinear) Markovian stochastic equations (see,
e.g., [13] or Section 4.3.2 of [40].

To provide insight into the form of the local equation, in Sect. 1.2.2 below we first
derive the local equation for a particle system in the simplest case when the UGW
tree is T2, or equivalently, Z. Then, in Sect. 1.2.3 we discuss the significant additional
complications that arise in the general case of a random UGW tree T . The only other
result that we are aware of that provides an autonomous characterization of marginals
of an infinite system of interacting diffusions on a sparse graph was obtained recently
in [12], which treats a Markovian interacting diffusive particle system with identity
diffusion coefficient in the special case where the interaction graph is a directed line,
without any feedback of the interactions. In this specific setting, a coupling argument
is used to obtain an autonomous characterization of the law of the trajectories of any
contiguous set of particles in terms of a non-linear diffusion process. As we show in
Sect. 1.2.2, even on a line derivation of such an autonomous characterization is more
complicated when the graph is no longer directed.

1.2.2 The local equation for a particle system on the line graph

Consider the particular diffusive particle system

dXv(t) =
[
β(Xv(t), Xv+1(t))+ β(Xv(t), Xv−1(t))

]
dt + σ(Xv(t))dWv(t), v ∈ Z,

(1.4)

where (Xv(0))v∈Z are i.i.d., and β : (Rd)2 → R
d and σ : Rd → R

d×d are assumed
to be sufficiently regular (see Assumption A). Note that this is a particular case of
the dynamics (1.1) when G is equal to the (deterministic) 2-regular tree T2, which
can be identified with Z, and the drift b is linear in the measure variable: b(x, ν) =
2
∫
Rd β(x, y) ν(dy) for x ∈ R

d and ν is a probability measure on R
d . We will also

assume that the dependence of β on the second variable is non-trivial so that we have
a system of diffusions that are truly interacting. For any t > 0, let

Xv[t] := (Xv(s))s∈[0,t]

represent the trajectory of Xv in the interval [0, t], and for any subset A ⊂ Z,
let XA[t] := (Xv[t])v∈A. Identifying the root node with 0 ∈ Z, we would like to
understand the law of the dynamics of the root marginal X0, but it turns out that to
obtain an autonomous description, one should instead consider the marginal dynamics
X{−1,0,1} = (X−1, X0, X1) of the root and its neighborhood, rather than just the root.
Furthermore, this also allows one to understand correlations between neighboring
particles. The characterization via the local equation entails three key ingredients.
(i) Markov random field structure First, note that the dynamics of X0 is completely
endogenous in that it only depends on the states of X−1 and X1, which are part of
the neighborhood. On the other hand, the evolution of X−1 depends on X−2, the state
of node −2, which lies outside the set {−1, 0, 1}. Therefore, in order to obtain an
autonomous description of the law of the dynamics of X{−1,0,1}, we need to be able
to express the conditional law of X−2(t) given X{−1,0,1} in terms of the (joint) law of
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X{−1,0,1}. As a key first step towards achieving this goal, we establish the following
conditional independence property of the particle system (1.4): for each t > 0,

(X j [t]) j<i ⊥⊥ (X j [t]) j>i+1 | (Xi [t], Xi+1[t]), ∀i ∈ Z (1.5)

where for random elements Z1, Z2, Z3, we use Z1 ⊥⊥ Z2|Z3 to denote that Z1 and Z2
are conditionally independent given Z3. In other words, we show that for each t > 0,
(Xi [t])i∈Z is a second-order Markov chain on Z.

At first glance, one might conjecture that (X j (t)) j<i ⊥⊥ (X j (t)) j>i | Xi (t) for
each i ∈ Z, that is, for every fixed t > 0, the states (Xi (t))i∈Z form a first-order
Markov chain (on Z). However, this conjecture is incorrect, because conditioning
on Xi (t) provides information about the trajectory Xi [t], which in turn influences
the entire trajectories Xi−1[t] and Xi+1[t]. This observation may then prompt the
modified conjecture that the trajectories (Xi [t])i∈Z form a first-order Markov chain,
i.e., (X j [t]) j<i ⊥⊥ (X j [t]) j>i | Xi [t] for each i ∈ Z. This too turns out to be incorrect,
because conditioning on Xi [t] induces correlations between the Brownian motions
(Wj ) j<i and (Wj ) j>i , in a way that the conditioning in (1.5) remarkably does not.

In fact, Theorem 2.7 of [28] shows that for any locally finite graph G and XG as in
(1.1), for every t > 0, the trajectories (XG

v [t])v∈V form a local second-order Markov
random field (MRF) (assuming the initial conditions do), in the sense that

XG
A [t] ⊥⊥ XG

B [t] | XG
∂2A[t], ∀A ⊂ V finite, B ⊂ V \(A ∪ ∂2A), (1.6)

where ∂2A is the set of nodes at distance one or two from A (see Sect. 2.1 for
graph-theoretic terminology and Sect. 5 for a discussion of MRFs). We would like to
emphasize, however, that the conditional independence property (1.5) required here
is not implied by the local MRF property established in [28]. Indeed, to obtain the
first conditional independence statement in (1.5) one would need to apply (1.6) with
A = { j ∈ N : j < i} and B = { j ∈ N : j > i+1} in (1.6). In particular, we need (1.6)
to also hold for certain infinite sets A. This is analogous to the distinction between
(tree-indexed) first-order Markov chains and first-order local MRFs; the former often
form a proper subset of the latter, as explained in [16, Chapters 10–12]. More gen-
erally, an extension from a local MRF property to a global MRF property, in which
A ⊂ V in (1.6) is allowed to be infinite, is highly non-trivial and can fail in general;
see [20, 22, 47] for works in other contexts that illustrate the underlying subtleties.
Nevertheless, we show that the global MRF property does hold in our setting; see
Propositions 3.17 and 3.18 for a proof in the more general context of random UGW
trees. For further intuition into this second-order MRF property and explicit examples
that illustrate why the first-order counterparts fail, we refer the reader to Section 3.3
of [28].
(ii) A projection theorem and symmetry considerations We now discuss the second
ingredient of the proof, recalling that we are interested in an autonomous charac-
terization of X{−1,0,1}, where (Xv)v∈Z are as in (1.4). Using an optional projection
argument known fromfiltering theory (seeAppendixA),we can conclude that (extend-
ing the probability space if necessary) there exist independent Brownian motions
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(W̃−1, W̃0, W̃1) such that X = (X−1, X0, X1) satisfies

Xv(t) = b̃v(t, X)dt + σ(Xv(t))dW̃v(t), v ∈ {−1, 0, 1},

where, with C denoting the space of Rd -valued continuous functions on [0,∞), b̃v :
[0,∞) × C{−1,0,1} 
→ R

d is a progressively measurable version of the conditional
expectation:

b̃v(t, x) := E

[
β(Xv(t), Xv+1(t))+ β(Xv(t), Xv−1(t))

∣∣∣ X{−1,0,1}[t] = x[t]
]
, v ∈ {−1, 0, 1},

where we recall x[t] = (x(s))s∈[0,t]. Clearly, the drift coefficient for the root or zero
particle remains the same as in the original system described in (1.4):

b̃0(t, x) = β(x0(t), x1(t))+ β(x0(t), x−1(t)).

On the other hand, b̃1 and b̃−1 do not coincide with the corresponding drifts in the
original system, but we can simplify the expressions for them using the conditional
independence relation of (1.5) along with symmetries of the particle system. Precisely,
as justified below, we have

b̃−1(t, x) = E
[
β(X−1(t), X0(t))+ β(X−1(t), X−2(t)) | X{−1,0,1}[t] = x[t]]

= β(x−1(t), x0(t))+ E
[
β(X−1(t), X−2(t)) | (X−1, X0)[t] = (x−1, x0)[t]

]

= β(x−1(t), x0(t))+ E
[
β(X0(t), X−1(t)) | (X0, X1)[t] = (x−1, x0)[t]

]
.

Indeed, the crucial steps are the second line, which follows from the conditional
independence of X−2[t] and X1[t] given X{−1,0}[t], and the third line, which follows
from the shift-invariance of the particle system on Z, which gives equality in law
of (X−2, X−1, X0) and (X−1, X0, X1). We can derive an analogous expression for
b̃1(t, x) by using the conditional independence of X2[t] and X−1[t] given X{0,1}[t],
and the equality in law between (X2, X1, X0) and (X−1, X0, X1) which now follows
from both the shift-invariance and reflection-invariance (around 0 ∈ Z) of X :

b̃1(t, x) = E
[
β(X1(t), X2(t)) | (X1, X0)[t] = (x1, x0)[t]

]+ β(x1(t), x0(t))

= E
[
β(X0(t), X−1(t)) | (X0, X1)[t] = (x1, x0)[t]

]+ β(x1(t), x0(t)),

for t > 0 and x ∈ C{−1,0,1}. In summary, if we define

γ̃t (x, y) := E
[
β(X0(t), X−1(t)) | (X0, X1)[t] = (x, y)[t]], (x, y) ∈ C2, (1.7)

then we find that X = X{−1,0,1} solves the coupled system

dX−1(t) =
[
β(X−1(t), X0(t))+ γ̃t (X−1, X0)

]
dt + σ(X−1(t))dW̃−1(t),

dX0(t) =
[
β(X0(t), X1(t))dt + β(X0(t), X−1(t))

]
dt + σ(X0(t))dW̃0(t),

dX1(t) =
[
γ̃t (X1, X0)+ β(X1(t), X0(t))

]
dt + σ(X1(t))dW̃1(t), (1.8)
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where W̃−1, W̃0 and W̃1 are independent d-dimensional Brownian motions. Modulo
some additional technical conditions, this is precisely theT2 local equation associated
with the particle system (1.4); see Definition 3.5 with κ = 2. Observe that even though
the original system (1.4) describes a (linear) Markov process, its marginal X{−1,0,1},
as described by the system (1.8), is a nonlinear, non-Markovian process since γ̃t is a
functional of the law of X{−1,0,1}[t] of the process and it takes as arguments the past
of coordinates of the process (up to time t). However, also note that this dependence
ensures that the coupled system (1.8) is autonomously defined.
(iii) Proof of well-posedness The final step of the proof, carried out in full detail in
Sect. 4.2, is to show that the law of X{−1,0,1} is the unique (weak) solution to the local
equation (1.8). Couplingmethods combinedwithBanachfixed point arguments,which
are commonly used in the analysis of more standard nonlinear Markov processes that
arise as mean-field limits, are rendered unsuitable by the complicated appearance of
conditional laws in the local equation. Instead, we once more exploit the conditional
independence and symmetry properties described above to essentially rebuild the law
of XZ using just the joint law of the root neighborhood. Specifically, given a solution
(Y−1,Y0,Y1) to the local equation, let μ(dy−1, dy0, dy1) denote the joint law of the
root neighborhood (Y−1,Y0,Y1), and let �(dy1; Y0,Y1) denote the conditional law of
Y−1 given (Y0,Y1). By (reflection) symmetry, the conditional lawofY1 given (Y0,Y−1)
is precisely �(dy1; Y0,Y−1). We then consider the unique probability measure on CZ
with (consistent) finite-dimensional distribution on CZ∩[−n,n] given by

μ(dy−1, dy0, dy1)
n−1∏

i=1
�(dyi+1; yi , yi−1)�(dy−(i+1); y−i , y−(i−1)) (1.9)

for each n ∈ N, where the product of the kernels reflects the conditional indepen-
dence property of XZ stated in (1.5). The crux of the argument is to show that this
probability measure on CZ is the law of a solution of the infinite SDE system (1.4);
uniqueness for the local equation then follows from uniqueness for the infinite par-
ticle system. The full justification is much more involved but ultimately rests upon
conditional independence and symmetry arguments like those used above, as well as
judicious use of Girsanov’s theorem to characterize � and the measures in (1.9). It
is worth emphasizing that, by purely measure-theoretic arguments, the law of any
random sequence XZ = (Xi )i∈Z that is invariant under shifts and reflections, and
also satisfies the conditional independence property (1.5), is uniquely determined by
its root neighborhood marginal via the construction in (1.9). However, the difficulty
lies in transferring additional properties (such as the property that the collection XZ

satisfies a certain SDE) from the marginal to the full configuration, and vice versa.
The proof of uniqueness outlined here notably relies on the uniqueness of the infinite

particle system XZ defined by (1.4). Under themore restrictive assumption of bounded
drift, it is possible to avoid any reference to the infinite system and instead, provide
a direct proof using relative entropy estimates. See the extended arXiv version for
details (Sections 1.2.2(iii) and 4.3 of arXiv:2009.11667).
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1.2.3 Additional challenges on random trees

As we have seen above, three main ingredients of the proof of characterization of the
law of marginal dynamics in terms of the local equation include a certain conditional
independence property that is similar in spirit to the second-order MRF property, a
stochastic analytic result on projections of Itô processes, and symmetry considerations.
These arguments can be extended to more general dynamics and Tκ for general κ > 2
in an analogous manner, although the proofs are more involved, with the main change
being that one now exploits the class of symmetries arising from the automorphism
group on Tκ , which can be visualized as translation and rotation symmetries (see
Sect. 3.2.1 for the form of the local equation in this case). However, the intuition
described above is somewhat limited to deterministic trees.

On random UGW trees, the proof of the characterization of marginal dynamics via
the local equation (described in Definition 3.9 and Sect. 3.3), is an order of magnitude
harder, and requires new ingredients. Firstly, the conditional independence property
must now be established in an annealed sense, looking jointly at the particle system
and the structure of the underlying tree, and the statement and proof are significantly
more involved (see Proposition 3.17). As for the second step, while the projection
argument is similar, the symmetry considerations must be significantly altered, as they
are not so useful in the quenched form used for deterministic regular trees. Instead, the
appropriate notion of symmetry here turns out to be unimodularity, which is defined
by a certain mass-transport principle (elucidated in Sect. 7.2). This can be viewed as
a sort of stationarity property, which is often loosely described as the property that the
root is equally likely to be any vertex [1], although the precise formulation is more
subtle. In the course of the proof of our main result, we show in Proposition 7.3 that
this unimodularity property is preserved by dynamics of the form (1.1), which may
be of interest in its own right.

The unimodularity property is applied to establish a key identity (see Proposi-
tion 3.18) that relates certain conditional expectations related to the histories of the
process at the root and its neighbors to a suitably reweighted version of corresponding
conditional expectations related to the histories of the process at a child of the root
and its neighborhood, leading to a more complicated form of the analogue of γ̃t (as
discussed in Remark 3.11). Section3.4 contains precise statements of these key prop-
erties, which are applied in Sect. 4.1 to show that the marginal distributions satisfy the
UGW local equation. Finally, the more complicated form of the local equation on the
UGW tree also leads to additional subtleties in the last step of establishing uniqueness
(see Sect. 4.2). In particular, the proof now entails certain non-trivial change of mea-
sure arguments that were not necessary in the case of the deterministic regular tree;
see Sect. 4.2.1 for an outline and Sect. 4.2.2 for the details.

Precise statements of our main results are given in Sect. 3. In the next section, we
first develop some notation.
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2 Preliminaries and notation

In this section, we introduce common notation and definitions used throughout the
paper, and which are required to state the main results. Throughout, we write N0 :=
N ∪ {0}.

2.1 Graphs and the Ulam–Harris–Neveu labeling for trees

2.1.1 General graph terminology

Given a graph G = (V , E), we will often abuse notation by writing v ∈ G for v ∈ V
to refer to a vertex or node of the graph. In this paper, we will always assume that
the graph has a finite or countably infinite vertex set and is simple (no self-edges or
multi-edges). Given u, v ∈ V , a path from u to v is a sequence of distinct vertices
u = u0, u1, u2, . . . , un = v such that (ui−1, ui ) ∈ E for i = 1, . . . , n. The graph G
is said to be connected if there exists a path between any two vertices u, v ∈ V . For
two vertices u, v ∈ V , the distance between u and v is the length of the shortest path
from u to v, or∞ if no such path exists. The diameter diam(A) of a set A ⊂ V is the
maximal distance between vertices of A. For v ∈ V , the neighborhood of v in G is
defined to be

Nv(G) := {u ∈ V \{v} : (u, v) ∈ E}.

The degree of a vertex v is |Nv(G)|, where as usual |A| denotes the cardinality of a set
A. A graph is said to be locally finite if each vertex has a finite degree. Given A ⊂ V ,
its boundary and double boundary are defined to be

∂A := {u ∈ V \A : ∃v ∈ A such that (u, v) ∈ E}, ∂2A := ∂A ∪ ∂(A ∪ ∂A).

(2.1)

Note that ∂A (resp. ∂2A) is the set of vertices that are at a distance 1 (resp. 1 or 2)
from A. A clique is a complete subgraph, that is, a set A ⊂ V such that (u, v) ∈ E
for every distinct u, v ∈ A. Equivalently, a clique is a set A ⊂ V of diameter at most
1. Similarly, we say that a set A ⊂ V is a 2-clique if diam(A) ≤ 2.

2.1.2 The Ulam–Harris–Neveu labeling for trees

A tree is a (undirected) graph G = (V , E) such that given any two vertices u, v ∈
G, there is a unique path between u and v. It will be convenient to work with the
standard labeling scheme for trees, often attributed to Ulam–Harris–Neveu (see, e.g.,
[19, Section VI.2] or [37]), defined using the vertex set

V := {ø} ∪
∞⋃

k=1
N
k . (2.2)
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For u, v ∈ V, let uv denote concatenation, that is, if u = (u1, . . . , uk) ∈ N
k and

v = (v1, . . . , v j ) ∈ N
j , then uv = (u1, . . . , uk, v1, . . . , v j ) ∈ N

k+ j . The root ø is
the identity element, so øu = uø = u for all u ∈ V. For v ∈ V\{ø}, we write πv for
the parent of v; precisely, πv is the unique element of V such that there exists k ∈ N

satisfying v = πvk. We view V as a graph by declaring two vertices to be adjacent
if one is the parent of the other. Thus, the neighborhoods of V are Nø(V) = N and
Nv(V) = {πv} ∪ {vk : k ∈ N} for v ∈ V\{ø}. Note that this graph V is not locally
finite.

There is a natural partial order on V. We say u ≤ v if there exists (a necessarily
unique) w ∈ V such that uw = v, and say u < v when w �= ø. A subset T ⊂ V is
defined to be a tree if:

(1) ø ∈ T ;
(2) If v ∈ T and u ∈ V with u ≤ v, then u ∈ T ;
(3) For each v ∈ T there exists an integer cv(T ) ≥ 0 such that, for k ∈ N, we have

vk ∈ T if and only if 1 ≤ k ≤ cv(T ).

Note that for us a tree, by default, is locally finite. We also use the symbol T to refer
not only to the subset of V but also to the induced subgraph. Inductively, for u ∈ T ,
we think of the elements (uv)

cu(T )
v=1 as the children of the vertex labeled u. For any

T ⊂ V and v ∈ V, define Nv(T ) = T ∩ Nv(V) to be the set of neighbors of v in T if
v ∈ T , and set Nv(T ) = ∅ if v /∈ T . It is convenient to define also Vn to be the labels
of the first n generations:

Vn := {ø} ∪
n⋃

k=1
N
k . (2.3)

With a minor abuse of notation, we also use Vn to denote the corresponding induced
subgraph.

2.2 Measure spaces

For a Polish space X , we write P(X ) for the set of Borel probability measures on
X , endowed always with the topology of weak convergence. Note that P(X ) itself
becomes a Polish space with this topology, and we equip it with the corresponding
Borel σ -field. We write δx for the Dirac measure at a point x ∈ X . For an X -valued
random variable X , we write L(X) to denote its law, which is an element of P(X ).
Given any measure ν on a measurable space and any ν-integrable function f on that
space, we use the usual shorthand notation 〈ν, f 〉 := ∫ f dν. GivenX -valued random
elements Y ,Yn, n ∈ N, we write Yn ⇒ Y to mean that the law of Yn converges weakly
to the law of Y .
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2.3 Function spaces

For a fixed positive integer d, throughout we write

C := C(R+;Rd)

for the path space of continuous functions, endowed with the topology of uniform
convergence on compacts. For t > 0, we write Ct := C([0, t];Rd), and for x ∈ C we
write ‖x‖∗,t := sups∈[0,t] |x(s)| and x[t] := {x(s), s ∈ [0, t]} for the truncated path,
viewed as an element of Ct .

2.4 Configuration spaces

For a set X and a graph G = (V , E), we write X V or XG for the configuration
space {(xv)v∈V : xv ∈ X for every v ∈ V }. We make use of a standard notation for
configurations on subsets of V : For x = (xv)v∈V ∈ X V and A ⊂ V , we write xA for
the element xA = (xv)v∈A of X A.

2.5 Space of unordered terminating sequences

As discussed in the introduction, we will study stochastic differential equations that
take values in a sequence of configuration spaces with corresponding underlying inter-
action graphs that have different numbers of vertices. We want to be able to specify a
single “drift function” that takes as input finite sequences of elements ofX of arbitrary
length and is insensitive to the order of these elements.

To this end, for a setX , we define in this paragraph a space S�(X ) of finite unordered
X -valued sequences of arbitrary length (possibly zero). First, for k ∈ N we define the
symmetric power (or unordered Cartesian product) Sk(X ) as the quotient ofX k by the
natural action of the symmetric group on k letters. For convenience, let S0(X ) = {◦}.
Define S�(X ) as the disjoint union,

S�(X ) =
∞⊔

k=0
Sk(X ).

A typical element of S�(X ) will be denoted (xv)v∈V , for a finite (possibly empty)
set V ; if the set is empty, then by convention (xv)v∈V = ◦ ∈ S0(X ). It must be
stressed that, of course, the element (xv)v∈V has no order. The space S�(X ) must not
be confused with what is traditionally called the infinite symmetric product space in
algebraic topology when X is endowed with a distinguished (base) point e, in which
the points (x1, . . . , xn, e) and (x1, . . . , xn) would be identified; these two points are
distinct in S�(X ).

Suppose now that (X , d) is a metric space, and endow S�(X ), with the usual
disjoint union topology, i.e., the finest topology on S�(X ) for which the injection
Sk(X ) ↪→ S�(X ) is continuous for each k ∈ N. A function F : S�(X ) → Y to a
metric space Y is continuous if and only if there is a sequence ( fk)∞k=0, where f0 ∈ Y
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and, for each k ∈ N, fk : X k → Y is a continuous function that is symmetric in its k
variables, such that

F((xi )i∈{1,...,k}) =
{
fk(x1, . . . , xk) for k ∈ N, (x1, . . . , xk) ∈ X k

f0 for k = 0.

If X is separable and completely metrizeable, then so is S�(X ). Note that a sequence
(xnv )v∈Vn in S�(X ) converges to (xv)v∈V if and only if for all ε > 0 there exists
N ∈ N such that for all n ≥ N there exists a bijection ϕ : Vn → V such that
maxv∈Vn d(xnv , xϕ(v)) < ε. (Note that this implicitly requires that |Vn| = |V | for
sufficiently large n.) It is worth noting that continuous functions on S�(X ) are strictly
more general than weakly continuous functions on the set of empirical measures, but
we refer to [29] for further discussion.

3 Statements of main results

For a tree T , viewed as a subset of V as defined in Sect. 2.1.2, we are interested in the
SDE system

dXT
v (t) = 1{v∈T }

(
b(t, XT

v , XT
Nv(T ))dt + σ(t, XT

v )dWv(t)
)
, v ∈ V, (3.1)

where recall that Nv(T ) denotes the set of neighbors of v in T , and b and σ are
suitable progressively measurable coefficients as specified in Assumption A. When
the tree T is random, we always take it to be independent of the initial conditions
and Brownian motions. Note that we include even those labels v ∈ V\T that do not
belong to the tree, for which the process is constant XT

v (t) = XT
v (0); this will be

convenient notation and, in the random tree case, will render the tree itself measurable
with respect to the initial σ -field (as elaborated in Remark 4.2). Also note that, unlike
in the introduction, we allow path-dependent coefficients (b, σ ), both because this
arises in applications and because this results in no change in the arguments or in the
form of the local equation described in Sect. 3.2, which are inevitably path-dependent
regardless of whether b and σ are, as discussed in Sect. 1.2.2(ii).

We state first our standing assumptions in Sect. 3.1. Then we introduce the local
equation in Sect. 3.2 and finally state our main results in Sect. 3.3. Throughout, recall
the function space C = C(R+;Rd) and sequence space S�(C) defined in Sects. 2.3
and 2.5, respectively.

3.1 Assumptions

Fix a dimension d ∈ N and, for x ∈ C and t > 0, recall from Sect. 2.3 the notation
‖x‖∗,t := sups∈[0,t] |x(s)|. We assume the drift coefficient b, diffusion coefficient σ ,
and an initial distribution λ0, satisfy the following:
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Assumption A (A.1) The drift coefficient b : R+×C× S�(C) → R
d is continu-

ous and has linear growth, in the sense that for each T > 0, there exists CT < ∞
such that, for any (t, x, (xv)v∈A) ∈ [0, T ] × C × S�(C), we have

|b(t, x, (xv)v∈A)| ≤ CT

(
1+ ‖x‖∗,t + 1

|A|
∑

v∈A
‖xv‖∗,t

)
,

where the average is understood to be zero if |A| = 0. Moreover, b is progres-
sively measurable; that is, it is jointly measurable (which is already implied by the
above continuity properties) and non-anticipative in the sense that for each t ≥ 0,
b(t, x, (xv)v∈A) = b(t, y, (yv)v∈A) whenever x(s) = y(s) and xv(s) = yv(s) for
all s ≤ t and v ∈ A.

(A.2) The diffusion matrix σ : R+ × C → R
d×d satisfies the following:

(A.2a) σ is bounded and continuous. Moreover, σ(t, x) is invertible for each (t, x),
and the inverse is uniformly bounded. Lastly, σ is progressively measurable,
which implies that for each t ≥ 0, σ(t, x) = σ(t, y) whenever x(s) = y(s)
for all s ≤ t .

(A.2b) The following driftless SDE admits a unique in law weak solution:

dX(t) = σ(t, X)dW (t), X(0) ∼ λ0.

(A.3) The initial states (XT
v (0))v∈V are i.i.d. with common distribution λ0 ∈ P(Rd),

and λ0 has finite second moment.
(A.4) For each non-random tree T ⊂ V, there exists a unique in law weak solution of

the SDE system (3.1) with i.i.d. initial positions (XT
v (0))v∈V with law λ0.

The final condition (A.4) regarding uniqueness in law for (3.1) is not as stringent as
it may appear. If the tree T is finite, it follows automatically from Assumptions (A.1)–
(A.2) and Girsanov’s theorem (see Lemma B.1). For infinite graphs, Theorem 3.2
below shows that Assumption (A.4) holds if b and σ are suitably Lipschitz. The i.i.d.
assumption on the initial conditions in (A.3) can be relaxed, although we do not do so
in this article; see Remark 3.16 for further discussion.

Remark 3.1 As an immediate consequence of Assumption (A.4), it follows that the
SDE (3.1) is unique in law even when the tree T is random, since we always take T
to be independent of the initial conditions and the Brownian motions.

Theorem 3.2 Suppose that Assumptions (A.1) and (A.2a) hold. Assume also that the
functions b and σ are Lipschitz, in the sense that for each T > 0, there exist KT , K̄T <

∞ such that, for all t ∈ [0, T ], all x, x ′ ∈ C, and all (xu)u∈A, (x ′u)u∈A ∈ S�(C) indexed
by the same finite set A, we have

|b(t, x, (xu)u∈A)− b(t, x ′, (x ′u)u∈A)| ≤ KT

(
‖x − x ′‖∗,t + 1

|A|
∑

u∈A
‖xu − x ′u‖∗,t

)
,

(3.2)
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where the average is understood to be zero if |A| = 0, and

|σ(t, x)− σ(t, x ′)| ≤ K̄T ‖x − x ′‖∗,t . (3.3)

Then there exists a pathwise unique strong solution for the SDE system (3.1), with any
initial conditions (XT

v (0))v∈T .

Proof This follows from standard arguments; see [29, Theorem 3.1]. ��

Motivated by Theorem 3.2, we will sometimes make the following assumption.

Assumption B Suppose that Assumptions (A.1), (A.2a), and (A.3) hold. Assume also
that the functions b and σ are Lipschitz, in the sense that (3.2) and (3.3) hold.

We note that due to Theorem 3.2, Assumption B implies Assumption A.
The main examples of interactions we have in mind for the drift b in Assumption

(A.1) take the following forms:

Example 3.3 For a first example, suppose b is of the form

b(t, x, (xv)v∈A) =
{
b̃0(t, x) if A = ∅,
1
|A|
∑

v∈Ab̃(t, x, xv) if A �= ∅,

for given functions b̃0 : R+×C → R
d and b̃ : R+×C×C → R

d . Assumption (A.1)
holds if b̃0 and b̃ are continuous with linear growth, in the sense that for each T > 0
there exists CT < ∞ such that

|̃b0(t, x)| + |̃b(t, x, y)| ≤ CT
(
1+ ‖x‖∗,t + ‖y‖∗,t

)
, for all (t, x, y).

Example 3.4 Generalizing Example 3.3, suppose b is of the form

b(t, x, (xv)v∈A) =
{
b̃0(t, x) if A = ∅,
b̃
(
t, x, 1

|A|
∑

v∈Aδxv

)
if A �= ∅,

for given functions b̃0 : R+ × C → R
d and b̃ : R+ × C × P(C) → R

d . In fact, b̃
needs only to be defined on the subspace of P(C) consisting of empirical measures of
finitely many points. Assumption (A.1) holds if b̃0 and b̃ are continuous (using weak
convergence or any Wasserstein metric on P(C)) with linear growth, namely if for
each T > 0 there exists CT < ∞ such that

|̃b0(t, x)| + |̃b(t, x,m)| ≤ CT

(
1+ ‖x‖∗,t +

∫

C
‖y‖∗,t dm(y)

)
, for all (t, x,m).
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3.2 The local equation

The local equation describes a novel stochastic dynamical system and is significantly
more complicated on the UGW tree than on non-random trees, where its structure is
more transparent, especially given the discussion in Sect. 1.2.2. Thus,wefirst introduce
its definition on the infinite regular tree in Sect. 3.2.1 and defer the full formulation
for a UGW tree to Sect. 3.2.2. However, the reader may choose to skip directly to
Sect. 3.2.2 without loss of continuity.

3.2.1 The local equation for an infinite regular tree

Let Tκ be the infinite κ-regular tree for some integer κ ≥ 2, and note that it can be
identified with the subset {ø} ∪ {1, . . . , κ} ∪⋃∞n=2

({1, . . . , κ} × {1, . . . , κ − 1}n−1)
of the vertex set V defined in (2.2).

Recall from Sect. 2.3 that for t > 0 and x ∈ C = C(R+;Rd), we write x[t] :=
{x(s) : s ∈ [0, t]} for the truncated path, viewed as an element of Ct = C([0, t];Rd).
The following generalizes the local equation outlined in Sect. 1.2.2 for a model on T2.

Definition 3.5 Let Tκ,1 = {ø, 1, . . . , κ} denote the first generation of the κ-regular
tree. A weak solution of the Tκ local equation with initial law λ0 ∈ P(Rd) is a tuple
((�,F ,F,P), γ, (Bv,Yv)v∈Tκ,1) such that:

(1) (�,F ,P) is a probability space with a filtration F = (Ft )t≥0.
(2) (Bv)v∈Tκ,1 are independent d-dimensional F-Brownian motions.
(3) (Yv)v∈Tκ,1 are continuous d-dimensional F-adapted processes.
(4) (Yv(0))v∈Tκ,1 are i.i.d. with law λ0.
(5) The function R+ × C2 � (t, xø, x1) 
→ γt (xø, x1) ∈ R

d is progressively measur-
able and satisfies

γt (Yø,Y1) = E

[
b(t,Yø,Y{1,...,κ})

∣∣ Yø[t], Y1[t]
]
, a.s., for a.e. t ∈ [0, T ].

(3.4)

(6) The following system of stochastic equations holds:

dYø(t) = b(t,Yø,Y{1,...,κ}) dt + σ(t,Yø) dBø(t),

dYi (t) = γt (Yi ,Yø)dt + σ(t,Yi ) dBi (t), i = 1, . . . , κ.
(3.5)

(7) For each i = 1, . . . , κ and T > 0, we have

∫ T

0

(
|γt (Yø,Yi )|2 + |γt (Yi ,Yø)|2 + |γt (X̂ø, X̂i )|2 + |γt (X̂i , X̂ø)|2

)
dt < ∞, a.s.,

where (X̂v)v∈Tκ,1 is the unique in law (by Assumption (A.2b)) solution to the
driftless SDE system
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d X̂v(t) = σ(t, X̂v)dBv(t), v ∈ Tκ,1,

where (X̂v(0))v∈Tκ,1 are i.i.d. with law λ0.

Alternatively, we may refer to the law of the Cκ+1-valued random variable (Yv)v∈Tκ,1

as a weak solution. We say that the Tκ local equation with initial law λ0 is unique in
law if any two weak solutions induce the same law on Cκ+1.

Remark 3.6 The property (7) in Definition 3.5 will be used to justify certain applica-
tions of Girsanov’s theorem (as in Lemma B.1). Specifically, it ensures that the joint
laws of (Yø,Yi ) and (X̂ø, X̂i ) are mutually absolutely continuous.

Remark 3.7 The local equation describes a “nonlinear” process in the sense of a
McKean–Vlasov equation because the law of the solution enters the dynamics. How-
ever, a crucial yet unusual feature of the local equation (3.5) is that the conditional
expectation mapping γt appears with different arguments throughout the SDE system.
In the related paper [30] (see also [43, 48]), we show that analogous discrete-time
local dynamics can be simulated efficiently. In future work, we plan to investigate the
analytical and numerical tractability of the local dynamics in the diffusion setting.

It is worth noting how the Tκ local equation (3.5) simplifies when the drift b takes
the form described in Example 3.3 above. Indeed, the law of (Yø,Y1, . . . , Yκ ) is clearly
invariant under permutations of (Y1, . . . ,Yκ ), which implies

γt (Yø,Y1) = 1

κ
b̃(t,Yø,Y1)+ κ − 1

κ
γ̃t (Yø,Y1),

where we define

γ̃t (Yø,Y1) := E

[
b̃(t,Yø,Y2)

∣∣ Yø[t], Y1[t]
]
.

We may then write (3.5) as

dYø(t) = 1

κ

κ∑

i=1
b̃(t,Yø,Yi ) dt + σ(t,Yø) dBø(t),

dYi (t) =
(
1

κ
b̃(t,Yi ,Yø)+ κ − 1

κ
γ̃t (Yi ,Yø)

)
dt + σ(t,Yi ) dBi (t), i = 1, . . . , κ.

Themain result on the characterization of the dynamics of the root and its neighbor-
hoodTκ,1 via the local equation is given inCorollary 3.14. It is a simple consequence of
the more general result, Theorem 3.12, for UGW(ρ) trees given in Sect. 3.3. With that
in mind, in the next section, we first introduce the general form of the local equation
for a UGW tree.
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3.2.2 The local equation for unimodular Galton–Watson trees

Fix a distribution ρ ∈ P(N0) with finite non-zero first moment. We first formally
define a UGW(ρ) tree:

Definition 3.8 Given ρ ∈ P(N0) with a finite nonzero first moment, the random tree
UGW(ρ) has a root with offspring distribution ρ, and each vertex of each subsequent
generation has a number of offspring according to the distribution ρ̂ ∈ P(N0), where
ρ̂ is given by

ρ̂(k) = (k + 1)ρ(k + 1)∑
n∈N nρ(n)

, k ∈ N0, (3.6)

and the numbers of offspring in different generations are all independent of each other.
Recalling the Ulam–Harris–Neveu labeling from Sect. 2.1.2, we view a UGW(ρ) tree
as a random subset of V.

As discussed in Sect. 1.1, this kind of random tree arises as the local weak limit of
many natural finite random graph models (see Examples 2.2, 2.3, and 2.4 of [29]).

We now give the general form of the local equation for UGW trees. In this case, the
structure of the neighborhood of the root is also random. To capture this, it is useful
to consider the root neighborhood as a subset of the vertex set V1 = {ø} ∪ N.

Definition 3.9 Given ρ ∈ P(N0) with finite nonzero first moment and λ0 ∈ P(Rd),
a weak solution of the UGW(ρ) local equation with initial law λ0 is a tuple
((�,F ,F,P), T1, γ, (Bv,Yv)v∈V1, Ĉ1) such that:

(1) (�,F ,P) is a probability space with a filtration F = (Ft )t≥0.
(2) T1 is a random tree with the same law as the first generation of a UGW(ρ)

tree. More explicitly, T1 has vertex set {ø, 1, . . . , κ} for some N0-valued F0-
measurable random variable κ with law ρ, and the edge set is {(ø, k) : k =
1, . . . , κ}. (If κ = 0, this means the vertex set is simply {ø}, there are no edges,
and Nø(T1) = ∅.)

(3) Ĉ1 is an F0-measurable N0-valued random variable with law ρ̂, as defined in
(3.6).

(4) (Bv)v∈V1 are independent d-dimensional F-Brownian motions.
(5) (Yv)v∈V1 are continuous d-dimensional F-adapted processes.
(6) (Yv(0))v∈V1 are F0-measurable and i.i.d. with law λ0.
(7) The function R+ × C2 � (t, xø, x1) 
→ γt (xø, x1) ∈ R

d is progressively mea-
surable and satisfies

γt (Yø,Y1) =

⎧
⎪⎪⎨

⎪⎪⎩

E

[ |Nø(T1)|
1+Ĉ1

b(t,Yø,YNø(T1))
∣∣∣ Yø[t], Y1[t]

]

E

[ |Nø(T1)|
1+Ĉ1

∣∣∣ Yø[t], Y1[t]
] on {Nø(T1) �= ∅},

b(t,Yø, ◦) on {Nø(T1) = ∅},
(3.7)
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a.s., for a.e. t ∈ [0, T ]. Recall our convention that ◦ denotes the unique element
of the one-point space C0.

(8) T1, (Yv(0))v∈V1 , Ĉ1, and (Bv)v∈V1 are independent.
(9) The following system of stochastic equations is satisfied:

dYø(t) = b(t,Yø,YNø(T1)) dt + σ(t,Yø) dBø(t),

dYk(t) = 1{k∈T1}
(
γt (Yk,Yø) dt + σ(t,Yk) dBk(t)

)
, k ∈ N.

(3.8)

(10) For each k ∈ N and T > 0, we have

∫ T

0

(
|γt (Yø, Yk)|2 + |γt (Yk , Yø)|2 + |γt (X̂ø, X̂k)|2 + |γt (X̂k , X̂ø)|2

)
dt < ∞, a.s.,

on the event {k ∈ T1}, where (X̂v)v∈V1 is the unique in law (by Assumption
(A.2b)) solution of the driftless SDE system

d X̂v(t) = 1{v∈T1}σ(t, X̂v)dBv(t), v ∈ V1,

where (X̂v(0))v∈V1 are i.i.d. with law λ0.

Alternatively, we may refer to the law of the CV1 -valued random variable (Yv)v∈V1 as
a weak solution. We say that the UGW(ρ) local equation with initial law λ0 is unique
in law if any two weak solutions induce the same law on CV1 .

Remark 3.10 It is worth noting how Definition 3.9 reduces to Definition 3.5 when the
tree is the deterministic κ-regular tree, i.e., the UGW(ρ) tree with ρ = δκ for an integer
κ ≥ 2. In this case, we have ρ̂ = δκ−1, Nø(T1) = {1, . . . , κ}, and Ĉ1 = κ − 1, and
the definition of γt in (3.7) reduces to (3.4).

Remark 3.11 The more complicated form of γt in Definition 3.9 as opposed to Defi-
nition 3.5 is due to the subtler symmetries of the UGW tree in comparison with the
simpler symmetries of the non-random trees Tκ . Note that for the UGW tree T , on
the event {|Nø(T )| �= ∅}, the random variable Ĉ1 is independent of |Nø(T )| and
represents the number of offspring of vertex 1, which in a UGW(ρ) tree has law ρ̂.
The following identity then provides intuition behind the definition of γt in (3.7): for
bounded functions h : N 
→ R,

E
[
h(1+ Ĉ1)1{Nø(T1) �=∅}

] = E

[ |Nø(T )|
1+ Ĉ1

h(|Nø(T )|)1{Nø(T1) �=∅}
]

,

which is easily verified by showing that both sides are equal to [1−ρ(0)]∑∞
k=0 h(k+

1)ρ̂(k). This should be interpreted as explaining how to change measure, using the
Radon-Nikodym derivative |Nø(T )|/(1+ Ĉ1), to effectively re-root the tree to vertex
1 instead of ø. See Proposition 3.18 for a precise statement. Of course, in the κ-regular
tree case discussed in Remark 3.10, no such change of measure is necessary, because
the re-rooted tree is isomorphic to the original tree. On a more technical level, it is
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worth noting that the presence of the indicators in the SDE system (3.8) ensures that
{v ∈ T } is a.s. Xv[t]-measurable for each t > 0 (see Remark 4.2), and thus the
conditional expectations appearing in (3.7) implicitly condition on the tree structure
in addition to the particle trajectories. Also, our choice of how to define γt (Yø,Y1) on
the event {Nø(T1) = ∅} is a useful convention but is irrelevant to the form of the local
equation.

3.3 Characterization of marginals via the local equation

The following is our main result for particle systems set on UGW trees.

Theorem 3.12 Suppose Assumption A holds. Let T denote a UGW(ρ) tree, where
ρ ∈ P(N0) has finite nonzero first and second moments. Let XT = (XT

v )v∈V be the
solution of the SDE system (3.1). Then the law of the CV1-valued random variable
(XT

v )v∈V1 is a weak solution of the UGW(ρ) local equation with initial law λ0.
Moreover, the UGW(ρ) local equation with initial law λ0 is unique in law.

Remark 3.13 To be absolutely clear about the meaning of Theorem 3.12, we must
stress that (XT

v )v∈V1 provides a weak solution of the local equation, but (XT1
v )v∈V1

does not, where we write T1 := T ∩ V1 for the first generation of T . The difference
is that XT1 = (XT1

v )v∈V denotes the particle system set on the one-generation tree T1,
in which the children of the root comprise the leaves of the tree, whereas (XT

v )v∈V1

represents the root neighborhood for the particle system set on the potentially infinite
UGW (ρ) tree T .

Since the κ-regular tree is a special case of the UGW tree defined in Definition 3.8
(see Remark 3.10), the following is an immediate corollary of Theorem 3.12, where
we recall that Tκ,1 := {ø, 1, . . . , κ} represents one generation of the tree Tκ .

Corollary 3.14 Suppose AssumptionA holds. LetTκ denote the infinite κ-regular tree,
for some κ ≥ 2, and let Tκ,1 denote its first generation. Let XTκ = (XTκ

v )v∈V denote
the solution of the SDE (3.1) on the tree T = Tκ . Then the law of (XTκ

v )v∈Tκ,1 is a
weak solution of the Tκ local equation with initial law λ0. Moreover, the Tκ local
equation with initial law λ0 is unique in law.

As will be discussed in Sect. 3.5, combining Theorem 3.12 with the results of [29]
yields a characterization of the limiting marginals and empirical measures of particle
systems set on large finite graphs converging locally to UGW trees.

Remark 3.15 The unimodularity condition on the random tree, although convenient
and natural in the context of local limits of random graphs, is not entirely necessary
for obtaining a form of marginal dynamics. Indeed, in a related paper [30], we obtain
analogous results for interacting discrete-timeMarkov chains (equivalently, stochastic
cellular automata), on standard Galton–Watson trees. The marginal dynamics on a
general Galton–Watson tree, however, involve the first two generations of the tree
instead of just the first generation. The extra symmetry imposed by unimodularity
enables the reduction to a single generation, essentially because of the symmetry
result of Proposition 3.18 below.
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Remark 3.16 Wefocus in this paper on i.i.d. initial conditions, for the sakeof simplicity,
but similar results are valid in greater generality. On the regular tree Tκ , if the SDE
system (3.1) starts from a distribution λ ∈ P((Rd)Tκ ) that is automorphism-invariant
and a second order MRF (see Definition 5.1), then Corollary 3.14 remains valid with
(Yv(0))v∈Tκ,1 distributed according to the Tκ,1-marginal of λ. A similar result should
hold in the UGW case, but the requisite symmetry and conditional independence
properties are much more subtle to formulate, and hence, deferred to future work.

3.4 Comments on the proof and two key auxiliary results

The proof of Theorem 3.12, which is given in Sect. 4, relies on two important proper-
ties of the interacting particle system (3.1) which we state in this section and which
may be of independent interest. The first result, Proposition 3.17, states the form of
the conditional independence property that we require. It can be viewed as a (more
complicated) analogue of the second-order MRF property for T2-trees discussed in
Sect. 1.2.2(i), but the essential message remains the same: by conditioning on the parti-
cle trajectories at the root vertex and a child thereof, the particle trajectories in the two
disjoint subtrees obtained by removing the edge between these two vertices become
independent.

Recall in the following that πv denotes the parent vertex of any v ∈ V\{ø} as
defined in Sect. 2.1.2.

Proposition 3.17 Suppose Assumption A holds, and suppose T is a UGW(ρ) tree,
where ρ ∈ P(N0) has finite nonzero first moment. Then, for each t > 0, the following
hold:

(i) (XT
ki [t])i∈N is conditionally independent of XT

V1
[t] given XT{ø,k}[t], for any k ∈ N.

(ii) For each t > 0, the conditional law of (XT
ki [t])i∈N given (XT

k [t], XT
ø [t]) does not

depend on the choice of k ∈ N. More precisely, there exists a measurable map
�t : C2 → P(CNt ) such that, for every k ∈ N and every Borel set B ⊂ CNt , we
have

�t
(
XT
k , XT

ø

)
(B) = P

(
(XT

ki [t])i∈N ∈ B | XT
ø [t], XT

k [t]
)
a.s.

The proof of Proposition 3.17 is given in Sect. 6 and relies on general definitions and
properties ofMRFs on finite graphs outlined in Sect. 5.We first study finite truncations
of the UGW tree in Proposition 6.2, prove a version of this property on the truncated
graph, and then carefully take limits.

While Proposition 3.17(ii) captures some of the symmetry of the UGW(ρ) tree T ,
the next result, Proposition 3.18, provides one more crucial symmetry property and
is where unimodularity comes into play; this might be contrasted with the simpler
symmetry considerations used in the case of T2 as outlined in Sect. 1.2.2(ii). Propo-
sition 3.18 below is where the measure change described in Remark 3.11 appears,
which explains the form of γt in Definition 3.9.

Recall the definition of the space S�(X ) from Sect. 2.5. For Proposition 3.18 and its
proof, it is helpful to introduce some notation to emphasize when we are working with
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unordered vectors (elements of S�(X )) versus ordered vectors. For a finite set A and
a (ordered) vector xA = (xv)v∈A ∈ X A, we write 〈xA〉 to denote the corresponding
element (equivalence class) of S�(X ). The canonical labeling scheme V introduced
in Sect. 2.1.2 and adopted in this section carries with it a natural order, and we will
find it helpful to use this notation 〈 · 〉when it is important to stress that we are dealing
with an unordered vector.

Proposition 3.18 Suppose Assumption A holds, and suppose T is a UGW(ρ) tree,
where ρ ∈ P(N0) has finite nonzero first moment. Let t > 0, and let h : C2t ×
S�(Ct ) → Rbe bounded andmeasurable. Supposeweare given ameasurable function
�t : C2 → R that satisfies

�t (Xø, X1) = 1{Nø(T ) �=∅}
E

[ |Nø(T )|
|N1(T )|h(Xø[t], X1[t], 〈XNø(T1)[t]〉)

∣∣∣ Xø[t], X1[t]
]

E

[ |Nø(T )|
|N1(T )|

∣∣∣ Xø[t], X1[t]
] , a.s.

Then, for each k ∈ N,

�t (Xk, Xø) = E
[
h(Xk[t], Xø[t], 〈XNk (T )[t]〉)

∣∣ Xø[t], Xk[t]
]
, a.s., on {k ∈ T }.

(3.9)

The proof of Proposition 3.18 is given in Sect. 7. It is worth noting that the statement
of Proposition 3.18 would be far less succinct if we did not define the SDE as in (3.1)
with the canonical labeling scheme.

3.5 Limits of finite-graph systems

This section presents the natural application of our local equation to characterizing
the limiting behavior of finite particle systems, drawing on our recent results in [29].
For a finite and possibly random graph G with non-random vertex set V , we define
XG = (XG

v )v∈V as the unique in law solution of the SDE

dXG
v (t) = b(t, XG

v , XG
Nv(G))dt + σ(t, XG

v )dWv(t), v ∈ V , with (XG
v (0))v∈V i.i.d. ∼ λ0.

(3.10)

Here (Wv)v∈V are independent Brownianmotions, the initial law λ0 ∈ P(Rd) is given,
and Nv(G) denotes the set of vertices in G which are adjacent to v. Moreover, we
assume as always that the graph G, if random, is independent of (Wv, XG

v (0))v∈V .
Note that underAssumptionA, as discussed thereafter, existence and uniqueness in law
for the SDE (3.10) hold by Girsanov’s theorem. We define also the (global) empirical
measure

μ̄G := 1

|V |
∑

v∈V
δXG

v
, (3.11)

which we view as a random element of P(C).

123



Marginal dynamics of interacting diffusions on unimodular…

Using Theorems 3.3 and 3.7 of [29], we could now state a rather general theorem
that applies to any (random) graph sequence that converges in the local weak sense to
a UGW(ρ) tree. Indeed, [29, Theorem 3.7] shows that if Gn converges in probability
in the local weak sense to a limiting graph G, then both μGn and XGn

øn , where øn is a
uniformly random vertex inGn , converge, with the limits characterized in terms of the
root particle in the SDE system (3.10) set on the limit graph G. When G is a UGW(ρ)
tree, we then characterize this root particle via our local equation. To avoid giving a
full definition of local weak convergence of (marked) graphs (which can be found in
[29] in Section 2.2.4, including Definitions 2.8 and 2.10 therein, and Appendix A),
we prefer not to state the most general result possible here, and instead we focus on
three noteworthy random graph models and associated graph sequences:

1. ER(θ ) The Erdős-Rényi graph G ∼ G(n, p) is defined for n ∈ N and p ∈ (0, 1)
by considering a graph with n vertices and independently connecting each pair of
distinct vertices with probability p each. Consider the sequence Gn = G(n, pn),
with pn ∈ (0, 1) and npn → θ ∈ (0,∞).

2. RR(κ) The random κ-regular graph G ∼ Reg(n, κ) is defined for n ∈ N by choos-
ing a κ-regular graph (meaning each vertex has exactly κ neighbors) uniformly
at random from among all κ-regular graphs on n vertices. It is well known that a
κ-regular graph on n vertices exists as long as nκ is even and n ≥ κ + 1. Consider
the sequence Gn = Reg(n, κ) if nκ is even and Gn = Reg(n + 1, κ) if nκ is odd.

3. CM(d) The configuration model G ∼ CM(n, dn), for any degree sequence dn =
(dn1 , . . . , dnn ) ∈ N

n , is the uniformly random graph from among all graphs on
n vertices with degree sequence dn ; see [45, Chapter 7] for more information.
Of course if dn = (κ, . . . , κ) then this reduces to the random κ-regular graph.
Consider the sequence Gn = CM(n, dn), with 1

n

∑n
k=1 δdnk

converges weakly to

some d ∈ P(N0), 1
n

∑n
k=1 dnk →

∑∞
k=0 kd(k), and assume d has finite first and

second moments, that is,
∑

k∈N0
k2d(k) < ∞.

The following convergence result is a consequences of Theorems 3.7 and 3.9 and
Examples 2.2, 2.3 and 2.4 of [29]. Recall here that L(Z) denotes the law of a random
variable Z , and⇒ denotes convergence in law.

Theorem 3.19 [29] Suppose Assumption B holds, assume the initial distribution λ0
has bounded support, and let {Gn}n∈N be an ER (θ ), RR(κ) or CM(d) graph sequence,
as defined above, and correspondingly, defineρ ∈ P(N0) byρ := Poisson(θ),ρ := δκ

or ρ := d. Further, let XGn and μ̄Gn be as in (3.10) and (3.11), respectively, let øn
denote a uniformly random vertex in Gn, and let T = UGW(ρ) be the rooted UGW
tree with offspring distribution ρ. Then XGn

øn ⇒ XT
ø and μ̄Gn ⇒ L(XT

ø ).

Note that this result notably points out that convergence (in probability) in the local
weak sense of each of the above three random graph models is strong enough to imply
the convergence of the global empirical measure μ̄G , in fact to a non-random limit.
However, in Theorem 3.19, this limit is characterized as the marginal of an infinite-
dimensional stochastic differential equation.When combined with Theorem 3.12, this
implies the following result,which states that these limits can in fact be characterized as
themarginal of an (almost surely) finite-dimensional stochastic system, thus achieving
a remarkable dimension reduction.
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Corollary 3.20 Suppose Assumption B holds, assume the initial distribution λ0 has
bounded support, and let {Gn}n∈N be an ER (θ ), RR(κ) or CM(d) graph sequence,
and correspondingly, define ρ ∈ P(N0) by ρ := Poisson(θ), ρ := δκ or ρ := d.
Further, let XGn and μ̄Gn be as in (3.10) and (3.11), respectively, let øn denote a
uniformly random vertex in Gn, let T = UGW(ρ), and let Y be a solution to the
UGW (ρ) local equation with initial law λ0, as stated in Definition 3.9 (equivalently,
in the case ρ = δκ , Definition 3.5). Then XGn

øn ⇒ Yø and μ̄Gn ⇒ L(Yø).

Note that this result asserts that in each case, the sequence of random empirical
measures {μGn }n∈N converges in law to the non-random limit L(Yø). By standard
propagation of chaos arguments (see [44] or Lemma 2.12 of [29]), it follows that if k ∈
N is fixed and if v1n, . . . , v

k
n are k independent uniformly random vertices in Gn , then

L(XGn
v1n

, . . . , XGn
vkn

) convergesweakly to the k-fold productmeasureL(Yø)×· · ·×L(Yø)

as n →∞. The same is then true if (v1n, . . . , v
k
n) is chosen uniformly at random from

among the
(n
k

)
k-tuples of distinct vertices. However, it is important to emphasize that

unlike mean-field limits, in our setting this convergence does not hold for any arbitrary
chosen finite set of vertices. In particular, if v1n = øn and v2n is a neighbor of øn chosen
uniformly at random (assuming one exists, else set v2n to be a uniformly at random
vertex from V \øn), then the laws of XGn

v1n
and XGn

v2n
are not asymptotically independent

but remain correlated in the limit, with the limiting correlations captured by the local
equation.

4 Proof of Theorem 3.12

This section is devoted to the proof of Theorem 3.12 using the results stated in Propo-
sitions 3.17 and 3.18. Throughout, let (XT

v )v∈V be a solution to the SDE system (3.1).
In Sect. 4.1 we first verify that the marginal (XT

v )v∈V1 is a weak solution of the local
equation, in particular establishing existence of a solution to the local equation. Then,
in Sect. 4.2, we show that the local equation is well-posed in the sense that it has a
unique weak solution. In the proofs we will use the notation E to denote the Doleans
exponential, or

Et (M) := exp(Mt − 1
2 [M]t ), t ≥ 0, (4.1)

for a continuous local martingale M , where [M] denotes the (optional) quadratic
variation process of M . We also recall that H denotes the relative entropy functional
defined in (4.2).

4.1 Verification result

We prove in this section the first claim of Theorem 3.12, which asserts that the law
of the root neighborhood particles (Xv)v∈V1 provides a weak solution of the local
equation of Definition 3.9.
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Wefirst state a fairly standard integrability estimate, which explains the need for the
average 1/|A| in the linear growth Assumption (A.1). We defer the proof to Appendix
C, as it is similar to [28, Lemma 5.1]. In the following, let H denote the relative entropy
functional: for probability measures ν, ν̃ on a common measurable space, let

H(ν|ν̃) :=
∫

log dν
d ν̃
dν if ν � ν̃, H(ν|ν̃) = ∞ if ν �� ν̃, (4.2)

where ν � ν̃ signifies ν is absolutely continuous with respect to ν̃. For any random
tree T , let (X̂T

v )v∈V denote the unique in law [by Assumption (A.2b)] solution of the
driftless SDE system

d X̂T
v (t) = 1{v∈T }σ(t, X̂T

v )dBv(t), v ∈ V, (4.3)

where (X̂T
v (0))v∈V are i.i.d. with law λ0, and as usual the tree, initial conditions, and

Brownian motions are independent. Recall in the following that L(Z) denotes the law
of a randomvariable Z , and xA = (xv)v∈A denotes a sub-configuration of x = (xv)v∈V
for A ⊂ V.

Lemma 4.1 Suppose AssumptionA holds. For each T ∈ (0,∞) there exists a constant
C∗T < ∞ such that, for any random tree T ⊂ V, letting XT be the solution of (3.1),
we have

sup
v∈V

E[‖XT
v ‖2∗,T | T ] ≤ C∗T , a.s., (4.4)

and also, for any finite set A ⊂ V,

H
(
L(XT

A [T ])
∣∣L(X̂T

A [T ])
) ≤ C∗T (1+ |A|), (4.5)

H
(
L(X̂T

A [T ])
∣∣L(XT

A [T ])
) ≤ C∗T (1+ |A|). (4.6)

Now, we work for the rest of Sect. 4.1 on a filtered probability space (�,F ,F,P),
supporting aUGW(ρ) treeT , independentd-dimensionalBrownianmotions (Wv)v∈V,
and continuous d-dimensional processes (XT

v )v∈V satisfying the SDE system (3.1).
As alwayswe assume T , (Wv)v∈V, and (XT

v (0))v∈V are independent, and (XT
v (0))v∈V

are i.i.d. with common law λ0. The offspring distribution ρ ∈ P(N0) has finite nonzero
first moment and finite second moment. For ease of notation, for the rest of Sect. 4.1
we omit the superscript by writing (Xv)v∈V = (XT

v )v∈V and (X̂v)v∈V = (X̂T
v )v∈V.

The driftless process X̂ = (X̂T
v )v∈V defined in (4.3) may live on a different probability

space that we do not specify.

Remark 4.2 The dynamics (3.1) include the “fictional” particles v /∈ T in such a way
that the random tree T can be recovered from (Xv[t])v∈V for any t > 0. Indeed, almost
surely, v /∈ T if and only if there exists an interval on which t 
→ Xv(t) is constant.
(Note that this holds because the diffusion coefficient is assumed non-degenerate.)
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More precisely, T is measurable with respect to the “just after time zero” σ -field, or

{v ∈ T } ∈
⋂

t>0

σ(Xv(s) : s ≤ t), a.s. for each v ∈ V. (4.7)

Here “a.s.” means that the event {v ∈ T } belongs to the completion of the σ -field
appearing on the right-hand side. Moreover, there exists a deterministic mapping τ :
C → {0, 1}, measurable with respect to ∩t>0FC

t where (FC
t )t≥0 is the canonical

filtration on C, such that

1{v∈T } = τ(Xv), a.s. for each v ∈ V. (4.8)

In particular, this function τ does not depend on v. These observationswill be exploited
several times throughout this section.

The proof is decomposed into several steps.
Step 1 The first step of the proof will be to project onto the root neighborhoodV1 using
the projection theorem (Theorem A.2). It follows from (3.1) that (Xv)v∈V1 satisfies

dXø(t) = b(t, Xø, XNø(T )) dt + σ(t, Xø) dWø(t),

dXk(t) = 1{k∈T1}
(
b(t, Xk, XNk (T )) dt + σ(t, Xk) dWk(t)

)
, k ∈ V1\{ø},

where we write T1 := T ∩ V1 for the first generation of T . By Theorem A.2, by
extending the probability space if necessary, we may find independent d-dimensional
Brownian motions (Bv)v∈V1 such that

dXv(t) = b̃v(t, XV1) dt + σ̃v(t, XV1) dBv(t), v ∈ V1, (4.9)

where b̃v : R+ × CV1 
→ R
d and σ̃v : R+ × CV1 
→ R

d×d are any progressively
measurable functions satisfying

b̃v(t, XV1) = E
[
1{v∈T1}b(t, Xv, XNv(T )) | XV1 [t]

]
, (4.10)

σ̃vσ̃
�
v (t, XV1) = E

[
1{v∈T1}σσ�(t, Xv) | XV1 [t]

]
, (4.11)

a.s. for a.e. t > 0. Such progressively measurable functions always exist by
Lemma A.1. Now, the functions b̃ø and (̃σv)v∈V1 can be simplified because the cor-
responding integrands are XV1 [t]-measurable. Indeed, because XNø(T ) and T1 are
XV1[t]-measurable for each t > 0 (as a consequence of Remark 4.2), we may take

b̃ø(t, XV1) = b(t, Xø, XNø(T1)), σ̃v(t, XV1) = 1{v∈T1}σ(t, Xv), v ∈ V1.

(4.12)

Step 2Next, we simplify the form of b̃v for v ∈ V1\ø, using symmetry and conditional
independence results. Noting that V1\{ø} can be identified with N, for a given k ∈ N,
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we first apply the conditional independence result of Proposition 3.17(i) to deduce
that all particles except ø and k may be safely omitted from the conditioning in the
definition of b̃k . That is, recalling also that {k ∈ T1} is Xk[t]-measurable (again by
Remark 4.2), we have

b̃k(t, XV1) = 1{k∈T1}E
[
b(t, Xk, XNk (T )) | Xø[t], Xk[t]

]
, a.s., a.e. t > 0.

Now, fix t > 0. Since b is progressively measurable, there exists a measurable func-
tion h : Ct × S�(Ct ) 
→ R such that b(t, x, x̄) = h(x[t], x̄[t]) for x ∈ C, x̄ ∈ S�(C).
Then, on {k ∈ T1}, b̃k(t, XV1) is equal to the right-hand side of (3.9) with this
choice of h. Although h is not bounded as is required in Proposition 3.18, both
h(Xø[t], 〈XNø[t]〉) and h(Xk[t], 〈XNk [t]〉) are square-integrable due to the linear
growth of b from Assumption (A.1) and Lemma 4.1, and we know also that |Nø(T )|
is square-integrable as we assumed ρ has finite second moment. Hence, by truncating
h and taking limits, we easily extend the validity of the formula in Proposition 3.18 to
cover such an h. Ultimately, we deduce that

b̃k(t, XV1) = γt (Xk, Xø), on {k ∈ T1}, (4.13)

where γt : C2 
→ R
d is a progressively measurable function satisfying

γt (Xø, X1) =
E

[ |Nø(T )|
|N1(T )|b(t, Xø, XNø(T1))

∣∣∣ Xø[t], X1[t]
]

E

[ |Nø(T )|
|N1(T )|

∣∣∣ Xø[t], X1[t]
] on {Nø(T1) �= ∅},

(4.14)

and γt (Xø, X1) = b(t, Xø, ◦) on {Nø(T1) = ∅}, where we recall that ◦ denotes the
element of the one-point space C0. Note that |N1(T )| ≥ 1 a.s., E[|Nø(T )|2] < ∞ and

E

[∫ T
0 |b(t, Xø[t], XNø[t])|2dt

]
< ∞, which together imply

E

[
1{Nø(T ) �=∅}

|Nø(T )|
|N1(T )|

∫ T

0
|b(t, Xø[t], XNø[t])|dt

]
< ∞,

for each T ∈ (0,∞). Since X is continuous, the existence of a progressively measur-
able version of (t, xø, x1) 
→ γt (xø, x1) is then guaranteed by Lemma A.1.
Step 3 It remains to check that we have all of the ingredients required by Definition 3.9
for a solution of the local equation. We begin with the integrability condition stated as
property (10) in Definition 3.9. Note that Lemma 4.1 and the linear growth of b from
Assumption (A.1) ensure that, by Jensen’s inequality and (4.14),

E

[
1{k∈T }

∫ T

0
|γt (Xk, Xø)|2dt

]
≤ E

[
1{k∈T }

∫ T

0
|b(t, Xk, XNk (T ))|2dt

]
< ∞.

(4.15)
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Next, recall from Remark 4.2 that {Nø(T ) �= ∅} is Xø[t]-measurable for t > 0.
Applying the conditional Jensen’s inequality, and invoking (4.14), Assumption (A.1)
and Lemma 4.1 yields

E

[
1{Nø(T ) �=∅}

|Nø(T )|
|N1(T )|

∫ T

0
|γt (Xø, Xk)|2dt

]

≤ E

[
1{Nø(T ) �=∅}

|Nø(T )|
|N1(T )|

∫ T

0
|b(t, Xø, XNø(T1))|2dt

]

≤ 3C2
T TE

⎡

⎣1{Nø(T ) �=∅}
|Nø(T )|
|N1(T )|

⎛

⎝1+ ‖Xø‖2∗,T +
1

|Nø(T )|
∑

k∈Nø(T )

‖Xk‖2∗,T
⎞

⎠

⎤

⎦

≤ 3C2
T T (1+ 2C∗T )E

[
1{Nø(T ) �=∅}

|Nø(T )|
|N1(T )|

]
< ∞, (4.16)

where CT < ∞ and C∗T < ∞ are the constants from Assumption (A.1) and
Lemma 4.1, respectively. Recalling that γt (Xø, X1) = b(t, Xø, ◦) on {Nø(T ) = ∅}
we deduce from (4.15) and (4.16) that the following two integrals are a.s. finite, for
each k ∈ N:

∫ T

0
|γt (Xø, Xk)|2dt,

∫ T

0
|γt (Xk, Xø)|2dt .

The finite entropies of Lemma 4.1 ensure that the laws of (Xø, Xk) and (X̂ø, X̂k) are
equivalent (i.e., mutually absolutely continuous) for each k ∈ N, and therefore the
following integrals are also a.s. finite:

∫ T

0
|γt (X̂ø, X̂k)|2dt,

∫ T

0
|γt (X̂k, X̂ø)|2dt .

Along with the definition of γt (see (4.14) and the subsequent line), this verifies both
properties (7) and (10) of Definition 3.9, with Y = X .

Finally, by enlarging the probability space if necessary, let Ĉext
1 be anF0-measurable

N0-valued random variable with law ρ̂, independent of (T , (Xv(0))v∈V). Define
Ĉ1 := |N1(T )| − 1 on the event {Nø(T1) �= ∅}, and on the complementary event
{Nø(T1) = ∅} define Ĉ1 := Ĉext

1 . This way, using the definition of the UGW(ρ) tree
T , one may easily check that Ĉ1 has law ρ̂, T1 is the first generation of a UGW(ρ)
tree, (Xv(0))v∈V are i.i.d. and F0-measurable with law λ0, and moreover, Ĉ1, T1, and
(Xv(0))v∈V are independent. This verifies properties (1)–(3), (6), and (8) of Defini-
tion 3.9. (The definition of Ĉ1 on {Nø(T1) = ∅} is made in this way for the sole purpose
ofmeeting the independence requirement ofDefinition 3.9(8), and Ĉext

1 serves no other
purpose.) Combining relations (4.9)–(4.14), we see that the stochastic equations (3.8)
are satisfied with Yk = Xk for all k ∈ V1, and thus properties (4), (5), and (9) of
Definition 3.9 hold. Putting this together, we see that (Xv)v∈V1 is a weak solution of
the UGW(ρ) local equation with initial law λ0, as in Definition 3.9.
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4.2 Proof of well-posedness of the UGW(�) local equation

Fix ρ ∈ P(N0)with finite first and secondmoments. As briefly described in Sect. 1.2.2
in the simplest case of a 2-regular tree, the basic idea behind the proof of uniqueness
is to use the weak solution to the local equation to construct a solution to the infinite
particle system (3.1) on the UGW(ρ) tree T , and then invoke uniqueness (in law) of
the latter to deduce that of the former. However, the construction is more involved
when κ > 2 and substantially more complicated in the case of the random UGW tree.
To make the proof more transparent, we first provide an outline and introduce some
common notation in Sect. 4.2.1, then prove the main technical lemmas in Sect. 4.2.2,
and finally, in Sect. 4.2.3, show that the uniqueness property in Theorem 3.12 is a
consequence of these lemmas.

4.2.1 Outline of proof and some common terminology

Let ((�,F ,F,P), T1, γ, (Bv,Yv)v∈V1, Ĉ1) be anyweak solution to theUGW(ρ) local
equation with initial law λ0, as specified in Definition 3.9. Due to properties (2), (3),
(4), and (8) of Definition 3.9, by extending the probability space if needed, we can
assume without loss of generality that (�,F ,F,P) also supports a UGW(ρ) tree T ,
independent of the standard d-dimensional F-Brownian motions (Bv)v∈V, and i.i.d.
initial conditions (Yv(0))v∈V, such that T1 = T ∩ V1 and Ĉ1 + 1 = |N1(T )| on
{Nø(T ) �= ∅}. Next, again on the event {Nø(T ) �= ∅}, we aim to extend the local
solution to V2 in such a way that the law of the particle system on the random tree
T2 := T ∩V2 of depth 2 is consistent with the T2-marginal of the interacting particle
system (3.1), where recall that, for any n ∈ N, Vn was defined in (2.3). For this it
suffices to specify the conditional joint law of the states of vertices in T2\V1 given
YV1 . In view of the second-order MRF property and exchangeability (as encapsulated
in Proposition 3.17), this is equal to the product of the conditional joint laws of the
states of the offspring of each i ∈ T1\{ø}, given the states of the vertices i and ø, and
each of these conditial laws is identical in form.

Now, in the case when T = Tκ for some κ ≥ 2, this conditional law can be
identified from the weak solution to the local equation since, by the symmetry of the
tree, it has the same form as the conditional law, given the trajectories of vertices ø
and 1, of the remaining children T1\{ø, 1} = {2, . . . , κ} of the root ø, except that the
roles of ø and 1 are now reversed, since 1 now acts as the new root (see Fig. 1).

In the case of the UGW(ρ) tree, while the conditional joint laws are the same given
the structure of the tree, re-rooting the tree at 1 changes the distribution of the tree. To
account for this, we define a new “tilted” measure P̃ on (�,F ,F) via the relation

dP̃

dP
= |Nø(T )|
|N1(T )|1{Nø(T1) �=∅} + 1{Nø(T )=∅}. (4.17)

The fact that this defines a true probability measure P̃ is justified in Lemma 4.4 below.
We then characterize the joint law of (Yø,Y1) under this tilted measure P̃ in

Lemma 4.4, and then use the unimodularity of the tree (in particular, Proposition
3.18) to compute the conditional law on each time interval [0, t] of the trajectories
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Fig. 1 The case T = T4, relating the conditional law L(Y� ∈ · |Y•, Y+) when A the tree is rooted at ‘•’
and B the tree is rerooted at ‘+’

of the neighborhood Nø(T ) of the root given those of ø and 1 in Lemma 4.6. Using
this conditional law, which is denoted by Zt , we extend the particle system to V2,
and recursively to Vn , and denote the latter law as Qn ∈ P(CVn ); see (4.30). Finally,
in Proposition 4.7 we show that the family {Qn} is consistent, in the sense that the
projection of Qn to CVk coincides with Qk for k < n, and that its unique extension
to a law Q ∈ P(CV) coincides with the unique law of a weak solution to the infinite
particle system (3.1).

We close this discussion by introducing some additional notation that will be used
throughout the proof. Let ν := P ◦ Y−1

V1
∈ P(CV1) denote the law of (the Y -marginal

of) the weak solution of the UGW (ρ) local equation, and define the corresponding
“tilted” measure ν̃ ∈ P(CV1) by ν̃ := P̃ ◦ Y−1

V1
. In other words, letting E

P denote
expectation with respect to P, ν̃ is defined by the Radon-Nikodym derivative

d ν̃

dν
(YV1) = E

P

[ |Nø(T )|
|N1(T )|1{Nø(T ) �=∅} + 1{Nø(T1)=∅}

∣∣∣∣ YV1

]
,

though we will make no use of this precise form. Also, throughout, to compute various
laws and conditional laws, it will be convenient to introduce some reference measures.
For this, we introduce again the solution (X̂v)v∈V to the driftless SDE system (omitting
the superscript T )

d X̂v(t) = 1{v∈T }σ(t, X̂v)dBv(t), v ∈ V, t > 0. (4.18)

Note that this SDE is unique in law due to Assumption (A.2b). We also introduce the
canonical probability spaces (�n,Fn,Fn, P∗,n) to be used throughout the proof.Here,
�n = CVn , Fn is the Borel σ -field, and Fn = (Fn

t )t≥0 is the natural right-continuous
filtration generated by the canonical coordinate processes, which are denoted by
(Xv)v∈Vn , and P∗,n := P ◦ X̂−1

Vn
, and P̃∗,n := P̃ ◦ X̂−1

Vn
serve as references mea-
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sures that represent the laws of the first n generations of the processes defined in
(4.18) under the probability measures P and P̃, respectively. We define Tn ⊂ V as the
random tree with vertex set {v ∈ Vn : τ(Xv) = 1}, where τ is given as in Remark 4.2.
In this way, Tn agrees in law with T ∩Vn , the height-n truncation of the UGW(ρ) tree
T . To be clear, (Xv)v∈Vn and Tn live on the canonical space �n , whereas the other
random variables such as (T , X̂ ,Y ) are defined on �.

We make special note of the conventions we use to help the reader keep track of the
various notations. We use a tilde for measures associated with the measure change,
namely P̃ and its descendants P̃∗,n and ν̃. The superscripts ∗ and n on P∗,n and P̃∗,n
indicate that these measures are to be viewed as reference measures on the canonical
space associated with n generations�n . Lastly, the letter ν (and its decorated versions)
will refer to measures constructed from the given solution YV1 of the local equation.

Remark 4.3 It is worth emphasizing again, as in Remark 3.10, how the argument
simplifies when the tree is the deterministic κ-regular tree, i.e., the UGW(ρ) tree
with ρ = δκ for an integer κ ≥ 2. In this case, we have ρ̂ = δκ−1, and we have
deterministically |Nv(T )| = κ for all v ∈ V. In this case, P̃ = P, ν̃ = ν, and
P̃∗,n = P∗,n . On a first reading it may help to keep these substitutions in mind.

4.2.2 Details of the proof

Once again, we break down the detailed justification into three steps.
Step 1Our first goal is to identify the marginal law of (Yø,Y1) under the tilted measure
P̃defined in (4.17). Specifically, recalling the definitions of ν, ν̃, the referencemeasures
and canonical processes introduced in the last section, we define the marginal laws

νø,1 = ν ◦ (Xø, X1)
−1 = P ◦ (Yø,Y1)

−1,
ν̃ø,1 = ν̃ ◦ (Xø, X1)

−1 = P̃ ◦ (Yø,Y1)
−1,

P̃∗,ø,1 = P̃∗,1 ◦ (Xø, X1)
−1,

which are all elements of P(C{ø,1}). We start with a lemma that uses the projection
theorem (Theorem A.2) to characterize the law ν̃ø,1 as the weak solution to an SDE.

Lemma 4.4 The measure P̃ specified in (4.17) defines a probabilty measure on
(�,F ,F). Moreover, by extending the probability space (�,F ,F, P̃) if necessary,
we may find independent d-dimensional standard P̃-Brownian motions (W̃v)v∈{ø,1}
such that (Yø,Y1) satisfies the following SDE system:

dYø(t) = γt (Yø,Y1)dt + σ(t,Yø)dW̃ø(t), (4.19)

dY1(t) = 1{1∈T1}
(
γt (Y1,Yø)dt + σ(t,Y1)dW̃1(t)

)
, (4.20)

where γt : R+ × C2 
→ R
d is the progressively measurable mapping defined in (3.7).
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Proof To see that (4.17) indeed defines a probability measure, note that P(Nø(T ) =
∅) = ρ(0) and

E
P

[ |Nø(T )|
|N1(T )|1{Nø(T1) �=∅}

]
=

∞∑

k=1

∞∑

j=0

k

j + 1
ρ(k)ρ̂( j)

=
∞∑

k=1

∞∑

j=0

k

j + 1
ρ(k)

( j + 1)ρ( j + 1)∑∞
i=1 iρ(i)

= 1− ρ(0).

We stress that T is a UGW(ρ) tree under P but not under P̃, although both measures
give rise to the same conditional law of the particles X̂V given the tree T .

We now turn to the proof of the second assertion of the lemma. Observe first that
(Yv)v∈V1 solves the SDE system (3.8), where γt is defined as in (3.7). Note that the
change ofmeasure fromP to P̃ alters the lawof the treeT but not theBrownianmotions
or initial states. We can then apply Theorem A.2 to construct, by again extending
the probability space (�,F ,F, P̃), d-dimensional independent F-Brownian motions
(W̃v)v∈{ø,1} such that (Yø,Y1) satisfy the following SDE system:

dYø(t) = b̃ø(t,Yø,Y1)dt + σ̃ø(t,Yø,Y1)dW̃ø(t),

dY1(t) = b̃1(t,Yø,Y1)dt + σ̃1(t,Yø,Y1)dW̃1(t),

where b̃v : R+ × C2 → R
d and σ̃v : R+ × C2 → R

d×d are any progressively
measurable functions satisfying

b̃ø(t,Yø,Y1) = E
P̃
[
b(t,Yø,YNø(T1))

∣∣ Yø[t], Y1[t]
]
,

b̃1(t,Yø,Y1) = E
P̃
[
1{1∈T1}γt (Y1,Yø)

∣∣ Yø[t], Y1[t]
]
,

σ̃øσ̃
�
ø (t,Yø,Y1) = E

P̃

[
σσ�(t,Yø)

∣∣∣ Yø[t], Y1[t]
]
,

σ̃1σ̃
�
1 (t,Yø,Y1) = E

P̃

[
1{1∈T1}σσ�(t,Y1)

∣∣∣ Yø[t], Y1[t]
]
.

Note again that progressively measurable versions exist by Lemma A.1.
Now, by Remark 4.2 and in particular (4.8), {1 ∈ T1} is Y1[t]-measurable for each

t > 0. Together with the progressive measurability of (t, x, x ′) 
→ γt (x, x ′), this
shows that

σ̃ø(t,Yø,Y1) = σ(t,Yø), σ̃1(t,Yø,Y1) = 1{1∈T1}σ(t,Y1),

b̃1(t, Yø,Y1) = 1{1∈T1}γt (Y1,Yø).

On the other hand, in terms of the Radon-Nikodym derivative dP̃/dP we can rewrite

b̃ø(t,Yø,Y1) = E
P

[
dP̃

dP
b(t,Yø,YNø(T1))

∣∣∣∣∣ Yø[t],Y1[t]
]/

E
P

[
dP̃

dP

∣∣∣∣∣ Yø[t],Y1[t]
]

.
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On the Y1[t]-measurable event {Nø(T1) = ∅}, we have b̃ø(t,Yø,Y1) = b(t,Yø, ◦),
where we recall the convention that ◦ denotes the unique element of the one-point
space C0. On the other hand, recalling the definitions of dP̃/dP and γt from (4.17)
and (3.7), respectively, on the complementary event {Nø(T1) �= ∅} we have

b̃ø(t, Yø, Y1) = E
P

[ |Nø(T1)|
|N1(T1)|b(t, Yø, YNø(T1))

∣∣∣∣ Yø[t], Y1[t]
]/

E
P

[ |Nø(T1)|
|N1(T1)|

∣∣∣∣ Yø[t], Y1[t]
]

= γt (Yø, Y1).

Thus, in either case, b̃ø(t,Yø,Y1) = γt (Yø,Y1), and in fact this identity is precisely
the purpose of the change of measure P̃. This concludes the proof. ��

Step 2Wenowexpress (in Lemmas 4.5, 4.6 below) the (conditional) density d ν̃t/d P̃
∗,1
t

explicitly in terms of certain local martingales that we now define. We recall the
canonical space �n and canonical processes X = (Xv)v∈V1 introduced in Sect. 4.2.1
and define the processes Mn

v , Rv , and Rø on �n as follows:

Mn
v :=
∫ ·

0
(σσ�)−1(s, Xv)b(s, Xv, XNv(Tn)) · dXv(s), n ∈ N, v ∈ Vn−1,

Rv :=
∫ ·

0
(σσ�)−1(s, Xv)γs(Xv, Xπv ) · dXv(s), v ∈ V\{ø},

Rø :=
∫ ·

0
(σσ�)−1(s, Xø)γs(Xø, X1) · dXø(s), (4.21)

wherewe have omitted the arguments fromMn
v , Rv , and Rø for notational conciseness.

It will be important later to take note of the following consistency property ofMn
v when

we stay away from the leaves of Vn :

Mn
v ((xu)u∈Vn ) = Mn+1

v ((xu)u∈Vn+1), for v ∈ Vn−1, (xu)u∈Vn+1 ∈ CVn+1 . (4.22)

Recall the Doleans exponential Et defined in (4.1).

Lemma 4.5 For each t > 0, we have

d ν̃t

d P̃∗,1t

= dνt

d P∗,1t

= Et (M1
ø )
∏

v∈T1\{ø}
Et (Rv). (4.23)

Proof The continuity of b and the processes X̂v and Yv for each v ensures that the
following integrals are trivially a.s. finite:

∫ T

0
|b(t, X̂ø, X̂ Nø(T1))|2 dt,

∫ T

0
|b(t,Yø,YNø(T1))|2 dt .
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We know also from condition (10) of Definition 3.9 that the following integrals are
a.s. finite:

∫ T

0
|γt (Yk,Yø)|2dt,

∫ T

0
|γt (X̂k, X̂ø)|2dt .

Recalling the form of the SDE systems for Y = (Yv)v∈V1 and (X̂v)v∈V1 in (3.8)
and (4.18), respectively, and the definitions of νt , ν̃t and P∗,1t , P̃∗,1t as the laws of
(Yv)v∈V1 and (X̂v)v∈V1 underP and P̃, respectively, these facts justify an application of
Girsanov’s theorem in the formof LemmaB.1. By expanding the expression analogous
to (B.3) in the above setting, we see that the Radon-Nikodym derivative of νt with
respect to P∗,1t takes the form announced in the second equality in (4.23). The same
logic (noting that P̃ and P are mutually absolutely continuous) also yields the same
form for d ν̃t/d P̃

∗,1
t , thus justifying the first equality in (4.23). ��

Our next goal is to calculate the following conditional density process for each
t > 0:

Zt ((x̃k)k∈N; xø, x1) := d ν̃
(
(X1+k[t])k∈N ∈ · | X1[t] = x1[t], Xø[t] = xø[t]

)

d P̃∗,1
(
(X1+k [t])k∈N ∈ · | X1[t] = x1[t], Xø[t] = xø[t]

) ((x̃k[t])k∈N),

(4.24)

for (xø, x1) ∈ Cø,1 and (x̃k)k∈N ∈ CN. Recall the definition of P̃∗,ø,1t just prior to
Lemma 4.4 as the marginal of P̃∗,1 on C{ø,1}t . Since Zt (·; Xø, X1) is a well-defined
conditional density by Lemma 4.5, for P̃∗,ø,1t -a.e. (xø, x1) ∈ C2t we have

1 = E
P̃∗,1 [Zt ((X1+k)k∈N; Xø, X1) | Xø[t] = xø, X1[t] = x1

]

= E
P̃
[
Zt ((X̂1+k)k∈N; X̂ø, X̂1) | X̂ø[t] = xø, X̂1[t] = x1

]
. (4.25)

In particular, on the X̂1[t]-measurable event {1 /∈ T }, note that Zt ((X̂1+k)k∈N; X̂ø, X̂1)

is (X̂ø[t], X̂1[t])-measurable and must therefore equal 1.

Lemma 4.6 For each t > 0, we have

Zt ((X1+k)k∈N; Xø, X1) = Et (M1
ø )

Et (Rø)

∏

v∈Nø(T )\{1}
Et (Rv), P̃∗,1 − a.s. (4.26)

Moreover, for each n ∈ N and v ∈ Vn\Vn−1, we have a.s.

1 = E
P
[
Zt (X̂Cv(T ); X̂v, X̂πv ) | X̂v[t], X̂πv [t]

] = E
P
[
Zt (X̂Cv(T ); X̂v, X̂πv ) | X̂Vn [t]

]
,

(4.27)

where we write Cv(T ) := Nv(T )\{πv} for the children of the vertex v.
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Proof We first compute the density d ν̃
ø,1
t /d P̃∗,ø,1t . By Lemma 4.4, ν̃ø,1 is the law of

the solution (Yø,Y1) to the SDE system defined by (4.19) and (4.20). Hence, condition
(10) of Definition 3.9 justifies an application of Girsanov’s theorem, in the form of
Lemma B.1, which yields

d ν̃
ø,1
t

d P̃∗,ø,1t

(Xø, X1) =
{
Et (Rø)Et (R1) if 1 ∈ T1,
Et (Rø) if 1 /∈ T1.

(4.28)

Moreover, using Bayes’ rule we obtain

Zt ((X1+k)k∈N; Xø, X1) = d ν̃t

d P̃∗,1t

(XV1)

/
d ν̃

ø,1
t

d P̃∗,ø,1t

(Xø, X1).

Appealing to (4.28) and (4.23), we then obtain (4.26). Alternatively, recalling the
definitions of the martingales Rv and M1

ø , shows that Zt is really a function of
(〈XNø(T )[t]〉, Xø[t], X1[t]); that is, the dependence on the coordinates (X1+k[t])k∈N
is only through the equivalence class 〈XNø(T )[t]〉 (which is a random element of
S�(Ct )). Thus, we can write

Zt ((X1+k)k∈N; Xø, X1) = Ẑt (〈XNø(T )〉; Xø, X1), (4.29)

where Ẑt : S�(C)× C2 
→ R+ is defined by

Ẑt (〈XNø(T )〉; Xø, X1) := Et (M1
ø )

Et (Rø)Et (R1)

∏

v∈Nø(T )

Et (Rv).

For the proof of the second (and last) assertion of the lemma, we take advantage
of some symmetries of the driftless particle system X̂V defined in (4.18). First note
that, by inspecting (4.18), and recalling the conditional independence properties of
the UGW tree T itself, it is clear that X̂Cv(T ) is conditionally independent of X̂Vn

given {v ∈ T } under P, for each n ∈ N and v ∈ Vn\Vn−1. This immediately implies
the second identity in (4.27). Second, we claim that in order to prove the first identity
in (4.27) it suffices to prove it only for the case v = 1. This is because each non-
root vertex in the UGW(ρ) tree T has the same offspring distribution ρ̂ under P, and
thus the conditional law of X̂Cv(T ) given {v ∈ T } does not depend on the choice of
v ∈ V\{ø}.

To prove the first identity in (4.27) for the case v = 1, first recall that, as noted just
after (4.25), on the event {1 /∈ T } it holds that Zt (X̂C1(T ); X̂1, X̂ø) = 1. Hence, we
focus on the complementary event. Recall the notation of (4.29), which gives

E
P
[
Zt (X̂C1(T ); X̂1, X̂ø) | X̂1[t], X̂ø[t]

] = E
P
[
Ẑt (〈X̂ N1(T )〉; X̂1, X̂ø) | X̂1[t], X̂ø[t]

]
.

We are now in a position to apply Proposition 3.18. Indeed, Proposition 3.18 applies
not just to the original SDE system XV of (3.1) but also to the system X̂V defined
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in (4.18), simply because the latter is the special case of the former corresponding to
b ≡ 0. We deduce that, on the event {1 ∈ T }, we have

E
P
[
Ẑt (〈X̂ N1(T )〉; X̂1, X̂ø) | X̂1[t], X̂ø[t]

] = �t (X̂1, X̂ø),

where we define �t : C2t → R by

�t (X̂ø, X̂1) := 1{1∈T }
E
P

[ |Nø(T )|
|N1(T )| Ẑt (〈X̂ N1(T )〉; X̂ø, X̂1)

∣∣∣ X̂ø[t], X̂1[t]
]

EP

[ |Nø(T )|
|N1(T )|

∣∣∣ X̂ø[t], X̂1[t]
] .

Recalling from (4.17) that dP̃/dP = |Nø(T )|/|N1(T )| on {1 ∈ T }, it follows from
Bayes’ rule that

�t (X̂ø, X̂1) = E
P̃
[
Ẑt (〈X̂ N1(T )〉; X̂ø, X̂1)

∣∣ X̂ø[t], X̂1[t]
]
, on {1 ∈ T }.

Reverting back from the Ẑ to Z notation as in (4.29), this can be rewritten as

�t (X̂ø, X̂1) = E
P̃
[
Zt ((X̂1+k)k∈N; X̂ø, X̂1)

∣∣ X̂ø[t], X̂1[t]
]
, on {1 ∈ T }.

It follows from (4.25) that �t (X̂ø, X̂1) = 1 on {1 ∈ T }, which completes the proof of
(4.27). ��

Step 3 We finally present the main construction of the argument, which involves
establishing a one-to-one correspondence between solutions of the local equation and
solutions of the infinite SDE system (3.1) via a recursive construction and an extension.
Recall the definition of the law P∗,n ∈ P(Cn) of the driftless process introduced in
Sect. 4.2.1, and as usual, let P∗,nt denote its projection onto P(Cnt ). For each t > 0
and n ≥ 1, define a probability measure Qn

t ∈ P(CVn
t ) via the density

dQn
t

d P∗,nt
((xv)v∈Vn ) =

dνt

d P∗,1t

((xv)v∈V1)
∏

v∈Tn−1\{ø}
Zt ((xvk)k∈N; xv, xπv ), (4.30)

with Zt as defined in (4.24). We now establish the following.

Proposition 4.7 We have Q1
t = νt for each t > 0. Moreover, {Qn

t : t > 0, n ∈ N} is
a well defined and consistent family of probability measures in the sense that for t >

s ≥ 0 and n ≥ k the projection of Qn
t from CVn

t to CVk
s is precisely Qk

s . Furthermore,
the unique extension Q ∈ P(CV) of {Qn} to P(CV) coincides with the (unique) law
of a weak solution of the SDE system (3.1) with T given as a UGW(ρ) tree.
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Proof Note that Q1
t = νt for t > 0 follows immediately from the definition (4.30).

For the next assertion, note that (as justified below) for each t > 0 and n ∈ N,

E
P∗,n+1
[

dQn+1
t

d P∗,n+1t

(XVn+1[t])
∣∣∣ XVn [t]

]

= E
P∗,n+1
⎡

⎣ dQn
t

d P∗,nt
(XVn [t])

∏

v∈Tn\Tn−1
Zt (XCv(T ); Xv, Xπv )

∣∣∣ XVn [t]
⎤

⎦

= dQn
t

d P∗,nt
(XVn [t])

∏

v∈Tn\Tn−1
E
P∗,n+1
[
Zt (XCv(T ); Xv, Xπv )

∣∣∣ XVn [t]
]

= dQn
t

d P∗,nt
(XVn [t]).

Indeed, the last line uses the relation (4.27), and the penultimate line uses the fact
that for n ∈ N, (X̂Cv(T ))v∈Vn\Vn−1 are conditionally independent given X̂Vn , which
follows from the conditional independence structure of the tree itself; (Cv)v∈Vn\Vn−1
are conditionally independent of each other given (1{v∈T })v∈Vn\Vn−1 . Iterating this,
we find for each t > 0 and n ≥ k with n, k ∈ N that

E
P∗,n
[
dQn

t

d P∗,nt
(XVn [t])

∣∣∣ XVk [t]
]
= dQk

t

d P∗,kt

(XVk [t]), a.s. (4.31)

In particular,

E
P∗,n
[
dQn

t

d P∗,nt
(XVn [t])

]
= E

P∗,1
[

dQ1
t

d P∗,1t

(XV1[t])
]
= 1 (4.32)

and Qn
t is a well-defined probability measure.

Next, we rewrite the Radon-Nikodym derivative (4.30) in a more useful form.
Recalling the definitions of themartingalesMn

v and Rv given in (4.21), the consistency
equations (4.22) and the relation (4.26), it is straightforward to check that for each
v ∈ Tn−1\{ø},

Zt ((Xvk)k∈N; Xv, Xπv ) =
Et (Mn

v )

Et (Rv)

∏

u∈Nv(T )\{πv}
Et (Ru) = Et (Mn

v )

Et (Rv)

∏

u∈Cv(T )

Et (Ru),
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wherewe again abbreviateCv(T ) = Nv(T )\{πv}. Combining this relationwith (4.30)
and the form of dνt/dP

∗,1
t given in (4.23), we obtain

dQn
t

d P∗,nt
= Et (Mn

ø )
∏

v∈T1\{ø}
Et (Rv)

∏

v∈Tn−1\{ø}
Zt ((Xvk)k∈N; Xv, Xπv )

= Et (Mn
ø )
∏

v∈T1\{ø}
Et (Rv)

∏

v∈Tn−1\{ø}

⎛

⎝Et (M
n
v )

Et (Rv)

∏

u∈Cv(T )

Et (Ru)

⎞

⎠ .

For each v ∈ Tn−1\{ø}, the factor Et (Rv) appears exactly once in the numerator and
once in the denominator. Hence, the above reduces to

dQn
t

d P∗,nt
=
∏

v∈Tn−1
Et (Mn

v )
∏

v∈Tn\Tn−1
Et (Rv) = Et

( ∑

v∈Tn−1
Mn

v +
∑

v∈Tn\Tn−1
Rv

)
,

(4.33)

where the second equality follows from the fact that the local martingales {Mn
v : v ∈

Vn−1} ∪ {Rv : v ∈ Vn\Vn−1} are orthogonal. Combining this with (4.32) gives the
martingale property

E
P∗,n
[
dQn

t

d P∗,nt
(XVn [t])

∣∣∣ XVn [s]
]
= dQn

s

d P∗,ns
(XVn [s]), a.s., (4.34)

for t > s > 0.
Together, Eqs. (4.31) and (4.34) prove the stated consistency property of the family

{Qn}. Due to the Daniell-Kolmogorov theorem, we deduce from this that there is a
unique Q ∈ P(CV) whose restriction to CVn

t is Qn
t for each n ∈ N and t > 0.

We now turn to the proof of the last statement of the proposition, which asserts that
Q is the unique law of a weak solution to the SDE system (3.1). To this end, for each
n ≥ 1 and t > 0, we identify Qn

t as the law of an SDE solution as follows. Recalling
the definition P∗,n = P ◦ X̂−1

Vn
, where X̂v satisfies (4.18), and the definitions of Mn

v

and Rv , we deduce from (4.32), (4.33), and Girsanov’s theorem that Qn is precisely
the law of a weak solution (Yv)v∈Vn of the SDE system

dYv(t) = 1{v∈T̃ }
(
b(t,Yv,YNv(T̃ ))dt + σ(t,Yv)dBv(t)

)
, v ∈ Vn−1

dYv(t) = 1{v∈T̃ }
(
γt (Yv,Yπv )dt + σ(t,Yv)dBv(t)

)
, v ∈ Vn\Vn−1, (4.35)

where (Bv)v∈Vn are independent Brownian motions, (Yv(0))v∈Vn are i.i.d. with law
λ0, and T̃ is an independent UGW(ρ) tree.

Now, define Q̂n ∈ P(CV) so that the projection onto CVn is precisely Qn and the
coordinates on V\Vn are (arbitrarily) chosen to be identically zero, with probability
1. It is immediate that Q̂n converges weakly to Q, due to the consistency property of
{Qn

t : t ≥ 0, n ∈ N} established above. On the other hand, we argue that if {Q̂n}
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converges to some limit, then this limitmust be the law of aweak solution of the infinite
SDE system (3.1). Indeed, if {Q̂n} converges to Q = L((Ŷv)v∈V), then wemay pass to
the limit in (4.35) (using again the weak continuity of stochastic integrals provided by
Kurtz and Protter [25, Theorem 2.2] and the continuity of b and σ in Assumption A)
to find that for each n, the Vn−1-coordinates (Ŷv)v∈Vn−1 satisfy the same SDE system
as in (4.35). As this holds for each fixed n, we conclude that (Ŷv)v∈Vn−1 satisfies
the infinite SDE system (3.1). In light of the uniqueness in law of solutions of (3.1)
(see Assumption (A.1) and Remark 3.1), we conclude that Q = L((Xv)v∈V), where
(Xv)v∈Vwas the unique in law solution of (3.1) on theUGW(ρ) tree T . This completes
the proof, as we know from the beginning of the proof that the V1-marginal of Q is
precisely Q1 = ν. ��

4.2.3 Completing the proof of uniqueness in Theorem 3.12

The lemmas of the previous section contain the proof of the uniqueness assertion
in Theorem 3.12. Indeed, we began in Sect. 4.2.1 with an arbitrary weak solution
((�,F ,F,P), T1, γ, (Bv,Yv)v∈V1) to the UGW(ρ) local equation with initial law
λ0. In Proposition 4.7, recalling the notation ν = L((Yv)v∈V1), we deduced that
necessarily ν = L((Xv)v∈V1), where (Xv)v∈V solves the SDE system (3.1). We know
from Assumption (A.1) (and Remark 3.1) that the SDE system (3.1) is unique in law.
Hence, the law of (Yv)v∈V1 does not depend on the choice of weak solution to the
UGW(ρ) local equation.

5 Second-order Markov random fields

The rest of the paper is devoted to justifying the two key Propositions 3.17 and 3.18.
We begin by summarizing some general properties of Markov random fields (MRFs)
which will play a key role in the former proposition. Throughout this section, we work
with a fixed Polish space X and a fixed (non-random) graph G = (V , E), assumed
to have finite or countable vertex set. We assume that G is simple (no self-loops or
multi-edges), but it need not be locally finite (so that we may use G = V). We fix a
referencemeasure λ ∈ P(X ). The goal of this section is to summarize how conditional
independence properties of a measure μ ∈ P(X V ) can be deduced from factorization
properties of its density with respect to the product measure λV .

We recall the basic graph-theoretic definitions given in Sect. 2.1.1, in particular the
notion of boundary and double boundary of a set A of vertices in a graph G = (V , E)

defined in (2.1). In what follows, for any random elements Yi , i = 1, 2, 3, we write
Y1 ⊥⊥ Y2 | Y3 to denote that Y1 is conditionally independent of Y2 given Y3.

Definition 5.1 (Second-order MRF) A collection of X -valued random elements
(Yv)v∈G is said to form a (global) second-order MRF with respect to G if for any
sets A ⊂ V , B ⊂ V \(A ∪ ∂2A), we have the following conditional independence
structure:

YA ⊥⊥ YB | Y∂2A.

123



D. Lacker et al.

Note that a first-order MRF (with respect to G), sometimes also referred to as a
Gibbs measure, would require the same to hold but with ∂A in place of ∂2A.

We state here a variant of a well known theorem, which can be found in various
forms in [16, Theorem 2.30] and [31, Proposition 3.8, Theorem 3.9], for first-order
MRFs on finite graphs. We do not state the more difficult converse, often attributed to
Hammersley-Clifford, as we will not need it. Recall that a 2-clique of a graph is a set
of vertices of diameter at most 2.

Theorem 5.2 Assume the graph G is finite. Assume μ ∈ P(X V ) is absolutely contin-
uous with respect to λV . Suppose there exists a set K of 2-cliques of G such that the
density of μ with respect to λV factorizes in the form

dμ

dλV
(xV ) =

∏

K∈K
fK (xK ), (5.1)

for somemeasurable functions fK : X K → R+, for K ∈ K. Thenμ is a second-order
MRF.

Proof Let A ⊂ V , and let ϕ : X ∂2A → R+ denote the marginal density of X∂2A. Let
B = (A ∪ ∂2A)c. Then the conditional density of (XA, XB) given X∂2A is precisely

1

ϕ(x∂2A)

∏

K∈K
fK (xK ).

No 2-clique of G that intersects A can also intersect B, and vice versa, because any
pair of vertices u ∈ A and v ∈ B have distance at least 3. Thus, for x∂2A frozen, the
above conditional density as a function of (xA, xB) factorizes into a function of xA
times a function of xB . This implies XA and XB are conditionally independent given
X∂2A. ��

The second-order MRF property is more intuitive, but the factorization property of
Theorem 5.2 will be quite useful in our analysis. Hence, we give it a name:

Definition 5.3 We say thatμ ∈ P(X V ) admits a 2-clique factorization with respect to
λV if the density dμ/dλV exists and takes the form (5.1), for some set K of 2-cliques
of G.

It is clear that Theorem 5.2 admits a generalization tom-orderMRFs, defined in the
obvious way form ∈ N, where one must assume the density factorizes overm-cliques,
but we have no use for such a generalization.

6 Proof of the conditional independence property

We now turn to the proof of the conditional independence property stated in Propo-
sition 3.17, which played a crucial role in the proof of existence for Theorem 3.12.
The strategy is to first establish the property on certain finite truncations of the tree,
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and then use an approximation argument. Specifically, in Sect. 6.1 we first establish
the desired conditional independence property on a truncation of the infinite tree V to
one of finite depth and width by explicitly identifying the joint density with respect to
a product measure and then invoking Theorem 5.2. In Sect. 6.2 we then implement a
rather delicate limiting argument to show that the conditional independence property
is preserved when the infinite tree is approximated by trees of finite depth and width.

6.1 Truncated systems

We begin by studying the particle system set on the truncated (finite) tree Tn :=
T ∩ Vn,n , where T is a UGW(ρ) tree, and

Vm,n := {ø} ∪
m⋃

k=1
{1, . . . , n}k, for n,m ∈ N.

That is, Vm,n is the set of labels of trees of height m with at most n offspring per

generation. Let (Xn
v )v∈V := (XTn

v )v∈V be a solution to the SDE system

dXn
v (t) = 1{v∈Tn}

(
b(t, Xn

v , Xn
Nv(Tn))dt + σ(t, Xn

v )dWv(t)
)

, v ∈ V, (6.1)

where (Xn
v (0))v∈V are i.i.d. with law λ0, and as usual the tree T , the initial conditions

(Xn
v (0))v∈V, and the driving Brownian motions (Wv)v∈V are independent. Also, for

v ∈ V\Tn , note as usual that the particles are constant over time, with Xn
v (t) = Xn

v (0)
for all t > 0. Let Pn ∈ P(({0, 1} × C)V) denote the law of

(
1{v∈Tn}, Xn

v

)

v∈V. (6.2)

We will identify Pn by way of its Radon–Nikodym derivative with respect to a certain
reference measure (in the process showing that the SDE (6.1) is unique in law). In
this case, as a reference measure we use W ∈ P(({0, 1} × C)V), defined as the law
of (ξv, X̂v)v∈V, where (ξv)v∈V are independent Bernoulli(1/2) random variables, and
where X̂ solves the driftless SDE system

d X̂v(t) = ξvσ (t, X̂v)dBv(t), X̂v(0) ∼ λ0, v ∈ V, (6.3)

with (Bv)v∈V as independent standard d-dimensional Brownian motions, and with
(Bv)v∈V, (ξv)v∈V, and with (X̂v(0))v∈V independent. Note that the SDE (6.3) is well-
posed due to Assumption (A.4). Note in particular thatW is an i.i.d. product measure.

To show that Pn of (6.2) is a second-order MRF, we will study how its density with
respect to W factorizes, and then apply Theorem 5.2. As a first step, we identify the
density of the {0, 1}Vn,n -marginal:

Lemma 6.1 Suppose ρ has a finite nonzero first moment. The law of (1{v∈T })v∈Vn,n

on {0, 1}Vn,n is absolutely continuous with respect to that of (ξv)v∈Vn,n . Moreover, the
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Radon-Nikodym derivative is of the form

Fn((av)v∈Vn,n ) = fø(aø, (ak)
n
k=1)

∏

v∈Vn−1,n\{ø}
f1(av, (avk)

n
k=1), (6.4)

for measurable functions fø, f1 : {0, 1}n+1 → R+.

Proof This is an easy consequence of the conditional independence structure of the
tree T and the fact that, aside from the root, every vertex has an identical offspring
distribution. ��

Next, we establish the desired second-order MRF property for Pn . We make use
of the following notation. For t > 0, a set A ⊂ V, and a probability measure Q on
({0, 1} × C)V, we write Qt and Qt [A] for the projections onto ({0, 1} × Ct )V and
({0, 1} × Ct )A, respectively. For example, Qt [A] is the image of Q through the map
(av, xv)v∈V 
→ (av, xv[t])v∈A.
Proposition 6.2 Suppose Assumption A holds, and assume the offspring distribution
ρ has a finite nonzero first moment. Then, for each t > 0 and n ≥ 3, the following
hold:

(i) (1{v∈Tn}, Xn
v [t])v∈V is a global second-order MRF.

(ii) (Xn
v [t])v∈V is a global second-order MRF.

Proof The property (ii) easily follows from (i), after noting as in Remark 4.2 that
1{v∈Tn} is measurable with respect to Xn

v [t]. Hence, we only prove (i).
Fix t > 0 and n ≥ 3.Because the coordinates ofV\Vn,n are all independent of those

in Vn,n , it clearly suffices to show that (1{v∈Tn}, Xn
v [t])v∈Vn,n is a global second-order

MRF. By Definition 5.1, we must show that

(1{v∈Tn}, X
n
v [t])v∈A ⊥⊥ (1{v∈Tn}, X

n
v [t])v∈B

∣∣∣ (1{v∈Tn}, X
n
v [t])v∈∂2A, (6.5)

for any sets A, B ⊂ Vn,n with B ∩ (A ∪ ∂2A) = ∅, where ∂2 denotes the double
boundary operation in the tree Vn,n . Recall that Pn

t [Vn,n] is the restriction of the law
Pn of the random process (1{v∈Tn}, Xn

v )v∈V in (6.2) to ({0, 1} × Ct )Vn , and simi-
larly forWt [Vn,n], whereW ∈ P(({0, 1}×C)V) is the law of the process (ξv, X̂v)v∈V
defined just prior to (6.3). To prove (i), we show that the density dPn

t [Vn,n]/dWt [Vn,n]
admits a 2-clique factorization in the sense of Definition 5.3. To show this, we will
use Girsanov’s theorem to identify a conditional density given the realization of the
tree, and then note that dPn

t [Vn,n]/dWt [Vn,n] is nothing but the product of this con-
ditional density with the density of the law of (1{v∈T })v∈Vn,n with respect to the law
of (ξv)v∈Vn,n , the form of which was identified in Lemma 6.1.

To identify this conditional density, we need a bit more notation. Define

Dn,n := {(1{v∈T })v∈Vn,n ∈ {0, 1}Vn,n : T ⊂ Vn,n is a tree}.

Define T̂n : Dn,n → 2Vn,n by setting T̂n((1{v∈T })v∈Vn,n ) = T for each tree T ⊂ Vn,n ,
and extend T̂n to all of {0, 1}Vn,n by (arbitrarily) setting T̂n(a) := {ø} for a /∈ Dn,n .
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Note that (1{v∈Tn})v∈Vn,n belongs a.s. to Dn,n and that (ξv)v∈Vn,n is measurable with
respect to T̂n((ξv)v∈Vn,n ) on the event {(ξv)v∈Vn,n ∈ Dn,n}.Wemay additionally extend
the domain T̂n to all of ({0, 1} × C)Vn,n by the identification T̂n((av, xv)v∈Vn,n ) =
T̂n((av)v∈Vn,n ). Intuitively, under themeasure Pn

t [Vn,n], T̂n will represent the truncated
random UGW(ρ) tree Tn , with the advantage that T̂n is defined on the canonical space
({0, 1} × C)Vn,n .

Given these definitions, we may now identify the density of Pn
t [Vn,n] with respect

toWt [Vn,n], conditionally on T̂n . Since Vn,n is a finite set, we may apply Girsanov’s
theorem in the form of Lemma B.1 (which is applicable since (B.2) is satisfied due
to Assumption (A.1) and Remark B.2): recalling the definition of Xn in (6.1), the
conditional density of Pn

t [Vn,n] with respect toWt [Vn,n] given T̂n is

dPn
t [Vn,n](· | T̂n)

dWt [Vn,n](· | T̂n)
=
∏

v∈Vn,n

Et (Mn
v ), (6.6)

where Et is the Doleans exponential defined in (4.1), and Mn
v = Mn

v ((av, xv)v∈Vn,n )

is given by

Mn
v (t)((av, xv)v∈Vn,n ) := 1{v∈T̂n}

∫ t

0
(σσ�)−1b(s, xv, xNv(T̂n)) · dxv(s),

where we suppressed the arguments (av)v∈Vn,n of T̂n . Observe that for each v0 ∈ Vn,n ,
Mn

v0
depends on (av, xv)v∈Vn,n only through av0 , xv0 and (av, xv)v∈Nv0 (Vn,n), recalling

that Nv(Vn,n) denotes the set of neighbors of v within the tree Vn,n .
Letting Fn be as in Lemma 6.1, the entire (joint) density takes the form

dPn
t [Vn,n]

dWt [Vn,n] ((av, xv)v∈Vn,n ) = Fn((av)v∈Vn,n )
dPn

t [Vn,n](· | T̂n)
dWt [Vn,n](· | T̂n)

((av, xv)v∈Vn,n ).

Together, (6.6) and Lemma 6.1 imply that this can be rewritten as

dPn
t [Vn,n]

dWt [Vn,n] ((av, xv)v∈Vn,n ) =
∏

v∈Vn,n

gnv ((av, xv), (au, xu)u∈Nv(Vn,n)),

for appropriate functions (gnv )v∈Vn,n . More precisely, with fø and f1 as in Lemma 6.1,
we have

gnv ((av, xv), (au, xu)u∈Nv(Vn,n)) =

⎧
⎪⎨

⎪⎩

fø(aø, (ak)nk=1)Et (Mn
ø ) if v = ø,

f1(av, (avk)
n
k=1)Et (Mn

v ) if v ∈ Vn−1,n\{ø},
Et (Mn

v ) if v ∈ Vn,n\Vn−1,n .

Observing that for each v ∈ Vn,n , the set {v}∪Nv(Vn,n) is a 2-clique inVn,n , property
(i) now follows from Theorem 5.2. ��
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6.2 Convergence to the infinite system

With the second-order MRF property now established for the truncated systems Pn ,
we wish to pass to the limit n → ∞ to deduce a similar property for the infinite
system. We begin by checking that the law Pn of (1{v∈Tn}, Xn

v )v∈V converges to the
law P of (1{v∈T }, Xv)v∈V and also that conditional laws converge in a suitable sense,
where we recall that Xn and X , respectively, denote the solutions of the SDE systems
(6.1) and (3.1).

Lemma 6.3 Suppose AssumptionA holds. Assume also that ρ has a finite nonzero first
moment. Then Pn → P weakly on ({0, 1}×C)V. Moreover, for any k ∈ N, any t > 0,
and any bounded continuous function ϕ : CVt → R, we have

E
[
ϕ(Xn

V\{ø,k}[t], Xn
{ø,k}[t])

∣∣ Xn
{ø,k}[t]

]⇒ E
[
ϕ(XV\{ø,k}[t], X{ø,k}[t])

∣∣ X{ø,k}[t]
]
,

(6.7)

where we recall that⇒ denotes convergence in law.

Proof Recall Tn = T ∩ Vn,n , where T is a UGW(ρ) tree, and Vn,n is as defined in
(2.3), and note that (1{v∈Tn})v∈V therefore converges in law to (1{v∈T })v∈V in {0, 1}V.
It is straightforward to check that the family of C-valued random variables {Xn

v :
v ∈ V, n ∈ N} is tight, by standard arguments or by using the relative entropy
estimates of Lemma 4.1. Hence, {(1{v∈Tn}, Xn

v )v∈V : n ∈ N} is a tight family of
({0, 1} × C)V-valued random variables. Let (1{v∈T }, X∞v )v∈V denote any weak limit
point, and assume bySkorokhod representation that it is in fact an a.s. limit. Form ∈ N,
we have Nv(Tn) = Nv(T ) for all n > m+1 and v ∈ Vm , and using weak convergence
of stochastic integrals (see [25, Theorem 2.2]) we deduce that (X∞v )v∈Vm satisfies

dX∞v (t) = 1{v∈T }
(
b(t, X∞v , X∞Nv(T ))dt + σ(t, X∞v )dW∞

v (t)
)

, v ∈ Vm,

for some independent Brownian motions (W∞
v )v∈Vm . As this is true for each m,

we deduce that (X∞v )v∈V and (Xv)v∈V solve the same SDE system (3.1). The SDE
(3.1) is unique in law by Assumption (A.1) (and Remark 3.1), and so the law of
(1{v∈T }, X∞v )v∈V must be P := L((1{v∈T }, Xv)v∈V), which shows that Pn → P .

The second claim requires more care, and we will ultimately appeal to [9, Theorem
2.1], which gives a criterion for the weak convergence of conditional expectations.
We introduce the following systems that are parallel to Xn and X but are driftless for
nodes in V2. Let Qn ∈ P(({0, 1} × C)V) denote the law of

(
1{v∈T }, Yn

v

)

v∈V, (6.8)

where (Yn
v (0))v∈V = (Xv(0))v∈V and (Yn

v )v∈V solves the SDE system

dY n
v (t) = 1{v∈Tn}

(
b(t,Yn

v ,Yn
Nv(Tn))dt + σ(t,Yn

v )dWv(t)
)

, v ∈ V\V2,

dY n
v (t) = 1{v∈Tn}σ(t,Yn

v )dWv(t), v ∈ V2.
(6.9)
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Recall that the tree T , the initial conditions (Xv(0))v∈V, and the driving Brownian
motions (Wv)v∈V are independent. To see that the SDE (6.9) is unique in law (and
hence, Qn is well-defined), condition on the (finite) tree Tn , use the independence
properties just stated, the fact that the driftless SDE is unique in law by Assumption
(A.4) and Lemma B.1 (along with Remark B.2 and Assumption (A.1)).

Similarly, let Q ∈ P(({0, 1} × C)V) denote the law of

(
1{v∈T }, Yv

)

v∈V, (6.10)

where (Yv(0))v∈V = (Xv(0))v∈V and (Yv)v∈V solves the SDE system

dYv(t) = 1{v∈T }
(
b(t,Yv,YNv(T ))dt + σ(t,Yv)dWv(t)

)
, v ∈ V\V2,

dYv(t) = 1{v∈T }σ(t,Yv)dWv(t), v ∈ V2.
(6.11)

That the SDE (6.11) is unique in law (and thus Q is well-defined) can be deduced
by applying Lemma B.4 with X2 = (X2

v)v∈V equal to the solution to the SDE (3.1),
which is unique in law by Remark 3.1, and X1 = (Yv)v∈V as above, noting that the
two differ only for v in the finite set V2, and that condition (B.5) of Lemma B.4 holds
by Remark B.2 and Assumption (A.1).

It is easily checked that Qn → Q weakly, using the same argument which showed
that Pn → P above. Fix t > 0. We may now apply Girsanov’s theorem, in the precise
infinite-dimensional form developed in Lemma B.4, whose application is justified by
the uniqueness in law of the SDEs in (6.9) and (6.11) and the fact that the condition
(B.5) holds on account of Remark B.2 and Assumption (A.1), to obtain

dPn
t

dQn
t
((1{v∈Tn}, Yn

v )v∈V) = Et

⎛

⎝
∑

v∈V2

∫ ·

0
1{v∈Tn}σ(s, Yn

v )−1b(s, Yn
v , Yn

Nv(Tn)
) · dWv(s)

⎞

⎠ ,

dPt
dQt

((1{v∈T }, Yv)v∈V) = Et

⎛

⎝
∑

v∈V2

∫ ·

0
1{v∈T }σ(s, Yv)

−1b(s, Yv, YNv(T )) · dWv(s)

⎞

⎠ .

Note that the summations are a.s. finite, since all but finitely many of the indicators
1{v∈Tn} and 1{v∈T } are zero for v ∈ V2.

From the weak convergence Qn → Q (of the laws of (1v∈Tn ,Yn
v )v∈V to that of

(1v∈T ,Yv)v∈V) and using weak convergence of stochastic integrals (see [25, Theorem
2.2]), we easily deduce the following weak convergence in ({0, 1} × Ct )V × R:

((
1{v∈Tn}, Y

n
v [t]
)

v∈V,
dPn

t

dQn
t
((1{v∈Tn},Y

n
v )v∈V)

)

⇒
((

1{v∈T }, Yv[t]
)

v∈V,
dPt
dQt

((1{v∈T },Yv)v∈V)

)
.

(6.12)

To use this to deduce the desired convergence of related conditional distributions, we
now verify an additional condition in [9, Theorem 2.1]. Fix k ∈ N and a bounded
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continuous function g on ({0, 1} × Ct )V\{ø,k}. It is clear from the form of (6.9) that
(1{v∈Tn},Yn

v [t])v∈V\{ø,k} and (Yn
v [t])v∈{ø,k} are conditionally independent given {k ∈

T }, and similarly with (Tn,Yn) replaced by (T ,Y ), when n > k. For n > k, we have
{k ∈ Tn} = {k ∈ T }, and thus

E

[
g
(
(1{v∈Tn}, Y

n
v [t])v∈V\{ø,k}

) ∣∣∣(1{v∈Tn}, Y
n
v [t])v∈{ø,k}

]

= E

[
g
(
(1{v∈Tn}, Y

n
v [t])v∈V\{ø,k}

) ∣∣∣1{k∈T }
]

= 1{k∈T }
P(k ∈ T )

E
[
g
(
(1{v∈Tn}, Y

n
v [t])v∈V\{ø,k}

)
1{k∈T }

]

+ 1{k /∈T }
P(k /∈ T )

E
[
g
(
(1{v∈Tn}, Y

n
v [t])v∈V\{ø,k}

)
1{k /∈T }

]

⇒ 1{k∈T }
P(k ∈ T )

E
[
g
(
(1{v∈T }, Yv[t])v∈V\{ø,k}

)
1{k∈T }

]

+ 1{k /∈T }
P(k /∈ T )

E
[
g
(
(1{v∈T }, Yv[t])v∈V\{ø,k}

)
1{k /∈T }

]

= E

[
g
(
(1{v∈T }, Yv[t])v∈V\{ø,k}

) ∣∣∣1{k∈T }
]

= E

[
g
(
(1{v∈T }, Yv[t])v∈V\{ø,k}

) ∣∣∣(1{v∈T }, Yv[t])v∈{ø,k}
]
.

This and (6.12) are precisely the two conditions assumed in [9, Theorem 2.1], which
we may now apply to deduce that

E

[
g
(
(1{v∈Tn}, Xn

v [t])v∈V
) ∣∣∣(1{v∈Tn}, Xn

v [t])v∈{ø,k}
]

⇒ E

[
g
(
(1{v∈T }, Xv[t])v∈V

) ∣∣∣(1{v∈T }, Xv[t])v∈{ø,k}
]
,

for each bounded continuous function g on ({0, 1} × C)V. Specializing to functions
on CV yields the claim (6.7). ��

6.3 Proof of Proposition 3.17

We finally prove Proposition 3.17, starting with claim (i). Fix k ∈ N and let Ck =
{ki : i ∈ N}. Fix two bounded continuous functions f and g on CCk

t and CV1
t . From

Lemma 6.3 we have that

s1E[ f (Xn
Ck
[t]) | Xn

{ø,k}[t]] + s2E[g(Xn
V1
[t]) | Xn

{ø,k}[t]]
quad ⇒ s1E[ f (XCk [t]) | X{ø,k}[t]] + s2E[g(XV1[t]) | X{ø,k}[t]]

123



Marginal dynamics of interacting diffusions on unimodular…

for every s1, s2 ∈ R. Therefore, by the Cramér-Wold theorem,

(
E[ f (Xn

Ck
[t]) | Xn

{ø,k}[t]], E[g(Xn
V1
[t]) | Xn

{ø,k}[t]]
)

⇒
(
E[ f (XCk [t]) | X{ø,k}[t]], E[g(XV1[t]) | X{ø,k}[t]]

)
.

By Proposition 6.2(i), Xn
Ck
[t] and Xn

V1
[t] are conditionally independent given Xn

{ø,k}[t]
for each n; indeed, apply Definition 5.1 of a second-order MRF with the set A given
as the set of all descendants of k, so that ∂2A = {ø, k}. Thus, we have

E[ f (XCk [t])g(XV1[t])] = lim
n→∞E[ f (Xn

Ck
[t])g(Xn

V1
[t])]

= lim
n→∞E

[
E
[
f (Xn

Ck
[t]) | Xn

{ø,k}[t]
]
E
[
g(Xn

V1
[t]) | Xn

{ø,k}[t]
]]

= E
[
E
[
f (XCk [t]) | X{ø,k}[t]

]
E
[
g(XV1[t]) | X{ø,k}[t]

]]
.

As this holds for any pair of bounded continuous functions ( f , g), we conclude as
desired that XCk [t] and XV1 [t] are conditionally independent given X{ø,k}[t].

To prove part (ii) of Proposition 3.17, we use a symmetry argument. Fix k ∈ N, and
let ϕ : V → V denote the transposition of the subtrees rooted at 1 and k, defined by
setting ϕ(1u) = ku and ϕ(ku) = 1u for all u ∈ V as well as ϕ(v) = v for all v ∈ V

which satisfy neither v ≥ 1 nor v ≥ k (i.e., for all v ∈ V that are not descendants of
1 or k). Due to the recursive structure of the tree T ∼ UGW(ρ), we have L(T | k ∈
T ) = L(ϕ(T ) | k ∈ T ). Using uniqueness of the SDE system in Assumption (A.4),
we deduce that L(Xø, X1, (X1 j ) j∈N | k ∈ T ) = L(Xø, Xk, (Xkj ) j∈N | k ∈ T ). Now,
fix t > 0 and let �t : C × C → P(CNt ) denote a version of the conditional law of
(X1 j [t]) j∈N given (X1[t], Xø[t]). Then, for bounded measurable functions f , g, h,
we combine this symmetry property with the conditional independence of Proposi-
tion 3.17(i) proven above to obtain

E
[
f (Xø[t])g(Xk[t])h((Xkj [t]) j∈N)1{k∈T }

]

= E
[
f (Xø[t])g(X1[t])h((X1 j [t]) j∈N)1{k∈T }

]

= E
[
f (Xø[t])g(X1[t])〈�t (X1, Xø), h〉 1{k∈T }

]

= E
[
f (Xø[t])g(Xk[t])〈�t (Xk, Xø), h〉 1{k∈T }

]
.

Indeed, the second step followed from the conditional independence of (X1 j [t]) j∈N
and {k ∈ T } (which is Xk[t]-measurable by Remark 4.2) given (Xø[t], X1[t]). This
shows that

〈�t (Xk, Xø), h〉 = E
[
h((Xkj [t]) j∈N)

∣∣ Xk[t], Xø[t]
]
, a.s. on {k ∈ T }. (6.13)

Recalling how �t was defined above, the proof would now be complete if not for
the qualification “on {k ∈ T }," so we lastly take care of the complementary set. Let
Yv(t) = Xv(0) for all t ≥ 0 and v ∈ V, and note that Yv = Xv a.s. on {v /∈ T }
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by construction. Note also that (Yv)v∈V are i.i.d. On the event {k /∈ T }, we know
Xkj ≡ Ykj for all j ∈ N, and so

E
[
h((Xkj [t]) j∈N)

∣∣ Xk[t], Xø[t]
] = E

[
h((Ykj [t]) j∈N)

] = E
[
h((Y1 j [t]) j∈N)

]
, a.s.
(6.14)

Repeating this independence argument with k = 1 and using the definition of �t , we
find

〈�t (X1, Xø), h〉 = E
[
h((Y1 j [t]) j∈N)

]
, a.s. on {1 /∈ T }. (6.15)

Recalling from Remark 4.2 that there is a measurable function τ such that 1{v∈T } =
τ(Xv) a.s. for each v, it is straightforward to deduce from (6.14) and (6.15) that the
same identity (6.13) holds also on the event {k /∈ T }. ��

7 Proof of the symmetry property

The last remaining point is to prove Proposition 3.18, which was the second key
ingredient in the first (verification) part of Theorem 3.12. As a first step, in Sect. 7.1
we show that the children of the root are exchangeable, in a suitable conditional sense.
Then, in Sect. 7.2, we use unimodularity to prove Proposition 3.18. Recall here that
for a finite set A and for xA ∈ X A we write 〈xA〉 for the corresponding element
(equivalence class) in S�(X ).

7.1 Conditional exchangeability at the generation level

We first show how to use Proposition 3.17 to derive a useful conditional exchange-
ability property.

Lemma 7.1 Suppose Assumption A holds, and assume that ρ ∈ P(N0) has a finite
nonzero first moment. For each t > 0 and each bounded measurable function h :
C2t × S�(Ct )

2 → R, it holds almost surely on the event {1 ∈ T } that

E

⎡

⎣ 1

|Nø(T )|
∑

k∈Nø(T )

h
(
Xø[t], Xk [t], 〈XNø(T )[t]〉, 〈XNk (T )[t]〉

)
∣∣∣∣∣∣
Xø[t], 〈XNø(T )[t]〉

⎤

⎦

= E
[
h
(
Xø[t], X1[t], 〈XNø(T )[t]〉, 〈XN1(T )[t]〉

) ∣∣ Xø[t], 〈XNø(T )[t]〉
]
. (7.1)

Proof We first prove (7.1) assuming that h has the following form: there exists a
bounded measurable mapping f : C2t → R such that

h(x, y, x̃, ỹ) = f (x, y), x, y ∈ Ct , x̃, ỹ ∈ S�(Ct ). (7.2)

Fix k, n ∈ N with k ≤ n, and let ϕ : V → V denote the transposition of the
subtrees rooted at 1 and k, defined by setting ϕ(1u) = ku and ϕ(ku) = 1u for all
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u ∈ V as well as ϕ(v) = v for all v ∈ V which satisfy neither v ≥ 1 nor v ≥ k
with respect to the Ulam–Harris–Neveu labeling (i.e., for all v ∈ V that are neither
descendants of 1 nor k). Due to the recursive structure of the tree T ∼ UGW(ρ), we
have L(T | |Nø(T )| = n) = L(ϕ(T ) | |Nø(T )| = n). Using uniqueness of the SDE
system in Assumption (A.4), we deduce that

L(Xø[t], X1[t] | Xø[t], 〈XNø(T )[t]〉, |Nø(T )| = n)

= L(Xø[t], Xk[t] | Xø[t], 〈XNø(T )[t]〉, |Nø(T )| = n).

From this we have

1

n

n∑

k=1
f (Xø[t], Xk [t]) = E

[
1

n

n∑

k=1
f (Xø[t], Xk[t])

∣∣∣∣∣ Xø[t], 〈XNø(T )[t]〉, |Nø(T )| = n

]

= E
[
f (Xø[t], X1[t])

∣∣ Xø[t], 〈XNø(T )[t]〉, |Nø(T )| = n
]
. (7.3)

In other words, it holds a.s. on {1 ∈ T } = {Nø(T ) �= ∅} that
1

|Nø(T )|
∑

k∈Nø(T )

f (Xø[t], Xk [t]) = E
[
f (Xø[t], X1[t])

∣∣ Xø[t], 〈XNø(T )[t]〉, |Nø(T )|] .

Because |Nø(T )| is a.s. 〈XNø(T )[t]〉-measurable for each t > 0, this implies

1

|Nø(T )|
∑

k∈Nø(T )

f (Xø[t], Xk[t]) = E
[
f (Xø[t], X1[t])

∣∣ Xø[t], 〈XNø(T )[t]〉
]
,

again on the event {1 ∈ T }. Thus, the proof is complete for h of the form (7.2).
We now prove (7.1) for general h. Since both sides of (7.1) are conditional on Xø[t]

and 〈XNø(T )[t]〉, by general measure-theoretic considerations, it suffices to prove the
relation (7.1) for h(x, y, x̃, ỹ) = g(y, ỹ) depending only on the variables that are not
being conditioned upon. That is, it suffices to show that for all bounded measurable
functions g : Ct × S�(Ct ) → R we have

E

⎡

⎣ 1

|Nø(T )|
∑

k∈Nø(T )

g(Xk[t], 〈XNk (T )[t]〉)
∣∣∣∣∣∣
Xø[t], 〈XNø(T )[t]〉

⎤

⎦

= E
[
g(X1[t], 〈XN1(T )[t]〉)

∣∣ Xø[t], 〈XNø(T )[t]〉
]
, a.s., on {1 ∈ T }. (7.4)

To prove this, recall first from Proposition 3.17(ii) that there is a measurable function
�t : C2t → P(CNt ) such that

�t (Xk[t], Xø[t]) = L((Xki [t])i∈N | Xk[t], Xø[t]), a.s., on {k ∈ T }.
Using the conditional independence of Proposition 3.17(i), we have also

�t (Xk[t], Xø[t]) = L((Xki [t])i∈N | XV1 [t]), a.s., on {k ∈ T }. (7.5)
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Noting again that |Nø(T )| is 〈XNø(T )[t]〉-measurable, we may use the tower property
of conditional expectation (and other relations specified below) to obtain, on {1 ∈ T },

E

⎡

⎣ 1

|Nø(T )|
∑

k∈Nø(T )

g(Xk[t], 〈XNk (T )[t]〉)
∣∣∣∣∣∣
Xø[t], 〈XNø(T )[t]〉

⎤

⎦

= E

⎡

⎣ 1

|Nø(T )|
∑

k∈Nø(T )

E
[
g(Xk[t], 〈XNk (T )[t]〉) | XV1[t]

]
∣∣∣∣∣∣
Xø[t], 〈XNø(T )[t]〉

⎤

⎦ .

= E

⎡

⎣ 1

|Nø(T )|
∑

k∈Nø(T )

〈
�t (Xk[t], Xø[t]), g(Xk[t], 〈·〉)

〉
∣∣∣∣∣∣
Xø[t], 〈XNø(T )[t]〉

⎤

⎦

= E
[ 〈�t (X1[t], Xø[t]), g(X1[t], 〈·〉)〉

∣∣ Xø[t], 〈XNø(T )[t]〉
]
,

where the second equality used (7.5) and our short-hand notation 〈ν, f 〉 = ∫ f dν

for any measure ν and ν-integrable function f , and the last equality used the relation
(7.3) with f (xø, xk) = 〈�t (xk, xø), g(xk, 〈·〉)〉 for xø, xk ∈ C2t . Now, apply (7.5) once
again to rewrite the right-hand side as

E

[
E
[
g(X1[t], 〈XN1(T )[t]〉) | XV1[t]

] ∣∣∣ Xø[t], 〈XNø(T )[t]〉
]

= E
[
g(X1[t], 〈XN1(T )[t]〉)

∣∣ Xø[t], 〈XNø(T )[t]〉
]
, on {1 ∈ T }.

This shows (7.4), thus completing the proof of the lemma. ��

7.2 Unimodular random graphs

So far we only needed the notion of a unimodular Galton–Watson tree, which could be
defined simply as in Definition 3.8. However, the final step of the proof of Proposition
3.18 uses crucially the notion of unimodularity on general graphs, which we now
briefly define; refering to [1] for a more thorough discussion. For this, we will need
to introduce the notation for (doubly) rooted (marked) graphs. We recall the general
graph terminology introduced in Sect. 2.1.

A rooted graph (G, o) is a connected graph equipped with a distinguished vertex o,
wherewe assumeG has finite or countable vertex set and is locally finite,meaning each
vertex has finitely many neighbors. An isomorphism from one rooted graph (G1, o1)
to another (G2, o2) is a bijection ϕ from the vertex set of G1 to that of G2 such that
ϕ(o1) = o2 and such that (u, v) is an edge in G1 if and only if (ϕ(u), ϕ(v)) is an
edge in G2. We say two rooted graphs are isomorphic if there exists an isomorphism
between them, and we let G∗ denote the set of isomorphism classes of rooted graphs.
Similarly, a doubly rooted graph (G, o, o′) is a rooted graph (G, o) with an additional
distinguished vertex o′ (which may equal o). Two doubly rooted graphs (Gi , oi , o′i )
are isomorphic if there is an isomorphism from (G1, o1) to (G2, o2) which also maps
o′1 to o′2. We write G∗∗ for the set of isomorphism classes of doubly rooted graphs.
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There are analogous definitions for marked rooted graphs. An X -marked rooted
graph is a tuple (G, x, o), where (G, o) is a rooted graph and x = (xv)v∈G ∈ XG is
a vector of marks, indexed by vertices of G. We say that two marked rooted graphs
(G1, x1, o1) and (G2, x2, o2) are isomorphic if there exists an isomorphism ϕ between
the rooted graphs (G1, o1) and (G2, o2) that maps the marks of one to the marks of
the other (i.e., for which x1v = x2ϕ(v) for all v ∈ G1). Let G∗[X ] denote the set of
isomorphism classes of X -marked rooted graphs. A doubly rooted marked graph is
defined in the obvious way, and G∗∗[X ] denotes the set of isomorphism classes of
doubly rooted marked graphs.

These spaces of graphs comewith natural topologies. For r ∈ N and (G, o) ∈ G∗, let
Br (G, o) denote the induced subgraph ofG (rooted at o) containing only those vertices
with (graph) distance at most r from the root o. The distance between (G1, o1) and
(G2, o2) is defined as the value 1/(1+ r̄), where r̄ is the supremum over r ∈ N0 such
that Br (G1, o1) and Br (G2, o2) are isomorphic, wherewe interpret B0(Gi , oi ) = {oi }.
The distance between two marked graphs (Gi , xi , oi ), i = 1, 2, is likewise defined as
the value 1/(1 + r̄), where r̄ is the supremum over r ∈ N0 such that there exists an
isomorphism ϕ from Br (G1, o1) to Br (G2, o2) such that d(x1v , x2ϕ(v)) ≤ 1/r for all
v ∈ Br (G1, o1). We equip G∗∗ and G∗∗[X ] with similar metrics, just using the union
of the balls at the two roots in place of the ball around a single root. Metrized in this
manner, the spaces G∗ and G∗∗ are Polish spaces, as are G∗[X ] and G∗∗[X ] if X is
itself a Polish space. See [6, Lemma 3.4] (or [29, Appendix A]) for a proof that G∗[X ]
is a Polish space. Each space G∗[X ] and G∗∗[X ] is equipped with its Borel σ -algebra.

We are now ready to introduce the definition of unimodularity for general graphs.

Definition 7.2 For a metric space X , we say that a G∗[X ]-valued random element
(G, X , o) is unimodular if the following mass-transport principle holds: for every
(non-negative) bounded Borel measurable function F : G∗∗[X ] → R+,

E

[
∑

o′∈G
F(G, X , o, o′)

]
= E

[
∑

o′∈G
F(G, X , o′, o)

]
. (7.6)

A G∗-valued random variable (G, o) is said to be unimodular if the same identity
holds, but with X removed, that is, if for every bounded Borel measurable function
F : G∗∗ → R+,

E

[
∑

o′∈G
F(G, o, o′)

]
= E

[
∑

o′∈G
F(G, o′, o)

]
.

Recalling the canonical Ulam–Harris–Neveu labeling introduced in Sect. 2.1.2, as
described therein, a (countable, locally finite) tree may always be viewed as a subset of
V satisfying the appropriate properties. Recall that ø ∈ V denotes the root of any tree
in this canonical labeling, and let T∗ denote the collection of subsets of V described
in Sect. 2.1.2 that define a rooted tree. A tree T ∈ T∗ induces an element (T , ø) of
G∗, and we say a random (T∗-valued) tree T is unimodular if (T , ø) is a unimodular
random graph in the sense of Definition 7.2.
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Recall fromAssumption (A.4) and Remark 3.1 that there is a unique solution XT =
(XT

v )v∈V to the system (3.1) for any tree T ∈ T∗. Wemay then view (T , (XT
v )v∈T , ø)

as a rooted graph marked by the trajectories of the process XT , i.e., as a G∗[C]-valued
random element.

Proposition 7.3 Suppose Assumption A holds. Let T be any unimodular (T∗-valued)
random tree, and let XT = (XT

v )v∈V be the unique solution of the SDE system (3.1).
Then the G∗[C]-valued random variable (T , (XT

v )v∈T , ø) is unimodular.

Proof It will help to temporarily free ourselves from the canonical labels ofV. For any
(countable, locally finite) tree T (labeled in any manner), consider the SDE system

dXT
v (t) = b(t, XT

v , XT
Nv(T ))dt + σ(t, XT

v )dWv(t), v ∈ T , (7.7)

where Nv(T ) denotes the neighbors of v in T , (Wv)v∈T are independent Brownian
motions, and (Xv(0))v∈T are i.i.d. with law λ0. Note that this SDE system is unique
in law by Assumption (A.4), as the tree T can always be viewed up to isomorphism as
a subset ofV. For any non-random doubly rooted tree (T , o1, o2), the unique solution
of (7.7) gives rise to a CT -valued random variable XT = (XT

v )v∈T , which in turn
induces a G∗∗[C]-valued random variable (T , (XT

v )v∈T , o1, o2), whose lawwe denote
by Q[T , o1, o2].

We claim first that Q[T , o1, o2] = Q[T ′, o′1, o′2] whenever (T , o1, o2) and
(T ′, o′1, o′2) are isomorphic as doubly rooted graphs. To see this, let ϕ : T → T ′
denote any isomorphism. It is clear from the structure of the SDE (7.7) that the CT -
valued random elements (XT ′

ϕ(v))v∈T and (XT
v )v∈T solve the same SDE and thus have

the same law, due to the aforementioned uniqueness in law. In particular, the G∗∗[C]-
valued random variables (T , (XT

v )v∈T , o1, o2) and (T ′, (XT ′
v )v∈T ′ , o′1, o′2) have the

same law.
This shows that Q[T , o1, o2] depends on (T , o1, o2) only through its isomorphism

class. We may thus view Q as a (measurable) map from the set T∗∗ ⊂ G∗∗ of doubly
rooted trees toP(G∗∗[C]). (For a justification of themeasurability of Q, seeRemark 7.4
below.) For a bounded measurable function F : G∗∗ → R+, the function T∗∗ �
(T , o1, o2) 
→ 〈Q[(T , o1, o2)], F〉 ∈ R+ is also bounded and measurable, and we
extend it to be zero on G∗∗\T∗∗. Then, for a given unimodular (T∗-valued) random
tree T , we have (as justified subsequently)

E

[
∑

o∈T
F(T , (XT

v )v∈T , ø, o)

]
= E

[
∑

o∈T
E
[
F(T , (XT

v )v∈T , ø, o) | T ]
]

= E

[
∑

o∈T

〈
Q[(T , ø, o)], F

〉
]

= E

[
∑

o∈T

〈
Q[(T , o, ø)], F

〉
]
= E

[
∑

o∈T
E
[
F(T , (XT

v )v∈T , o, ø) | T ]
]

= E

[
∑

o∈T
F(T , (XT

v )v∈T , o, ø)

]
.
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Indeed, the second and fourth steps used the fact that a random tree T ⊂ V in the SDE
system (3.1) is always assumed to be independent of the Brownian motions and initial
conditions, which ensures that the conditional law of (T , (XT

v )v∈T , ø, o) given T is
precisely Q[T , ø, o]. ��

Remark 7.4 For completeness, we sketch here a proof of the measurability of Q intro-
duced in the last proof. For r ∈ N and (G, o1, o2) for which the graph distance
dG(o1, o2) is at most r , let Br (G, o1, o2) ∈ G∗∗ denote the union of the balls of radius
r around o1 and o2. The topology of the subspace {(T , o1, o2) ∈ T∗∗ : (T , o1, o2) =
Br (T , o1, o2)} is discrete for each r , so the map (T , o1, o2) 
→ Q[Br (T , o1, o2)]
is trivially measurable for each r . To complete the proof, it suffices to argue that
limr→∞ Q[Br (T , o1, o2)] = Q[(T , o1, o2)] for each (T , o1, o2) ∈ T∗∗. If we fix a
doubly rooted tree (T , o1, o2) (with labels, i.e., not an element of G∗∗ but rather a
representative from an equivalence class therein), then straightforward weak conver-
gence arguments show that, for each k ∈ N, (XBr (T ,o1,o2)

v )v∈Bk (T ,o1,o2) converges in

law to (X (T ,o1,o2)
v )v∈Bk (T ,o1,o2) as r →∞, which proves the claim.

Remark 7.5 It is well known that a UGW(ρ) tree (T , ø) is unimodular (hence the
name), for ρ ∈ P(N0) with finite nonzero first moment, and from Proposition 7.3 we
then deduce that (T , (XT

v )v∈T , ø) is unimodular. A direct proof of the mass-transport
principle for (T , ø) is attributed to [34], but one can argue instead by approximation
by finite uniformly rooted graphs; see [1, Example 10.2] or [11, Proposition 2.5].

7.3 Proof of Proposition 3.18

As in the statement of Proposition 3.18, let h : C2t × S�(Ct ) 
→ R be bounded and
measurable. To prove the proposition, wemay assumewithout loss of generality that in
addition h ≥ 0. Fix t > 0, and let g : C2t → R+ be any bounded measurable function.
Because t is fixed, throughout this proof we will omit the argument [t] for the sake
of readability, with the understanding that every appearance of Xv below should be
written more precisely as Xv[t]. Recall once more that for a finite set A and for
xA ∈ X A we write 〈xA〉 for the corresponding element (equivalence class) in S�(X ).
We will take advantage of the unimodularity of (T , X , ø) shown in Proposition 7.3,
by applying the mass-transport principle with

F(G, x, ø, o) := g(xø, xo)h(xo, xø, 〈xNo(G)〉)1{o∈Nø(G)}/|Nø(G)|.

Note that F is well defined on G∗∗[Ct ] because it is invariant under isomorphisms of
(G, x, ø, o). We recall also that {v ∈ T } is measurable with respect to Xv for each
v ∈ V, as explained in Remark 4.2, which in particular implies that {1 ∈ T } and
|Nø(T )| are 〈XNø(T )〉-measurable, and |Nk(T )| is 〈XNk (T )〉-measurable. The follow-
ing calculation will use Lemma 7.1 and the aforementioned measurability properties
in the first and last equality, unimodularity as in (7.6) with F as above in the third
equality, and the fact that ø ∈ Nv(T ) if and only if v ∈ Nø(T ) in the fourth equality
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(recalling also our convention that 1
|Nø(T )|

∑
k∈Nø(T ) = 0 when Nø(T ) = ∅):

E
[
g(Xø, X1)h(X1, Xø, 〈XN1(T )〉)1{1∈T }

]

= E

⎡

⎣ 1

|Nø(T )|
∑

k∈Nø(T )

g(Xø, Xk)h(Xk, Xø, 〈XNk (T )〉)
⎤

⎦

= E

[
∑

v∈T
g(Xø, Xv)h(Xv, Xø, 〈XNv(T )〉)1{v∈Nø(T )}

1

|Nø(T )|

]

= E

[
∑

v∈T
g(Xv, Xø)h(Xø, Xv, 〈XNø(T )〉)1{ø∈Nv(T )}

1

|Nv(T )|

]

= E

⎡

⎣ 1

|Nø(T )|
∑

k∈Nø(T )

g(Xk, Xø)h(Xø, Xk, 〈XNø(T )〉) |Nø(T )|
|Nk(T )|

⎤

⎦

= E

[
g(X1, Xø)h(Xø, X1, 〈XNø(T )〉) |Nø(T )|

|N1(T )|1{1∈T }
]

. (7.8)

If ϕh : C2t → R is defined by

ϕh(Xø, X1) = 1{1∈T }E
[ |Nø(T )|
|N1(T )|h(Xø, X1, 〈XNø(T )〉)

∣∣∣∣ Xø, X1

]
,

then (7.8) can be rewritten as

E
[
g(Xø, X1)h(X1, Xø, 〈XN1(T )〉)1{1∈T }

] = E
[
g(X1, Xø)ϕh(Xø, X1)1{1∈T }

]
.

(7.9)

Similarly, define ϕ1 : C2t → R by

ϕ1(Xø, X1) = 1{1∈T }E
[ |Nø(T )|
|N1(T )|

∣∣∣∣ Xø, X1

]
.

Apply the identity (7.9), with h replaced by the constant function 1 and with g(xø, x1)
replaced by g(x1, xø)ϕh(xø, x1), to obtain

E
[
g(X1, Xø)ϕh(Xø, X1)1{1∈T }

] = E
[
g(Xø, X1)ϕh(X1, Xø)ϕ1(Xø, X1)1{1∈T }

]
.

Substitution of this identity into the right-hand side of (7.9) yields

E
[
g(Xø, X1)h(X1, Xø, 〈XN1(T )〉)1{1∈T }

]

= E
[
g(Xø, X1)ϕh(X1, Xø)ϕ1(Xø, X1)1{1∈T }

]
. (7.10)
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The fact that this holds for any g implies that, a.s. on {1 ∈ T },

E
[
h(X1, Xø, 〈XN1(T )〉)

∣∣ Xø, X1
] = ϕh(X1, Xø)ϕ1(Xø, X1).

On the other hand, applying (7.10) with h replaced by the constant function 1, we
deduce that ϕ1(X1, Xø)ϕ1(Xø, X1) = 1 a.s. on {1 ∈ T }, and so

E
[
h(X1, Xø, 〈XN1(T )〉)

∣∣ Xø, X1
] = ϕh(X1, Xø)

ϕ1(X1, Xø)
.

Now recalling the definition of �t given in the statement of Proposition 3.18, (still
omitting [t] from the notation), it follows that

�t (Xø, X1) = 1{1∈T }
ϕh(Xø, X1)

ϕ1(Xø, X1)
.

Thus, the last two displays establish (3.9)with k = 1. In light of the symmetry provided
by Proposition 3.17(ii), this is enough to complete the proof. ��
Acknowledgements We would like to thank the reviewer for feedback that improved the exposition of the
paper.

Appendix A: A projection theorem

Here we state and prove a result, used crucially in deriving the local equation, which
can be seen as a projection or mimicking theorem for Itô processes. Theorem A.2
below seems to be reasonably well known, particularly in filtering theory, appearing
(in various different forms) for instance in [32, Theorem 7.17], [7, Corollary 3.11], and
[41, Section VI.8] but we give a short and mostly self-contained proof. Theorem A.2
can be seen also as a path-dependent counterpart of the famous mimicking theorem
of Gyöngy [18].

We begin with a technical lemma to clear up any concerns about the existence of
suitable versions of conditional expectations, of the sort that appear in the definitions
of γt in (3.4) and (3.7). As usual, write C = C(R+;Rd) and Ct = C([0, t];Rd) for the
spaces of Rd -valued paths, for t > 0, and x[t] for the path up to time t of any x ∈ C.
Recall that we call a function f from R+ × C to a measurable space S progressively
measurable if it is jointly measurable and satisfies f (t, x) = f (t, y) whenever t ≥ 0
and x, y ∈ C satisfy x[t] = y[t].
Lemma A.1 Suppose � = (�(t))t≥0 and Y = (Y (t))t≥0 are stochastic processes with
values inRk andRd , respectively. Suppose Y is continuous, and E[∫ T0 |�(t)|dt] < ∞
for each T > 0. Then there exists a progressively measurable function γ : R+×C →
R
k such that

γ (t,Y ) = E[�(t) | Y [t]], a.s., for a.e. t ≥ 0.
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Proof Apply [7, Proposition 5.1], taking the Polish-space-valued process Zt therein to
be the C-valued process Y [t], to find a Borel measurable function γ̂ : R+ × C → R

k

such that

γ̂ (t,Y [t]) = E[�(t) | Y [t]], a.s., for a.e. t ≥ 0.

Then set γ (t, x) = γ̂ (t, x[t]) for (t, x) ∈ R+ × C. ��

Theorem A.2 Let (�,F ,F,P) be a filtered probability space supporting an F-
Brownian motion W of dimension m as well as a continuous F-adapted process X of
dimension d such that X admits the differential

dX(t) = b(t)dt + σ(t)dW (t),

where b and σ are F-progressively processes taking values in Rd , and Rd×m, respec-
tively, with

E

[∫ t

0

(
|b(s)| + Tr[σσ�(s)]

)
ds

]
< ∞, for t > 0. (A.1)

Let b̃ : R+ × C → R
d and σ̃ : R+ × C → R

d×d be any progressively measurable
functions satisfying

b̃(t, X [t]) = E
[
b(t) | X [t]], σ̃ σ̃�(t, X [t]) = E

[
σσ�(t) | X [t]], a.s., for a.e. t ≥ 0.

Let FX = (F X
t )t≥0 denote the filtration generated by X, defined by F X

t = σ(X [t]).
Then there exists an extension (�̌, F̌ , F̌, P̌) of the probability space (�,F ,FX ,P)

supporting a standard d-dimensional F̌-Brownian motion W̃ such that

dX(t) = b̃(t, X)dt + σ̃ (t, X)dW̃ (t), t ≥ 0.

Proof Let C∞c (Rd) denote the set of smooth functions on R
d with compact support.

Write ∇ and ∇2 for the gradient and Hessian operators, respectively. By Itô’s formula
and the condition (A.1), for each ϕ ∈ C∞c (Rd) the process

ϕ(X(t))−
∫ t

0

(
b(u) · ∇ϕ(X(u))+ 1

2
Tr[σσ�(u)∇2ϕ(X(u))]

)
du

is a F-martingale. In particular, if t > s, and if Z is any bounded Fs-measurable
random variable then

0 = E

[
Z

(
ϕ(X(t))− ϕ(X(s))−

∫ t

s

(
b(u) · ∇ϕ(X(u))+ 1

2
Tr[σσ�(u)∇2ϕ(X(u))]

)
du

)]
.
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Now, If Z is measurable with respect to F X
s ⊂ Fs , then we may use Fubini’s theorem

and the tower property of conditional expectations to obtain

0 = E

[
Z

(
ϕ(X(t))− ϕ(X(s))−

∫ t

s

(
b̃(u, X) · ∇ϕ(X(u))+ 1

2
Tr[̃σ σ̃�(u, X(u))∇2ϕ(X(u))]

)
du

)]
.

This shows that the process

ϕ(X(t))−
∫ t

0

(
b̃(u, X) · ∇ϕ(X(u))+ 1

2
Tr[̃σ σ̃�(u, X)∇2ϕ(X(u))]

)
du

is a FX -martingale, for every ϕ ∈ C∞c (Rd).
The claim now follows from the usual construction ofweak solutions from solutions

to martingale problems (e.g., using the arguments in Proposition 5.4.6 and Theorem
3.4.2 of [21] or [41, Theorem (20.1), p. 160]). ��

Appendix B: Forms of Girsanov’s theorem

We develop here two simple forms of Girsanov’s theorem tailored to the needs of
proofs of results in this paper. No aspects of these results should come as a surprise to
specialists, but we were unable to locate a reference that covered our precise require-
ments, which fall beyond the scope of the standard Novikov condition. Our drift b in
Assumption A has linear growth, and thus, at least for the first lemma below, fairly
standard results could cover some of our needs, such as [21, Corollary 3.5.16] or [32,
Theorem 7.7]. But those results, strictly speaking, do not allow a general diffusion
coefficient σ . The result [32, Theorem 7.7] is extended in [32, Section 7.6] but still
requires Lipschitz coefficients, which is not good enough for us because of the γt term
in the local equation (3.5), which need not be Lipschitz even when b is. Our second
result below, Lemma B.4, is not directly covered by the aforementioned results either,
because it involves an infinite-dimensional SDE system, though we only consider a
change in drift for a finite number of coordinates. In any case, we give simple proofs
of our two results using an elegant recent criterion of [5].

Lemma B.1 Let d ∈ N and λ0 ∈ P(Rd). For T ∈ (0,∞), suppose b : [0, T ] × C →
R
d and σ : [0, T ] × C → R

d×d are progressively measurable. Assume σ(t, x)
is invertible for each (t, x) and that σ and σ−1 are uniformly bounded. For i =
1, 2, suppose (�i ,F i ,Fi = {F i

t }t≥0,Pi ) is a filtered probability space supporting
a d-dimensional Fi -Brownian motion Wi and continuous d-dimensional Fi -adapted
process Xi , which satisfy for t ∈ [0, T ],

d X1(t) = b(t, X1)dt + σ(t, X1)dW 1(t), X1(0) ∼ λ0,

dX2(t) = σ(t, X2)dW 2(t), X2(0) ∼ λ0. (B.1)
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Assume the latter SDE is unique in law, and that

P
i
(∫ T

0
|b(t, Xi )|2dt < ∞

)
= 1, i = 1, 2. (B.2)

Then L(X1[T ]) and L(X2[T ]) are equivalent, and for x ∈ CT ,

dL(X1[T ])
dL(X2[T ]) (x) = exp

(∫ T

0
(σσ�)−1b(t, x) · dx(t)

−1

2

∫ T

0
|σ−1b(t, x)|2dt

)
. (B.3)

Remark B.2 If t 
→ b(t, x) is continuous for each x , then
∫ T
0 |b(t, x)|2dt ≤

T supt∈[0,T ] |b(t, x)|2 < ∞ for each x , and the key assumption (B.2) in Lemma B.1
holds automatically.

Proof of Lemma B.1 If b is uniformly bounded, then uniqueness in law of the SDE for
X1 and (B.3) are completely standard, following from Girsanov’s theorem. Now,
fix T ∈ (0,∞) and assume more generally that P(

∫ T
0 |b(t, X1)|2dt < ∞) =

P(
∫ T
0 |b(t, X2)|2dt < ∞) = 1. Define τn : C → [0, T ] ∪ {∞} and bn : [0, T ]×C →

R
d by

bn(t, x) := 1{t≤τn(x)}b(t, x), τn(x) := inf
{
t ∈ [0, T ] :

∫ t

0
|b(s, x)|2ds ≥ n

}
.

Abbreviate P2 = L(X2[T ]). Now, define R : [0, T ] × C → R+ by

R(t, x) := exp

(∫ t

0
(σσ�)−1b(s, x) · dx(s)− 1

2

∫ t

0
|σ−1b(s, x)|2ds

)
.

Note that the uniform boundedness of σ−1 and the bound (B.2) ensure that
(R(t, ·))t∈[0,T ] is well defined P2-a.e. Moreover, the uniform boundedness of σ−1 and
the definition of bn guarantee that

∫ T
0 |σ−1bn(t, x)|2dt =

∫ T∧τn(x)
0 |σ−1b(t, x)|2ds ≤

n for all x ∈ C, and thus Novikov’s condition is satisfied. Hence, (R(t ∧
τn(X2), X2),F2

t )t∈[0,T ] is a P2-martingale for each n [21, Corollary 3.5.13]. Thus, by
Girsanov’s theorem (see, e.g., [21, Theorem 3.5.1]), the SDE

dX1,n(t) = bn(t, X
1,n)dt + σ(t, X1,n)dW (t), X1,n(0) ∼ λ0,

is unique in law, with its law P1,n satisfying P1,n � P2, where

dP1,n

d P2 (x) := R(T ∧ τn(x), x)

= exp

(∫ T

0
(σσ�)−1bn(t, x) · dx(t)− 1

2

∫ T

0
|σ−1bn(t, x)|2dt

)
,
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for P2-almost every x ∈ C. Assume X1,n is constructed on a probability space
(�1,n,F1,n,F1,n,P1,n).

We will now apply the criterion of [5, Corollary 2.1] to prove that under P2,
the process (R(t, ·),F2

t )t∈[0,T ] is not only a local martingale but is in fact a true

martingale. To this end, note that the assumption P
2(
∫ T
0 |b(t, X2)|2dt < ∞) = 1

from (B.2) and the uniform boundedness of σ and σ−1 ensure that τn(X2) →∞ and
R(t ∧ τn(X2), X2) → R(t, X2) a.s. as n →∞. Now, for each n ∈ N and t ∈ [0, T ],
define Qt

n � P2 by

dQt
n

d P2 (x) = R(t ∧ τn(x), x), x ∈ C.

Then [5, Corollary 2.1] states that (R(t, ·))t∈[0,T ] is a P2-martingale if and only if

lim
n→∞ Qt

n(τn ≤ t) = 0, for each t ∈ [0, T ]. (B.4)

But the latter follows from the assumption P
1(
∫ T
0 |b(t, X1)|2dt < ∞) = 1 imposed

in (B.2), since recalling P2 = P
2 ◦ (X2)−1 and P1,n = P

1,n ◦ (X1,n)−1 and letting
E
2 and E

1,n denote expectation under P2 and P
1,n , respectively, we have

Qt
n(τn ≤ t) = E

2[R(t ∧ τn(X
2), X2)1{τn(X2)≤t}] = E

2[R(T ∧ τn(X
2), X2)1{τn(X2)≤t}]

= P
1,n(τn(X

1,n) ≤ t) = P
1(τn(X

1) ≤ t) = P
1
(∫ t

0
|b(s, X1)|2ds ≥ n

)
,

where the penultimate step used the fact that (X1
t∧τn(X1)

)t∈[0,T ] satisfies the SDE (B.1)
with b replaced by bn and thus, by uniqueness in law of the latter SDE, the law
of (X1

t∧τn(X1)
)t∈[0,T ] under P1 coincides with that of (X1,n

t∧τn(X1,n)
)t∈[0,T ] under P1,n .

Since the right-hand side of the last display vanishes as n → ∞ due to (B.2), this
proves (B.4).

Hence, under P2, we have shown that R is a martingale on a finite time horizon,
and thus a uniformly integrable martingale on that time horizon. Since dP1,n/dP2 =
R(T∧τn(·), ·) for each n, we deduce easily that dP1/dP2 = R(T , ·). Since R(T , ·) >

0, we deduce that P1 and P2 are equivalent. ��
Recalling the definition of relative entropy functional H from (4.2), we record the

following well-known relative entropy identity as a corollary:

Corollary B.3 Let d ∈ N and λ0 ∈ P(Rd). Suppose b1, b2 : [0, T ] × C → R
d

and σ : [0, T ] × C → R
d×d are progressively measurable and bounded. Assume

σ(t, x) is invertible for each (t, x) and that σ−1 is uniformly bounded. For i = 1, 2,
suppose (�i ,F i ,Fi ,Pi ) is a filtered probability space supporting a d-dimensionalFi -
Brownian motion Wi and continuous d-dimensional Fi -adapted process Xi satisfying

dXi (t) = bi (t, Xi )dt + σ(t, Xi )dWi (t), Xi (0) ∼ λ0.
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Assume the driftless SDE

dX(t) = σ(t, X)dW (t), X(0) ∼ λ0

is unique in law. Then the following relative entropy identity holds:

H(L(X1[T ]) |L(X2[T ])) = 1

2
E
P
1
[∫ T

0
|σ−1b1(t, X1)− σ−1b2(t, X1)|2 dt

]
.

Proof Abbreviate Pi = L(Xi [T ]) for i = 1, 2. The boundedness of bi ensures that
(B.2) holds trivially. We may therefore apply Lemma B.1 twice to get

dP1

dP2 (x) = exp

(∫ T

0
(σσ�)−1(b1 − b2)(t, x) · dx(t)

+1

2

∫ T

0
(|σ−1b2(t, x)|2 − |σ−1b1(t, x)|2) dt

)
.

Hence, it follows that

H(P1|P2)

= E
P
1
[∫ T

0
(σσ�)−1(b1 − b2)(t, X1) · dX1(t)

+1

2

∫ T

0
(|σ−1b2(t, X1)|2 − |σ−1b1(t, X1)|2) dt

]

= 1

2
E
P
1
[∫ T

0
|σ−1b1(t, X1)− σ−1b2(t, X1)|2 dt

]
.

This completes the proof. ��

Lastly, we prove an infinite-dimensional result similar to Lemma B.1, tailor-made
for its use in the proof of Lemma 6.3.

Lemma B.4 Let d ∈ N, and let V be a countable set. Let λ0 ∈ P((Rd)V ). Suppose
b1v, b

2
v : [0, T ] × CV → R

d for v ∈ V and σ : [0, T ] × C → R
d×d are progres-

sively measurable. Assume σ(t, x) is invertible for each (t, x) and that σ and σ−1
are uniformly bounded. For i = 1, 2, suppose (�i ,F i ,Fi = {F i

t }t≥0,Pi ) is a fil-
tered probability space supporting independent d-dimensional Fi -Brownian motions
(Wi

v)v∈V as well as continuous d-dimensional Fi -adapted processes (Xi
v)v∈V satis-

fying

dXi
v(t) = biv(t, X)dt + σ(t, Xi

v)dW
i
v(t), v ∈ V , Xi (0) = (Xi

v(0))v∈V ∼ λ0,
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where the SDE system for X2 is assumed to be unique in law. Assume that b1v ≡ b2v
except for at most finitely many v ∈ V , and that for i = 1, 2,

P
i
(∫ T

0
|b1v(t, Xi )− b2v(t, X

i )|2dt < ∞
)
= 1, for each v ∈ V . (B.5)

Then, if Pi ∈ P(CV ) denotes the law of Xi = (Xi
v)v∈V under Pi for i = 1, 2, then

P1 and P2 are equivalent, and

dP1

dP2 (X2) = exp

{
∑

v∈V

(∫ T

0
σ−1(b1v − b2v)(t, X

2) · dWv(t)

−1

2

∫ T

0
|σ−1(b1v − b2v)(t, X

2)|2dt
)}

almost surely, where σ−1(b1v − b2v) denotes the function [0, T ] × CV � (t, x) 
→
σ−1(t, xv)(b1v(t, x)− b2v(t, x)) for v ∈ V .

Proof Let V0 := V \{v ∈ V : b1v ≡ b2v}, and note that V0 is finite by assumption.
If
∑

v∈V0 |b1v − b2v|2 is uniformly bounded, then the claim is a standard application
of Girsanov’s theorem. For the general case, define τn : CV → [0, T ] ∪ {∞} and
b1,nv : [0, T ] × CV → R

d for v ∈ V by

τn(x) := inf

⎧
⎨

⎩t ∈ [0, T ] :
∑

v∈V0

∫ t

0
|b1v(s, x)− b2v(s, x)|2ds ≥ n

⎫
⎬

⎭ ,

b1,nv (t, x) := 1{t≤τn(x)}b1v(t, x)+ 1{t>τn(x)}b2v(t, x).

With these definitions, the remainder of the proof follows that of Lemma B.1 very
closely, so we give fewer details. Define R : [0, T ] × CV → R+ by

R(t, x) := exp
∑

v∈V

(∫ t

0
(σσ�)−1(b1v − b2v)(s, x) ·

(
dxv(s)− b2v(s, x)ds

)

− 1

2

∫ t

0
|σ−1(b1v − b2v)(s, x)|2ds

)
,

which is well-defined for P2-a.e. x = (xv)v∈V ∈ CV . Note that b1,nv ≡ b1v ≡ b2v for
v ∈ V \V0, so that the summation in the definition of R is actually over the finite set V0.
Since also

∑
v∈V0
∫ τn(x)
0 |σ−1(b1v − b2v)(t, x)|2dt ≤ n for all x ∈ CV by construction,

Novikov’s condition ensures that (R(t ∧ τn(X2), X2),F2
t )t∈[0,T ] is a P2-martingale,

for each n. Hence, by Girsanov’s theorem and uniqueness in law of the X2 equation,
the SDE system

dX1,n
v (t) = b1,nv (t, X1,n)dt + σ(t, X1,n

v )dWv(t), v ∈ V , X1,n(0) ∼ λ0,
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is unique in law, and its law P1,n satisfies P1,n � P2 and, a.s.,

dP1,n

d P2 (X2) = exp

{
∑

v∈V

(∫ T

0
σ−1(b1,nv − b2v)(t, X

2) · dW 2
v (t)

−1

2

∫ T

0
|σ−1(b1,nv − b2v)(t, X

2)|2dt
)}

.

Assume X1,n is defined on a filtered probability space (�1,n,F1,n,F1,n,P1,n).
To complete the proof, as in LemmaB.1, it suffices to show that the local martingale

R is a true martingale. To this end, note that the assumption (B.5) and boundedness
of σ and σ−1 ensure τn(X2) → ∞ and R(t ∧ τn(X2), X2) → R(t, X2) a.s. as
n → ∞. For each t ∈ [0, T ] and n ∈ N, we define Qt

n � P2 by dQt
n/dP

2(x) =
R(t ∧ τn(x), x), x ∈ CV . Then, by [5, Corollary 2.1], R is a P2-martingale if and only
if limn→∞ Qt

n(τn ≤ t) = 0 for each t ∈ [0, T ]. The latter follows from assumption
(B.5) by means of a calculation similar to that used in Lemma B.1: Since the laws of
(X1,n(t∧τn(X1,n)))t∈[0,T ] under P1,n and (X1(t∧τn(X1)))t∈[0,T ] under P1 coincide,
we have

Qt
n(τn ≤ t) = P

1,n(τn(X
1,n) ≤ t) = P

1(τn(X
1) ≤ t)

= P
1
(∫ t

0
|b1v(s, X1)− b2v(s, X

1)|2ds ≥ n

)
,

which converges to zero as n →∞ due to (B.5). ��

Appendix C: Proof of Lemma 4.1

Recall that (Xv(0))v∈V are independent of T and are i.i.d. and square-integrable by
Assumption (A.3), X = (XT

v )v∈T satisfies the SDE system (3.1). Using the linear
growth of Assumption (A.1) and the boundedness of σ of Assumption (A.2), we thus
find, for all t ∈ [0, T ],

E[‖Xv‖2∗,t |T ] ≤ C

(
1+
∫ t

0

(
E[‖Xv‖2∗,s |T ] +

1

|Nv(T )|
∑

u∈Nv(T )

E[‖Xu‖2∗,s |T ]
)
ds

)
,

whereC < ∞ is a constant depending only on T ,λ0, and the constants ofAssumptions
(A.1) and (A.2). (As usual, the average over Nv(T ) is understood to be zero when
Nv(T ) = ∅ or v /∈ T .) This implies

sup
v∈V

E[‖Xv‖2∗,t | T ] ≤ 2C

(
1+
∫ t

0
sup
v∈V

E[‖Xv‖2∗,s | T ]ds
)

.

The proof of (4.4) can be completed using Gronwall’s inequality.
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To derive the entropy bounds, fix a finite set A ⊂ V and a time horizon T ∈ (0,∞).
Suppose first that the tree T is a.s. finite. Define a change of probability measure P̃A

by the Radon-Nikodym derivative

dP̃A

dP
= ET

(
−
∑

v∈A

∫ ·

0
σ−1b(t, Xv, XNv(T )) · dWv(t)

)
.

Working conditionally on the (finite) tree, we may apply Girsanov’s theorem in the
form of Lemma B.1, due to Assumption (A.1) and Remark B.2, to deduce that this
change of measure is well defined (i.e., dP̃A/dP has mean 1), and the processes

W A
v (t) := Wv(t)+

∫ t

0
σ−1b(s, Xv, XNv(T ))ds, v ∈ V, t ∈ [0, T ],

are independent Brownian motions under P̃A by Girsanov’s theorem. Thus, under P̃A,
we find that (Xv)v∈A satisfy the driftless SDE

dXv(t) = 1{v∈T }σ(t, Xv)dWv(t), v ∈ A.

As this SDE is unique in law by Assumption (A.2b), we deduce that

P̃
A ◦ X−1A = P ◦ X̂−1A ,

where X̂ = (X̂T
v )v∈V, is the solution to the SDE system (4.3) and we have assumed

(for notational simplicity) that X and X̂ are defined on the same probability space
(�,F ,P). By the data processing inequality of relative entropy, we have

H
(
L(XA[T ]) |L(X̂ A[T ])

) = H
(
P ◦ XA[T ]−1 |P ◦ X̂ A[T ]−1

)

= H
(
P ◦ XA[T ]−1 | P̃A ◦ XA[T ]−1

)

≤ H(P | P̃A) = 1

2
E
P

[
∑

v∈A

∫ T

0
|σ−1b(t, Xv, XNv(T ))|2dt

]
.

The proof of (4.5) can be completed by using the boundedness of σ−1, the linear
growth of b, and the result (4.4) of the first part (possibly changing the constant).
Similarly, to prove (4.6), still in the case of an a.s. finite tree T , we compute

H
(
L(X̂ A[T ]) |L(XA[T ])

) = H
(
P ◦ X̂ A[T ]−1 |P ◦ XA[T ]−1

)

= H
(̃
P
A ◦ XA[T ]−1 |P ◦ XA[T ]−1

)

≤ H (̃PA |P) = 1

2
E
P̃
A

[
∑

v∈A

∫ T

0
|σ−1b(t, Xv, XNv(T ))|2dt

]
.
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The SDE system (3.1) under P̃A takes the form

dXv(t) = 1{v∈T }
(
b(t, Xv, XNv(T ))dt + σ(t, Xv)dW

A
v (t)
)
, v ∈ V\A,

dXv(t) = 1{v∈T }σ(t, Xv)dW
A
v (t), v ∈ A,

and it is straightforward to argue that the SDE system under P̃A enjoys an identical
second moment bound as in (4.4). This completes the proof under the additional
assumption that T is a.s. finite. We prove the case of a general random tree T by
truncating the tree to the first n generations, Tn := T ∩ Vn , and deducing from
above that the bounds (4.5) and (4.6) hold when T is replaced with Tn . The particle
system (XTn

v )v∈V clearly converges to (XT
v )v∈V = (Xv)v∈V in law, and the lower

semicontinuity of relative entropy lets us take limits as n →∞ on both sides of (4.5)
and (4.6) to show that these bounds hold for T . ��

References

1. Aldous, D., Lyons, R.: Processes on unimodular random networks. Electron. J. Probab. 12(54), 1454–
1508 (2007)

2. Arenas, A., Diaz-Guilera, A., Kurths, J., Moreno, Y., Zhou, C.: Synchronization in complex networks.
Phys. Rep. 469(3), 93–153 (2008)

3. Barrat, A., Barthelemy, M., Vespignani, A.: Dynamical Processes on Complex Networks. Cambridge
University Press, Cambridge (2008)

4. Bhamidi, S., Budhiraja, A., Wu, R.: Weakly interacting particle systems on inhomogeneous random
graphs. Stoch. Process. Appl. 129(6), 2174–2206 (2019)

5. Blanchet, J., Ruf, J.: Aweak convergence criterion for constructing changes of measure. Stoch.Models
32(2), 233–252 (2016)

6. Bordenave, C.: LectureNotes onRandomGraphs and Probabilistic Combinatorial Optimization (2016)
7. Brunick, G., Shreve, S.: Mimicking an ltd process by a solution of a stochastic differential equation.

Ann. Appl. Probab. 23(4), 1584–1628 (2013)
8. Coppini, F., Dietert, H., Giacomin, G.: A law of large numbers and large deviations for interacting

diffusions on Erdos–Renyi graphs. Stoch. Dyn. (2020). https://doi.org/10.1142/S0219493720500100
9. Crimaldi, I., Pratelli, L.: Convergence results for conditional expectations. Bernoulli 11(4), 737745

(2005)
10. Delattre, S., Giacomin, G., Lucon, E.: A note on dynamical models on random graphs and Fokker–

Planck equations. J. Stat. Phys. 165, 785–798 (2016)
11. Dembo, A., Montanari, A.: Gibbs measures and phase transitions on sparse random graphs. Braz. J.

Probab. Stat. 24(2), 137–211 (2010)
12. Detering, N., Fouque, J.-P., Ichiba, T.: Directed chain stochastic differential equations. Stoch. Process.

Appl. 130(4), 2519–2551 (2020)
13. Ganguly, A.: Non-Markovian Interacting Particle Systems on Large Sparse Graphs: Hydrodynamic

Limits and Marginal Characterizations. Doctoral Thesis (2022)
14. Ganguly, A., Ramanan, K.: Hydrodynamic limits of non-Markovian interacting particle systems on

sparse graphs. Preprint. arXiv:2205.01587v2 (2022)
15. Ganguly, A., Ramanan, K.: Interacting jump processes preserve semi-global Markov random fields on

path space. Preprint. arXiv:2210.09253 (2022)
16. Georgii, H.-O.: Gibbs Measures and Phase Transitions, vol. 9. Walter de Gruyter, Berlin (2011)
17. Gleeson, J.P., Melnik, S., Ward, J.A., Porter, M.A., Mucha, P.J.: Accuracy of mean-field theory for

dynamics on real-world networks. Phys. Rev. E 85(2), 026106 (2012)
18. Gyongy, I.: Mimicking the one-dimensional marginal distributions of processes having an Ito differ-

ential. Probab. Theory Relat. Fields 71(4), 501–516 (1986)
19. Harris, T.E.: The Theory of Branching Processes. Courier Corporation (2002)

123

https://doi.org/10.1142/S0219493720500100
http://arxiv.org/abs/2205.01587v2
http://arxiv.org/abs/2210.09253


Marginal dynamics of interacting diffusions on unimodular…

20. Israel, R.B.: Some examples concerning the global Markov property. Commun. Math. Phys. 105(4),
669–673 (1986)

21. Karatzas, I., Shreve, S.E.: Brownian Motion and Stochastic Calculus. Graduate Texts in Mathematics,
Springer, New York (1991)

22. Kessler, C.: Examples of extremal lattice fields without the global Markov property. Publ. RIMSKyoto
Univ. 21, 877–888 (1985)

23. Kolokoltsov, N.: Nonlinear Markov Processes and Kinetic Equations. Cambridge Tracts in Mathemat-
ics, vol. 182. Cambridge University Press, Cambridge (2010)

24. Kotelenez, P.M., Kurtz, T.G.: Macroscopic limits for stochastic partial differential equations of
McKean–Vlasov type. Probab. Theory Relat. Fields 146, 189 (2010)

25. Kurtz, T.G., Protter, P.E.: Weak limit theorems for stochastic integrals and stochastic differential equa-
tions. Ann. Probab. 19, 1035–1070 (1991)

26. Kurtz, T.G., Xiong, J.: Particle representations for a class of nonlinear SPDEs. Stoch. Process. Appl.
83(1), 103–126 (1999)

27. Lacker, D., Ramanan, K., Wu, R.: Large Sparse Networks of Interacting Diffusions. Preprint
arXiv:1904.02585v1 (2019)

28. Lacker, D., Ramanan, K., Wu, R.: Locally interacting diffusions as Markov random fields on path
space. Stoch. Process. Appl. 140, 81–114 (2021)

29. Lacker, D., Ramanan,K.,Wu,R.: Localweak convergence for sparse networks of interacting processes.
Ann. Appl. Probab. 33(2), 843–888 (2023)

30. Lacker, D., Ramanan, K., Wu, R.: Marginal Dynamics of Probabilistic Cellular Automata on Trees.
Preprint (2023)

31. Lauritzen, S.L.: Graphical Models, vol. 17. Clarendon Press, Oxford (1996)
32. Liptser, R.S., Liptser, R.S.: Statistics of Random Processes: I. General Theory, vol. 1. Springer, Berlin

(2001)
33. Lucon, E.: Quenched asymptotics for interacting diffusions on inhomogeneous random graphs. Stoch.

Process. Appl. 130(11), 6783–6842 (2020)
34. Lyons, R., Pemantle, R., Peres, Y.: Conceptual proofs of L log L criteria formean behavior of branching

processes. Ann. Probab. 23, 1125–1138 (1995)
35. McKean, H.P.: Propagation of chaos for a class of non-linear parabolic equations. Stochastic Differ-

ential Equations, pp. 41–57 (1967)
36. Medvedev, G.S.: The continuum limit of the Kuramoto model on sparse directed graphs. Commun.

Math. Sci. 17(4), 883–898 (2019)
37. Neveu, J.: Arbres et processus de Galton–Watson. Ann. Inst. H. Poincare Probab. Stat. 22(2), 199–207

(1986)
38. Oliveira, R.I., Reis, G.H., Stolerman, L.M.: Interacting diffusions on sparse graphs: hydrodynamics

from local weak limits. Electron. J. Probab. 25(110), 35 (2020)
39. Oliveira, R.I., Reis, G.H.: Interacting diffusions on random graphs with diverging degrees: hydrody-

namics and large deviations. J. Stat. Phys. 176, 1057–1087 (2019)
40. Ramanan, K.: Interacting stochastic processes on sparse random graphs, 2023. To appear in the Pro-

ceedings of the International Congress of Mathematicians. ICM (2022)
41. Rogers, L.C.G., Williams, D.: Diffusions, Markov Processes and Martingales: Volume 2, ltd Calculus,

vol. 2. Cambridge University Press, Cambridge (2000)
42. Sokolov, Y., Ermentrout, G.B.: When is sync globally stable in sparse networks of identical Kuramoto

oscillators? Phys. A Stat. Mech. Appl. 533, 122070 (2019)
43. Sudijono, T.: Stationarity and ergodicity of local dynamics of interactingMarkov chains on large sparse

graphs. Senior Honors Thesis, Brown University; Advisor: K. Ramanan; Mentor: A. Ganguly (2019)
44. Sznitman, A.-S.: Topics in propagation of chaos. Ecole d’Ete de Probabilites de Saint-Flour XIX——

1989, 165–251 (1991)
45. van der Hofstad, R.: Random Graphs and Complex Networks, vol. 11. http://www.win.tue.nl/rhofs-

tad/NotesRGCN.pdf (2009)
46. van der Hofstad, R.: Random Graphs and Complex Networks, vol. 2 (2016)
47. vonWeizsacker, H.: A simple example concerning the global Markov property of lattice random fields.

In: 8th Winter School on Abstract Analysis, pp. 194–198 (1980)
48. Wortsman, M.: Systems of Interacting Particles and Efficient Approximations for Large Sparse Graphs

(2018)

123

http://arxiv.org/abs/1904.02585v1
http://www.win.tue.nl/rhofs-tad/NotesRGCN.pdf
http://www.win.tue.nl/rhofs-tad/NotesRGCN.pdf


D. Lacker et al.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds exclusive rights to this article under
a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted
manuscript version of this article is solely governed by the terms of such publishing agreement and applicable
law.

123


	Marginal dynamics of interacting diffusions on unimodular Galton–Watson trees
	Abstract
	1 Introduction
	1.1 Background and motivation
	1.2 Our contributions
	1.2.1 Discussion of our results
	1.2.2 The local equation for a particle system on the line graph
	1.2.3 Additional challenges on random trees


	2 Preliminaries and notation
	2.1 Graphs and the Ulam–Harris–Neveu labeling for trees
	2.1.1 General graph terminology
	2.1.2 The Ulam–Harris–Neveu labeling for trees

	2.2 Measure spaces
	2.3 Function spaces
	2.4 Configuration spaces
	2.5 Space of unordered terminating sequences

	3 Statements of main results
	3.1 Assumptions
	3.2 The local equation
	3.2.1 The local equation for an infinite regular tree
	3.2.2 The local equation for unimodular Galton–Watson trees

	3.3 Characterization of marginals via the local equation
	3.4 Comments on the proof and two key auxiliary results
	3.5 Limits of finite-graph systems

	4 Proof of Theorem  3.12
	4.1 Verification result
	4.2 Proof of well-posedness of the UGW(ρ) local equation
	4.2.1 Outline of proof and some common terminology
	4.2.2 Details of the proof
	4.2.3 Completing the proof of uniqueness in Theorem 3.12


	5 Second-order Markov random fields
	6 Proof of the conditional independence property
	6.1 Truncated systems
	6.2 Convergence to the infinite system
	6.3 Proof of Proposition 3.17

	7 Proof of the symmetry property
	7.1 Conditional exchangeability at the generation level
	7.2 Unimodular random graphs
	7.3 Proof of Proposition 3.18

	Acknowledgements
	Appendix A: A projection theorem
	Appendix B: Forms of Girsanov's theorem
	Appendix C: Proof of Lemma 4.1
	References


