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Abstract

Granular materials are critical to many natural and industrial processes, yet the chaotic flow
behavior makes granular dynamics difficult to understand, model and control, causing difficulties
for natural disaster mitigation as well as scale-up and optimization of industrial devices.
Hydrodynamic instabilities in externally excited grains often resemble those in fluids, but have
different underlying mechanisms, and these instabilities provide a pathway to understand
geological flow patterns and control granular flows in industry. Granular particles subject to
vibration have been shown to exhibit Faraday waves analogous to those in fluids; however, waves
can only form at high vibration strengths and in shallow layers. Here, we demonstrate that
combined gas flow and vibration induces granular waves without these limitations to enable
structured, controllable granular flows at larger scale with lower energy consumption for potential
industrial processes. Continuum simulations reveal that drag force under gas flow creates more
coordinated particle motions to allow waves in taller layers as seen in liquids, bridging the gap

between waves produced in conventional fluids and granular particles subject to vibration alone.



I. INTRODUCTION

Granular materials, such as sand or catalytic particles, are ubiquitous in nature and
industry [1], and the complexity of granular flows continues to confound physicists, geoscientists,
applied mathematicians and engineers. However, the importance of granular flows in
understanding natural phenomena [2] from mudslides to volcanos and developing new
technologies [3] in areas ranging from carbon capture to sustainable mining keeps researchers from
a wide range of fields searching for ways to model and control these flows. Grains subject to
external forcing, e.g. shear [4], vibration [5], or gas flow [6], can display remarkable similarities
to fluid flows [7,8]. In particular, granular materials have been demonstrated to undergo flow
instabilities analogous to those in liquids, such as gas bubbling [5,6], shear-induced waves [4],
Rayleigh-Taylor fingering [8—10] and Rayleigh-Bénard convection [8,11], often with mechanisms
different from those in conventional fluids. Such instabilities present ideal systems for
investigating the commonalities and differences between the physics governing liquid and granular
flows, as well as challenging phenomenological and rheological models for granular flows [12—
14]. The structured nature of many of these flows creates an opportunity to improve agricultural
and industrial processes involving granular flows because device design and optimization are often

hampered by mathematically chaotic motion [15,16] and unpredictable scale-up [17].

Faraday waves are a type of parametric waves which occur in Newtonian fluids subject to
vertical vibration [18]. Analogous waves have been observed in vibrating shallow granular layers
with a few mm tall [19] (H ~10 d,, where H is the layer height and d,, is the particle diameter),
forming patterns of oscillons [20], squares, stripes, hexagons and flat layers with kinks [21]. The

pattern formed in granular materials is determined largely by the dimensionless vibration strength

A2 Af?

(I'=

, where A and f are the driving amplitude and frequency and g is gravitational

acceleration) and the dimensionless driving frequency (f* = f \/g) [21,22]. The mechanism for

pattern formation is distinct from that in fluids since (i) the granular layer leaves the bottom plate
when I' > 1 due to a lack of surface tension between granular particles and surrounding gas, making
the pattern formation dictated by time scales for the layer free flight and particle mobility and (ii)
layer height is a small multiple of the particle diameter, making d,, play a role in mobility and

pattern formation [23]. Despite the wide scientific interest surrounding parametric waves in



vibrated granular particles, the industrial applicability appears limited since most patterns have
been demonstrated only in shallow layers, patterns only form above I' ~ 2.5 and most studies have
been conducted in gas-evacuated containers [21].

Pulsed gas flow [24,25] can also form parametric waves in granular materials. The onset
Ma
urd’

where u, is the amplitude of gas velocity oscillations, u; is the terminal velocity of the particles

of patterns [24] is dictated by fg (with fys the frequency of gas flow pulsation) and [ys =

in the gas and 5 is the average solids volume fraction. The strong effect of drag force on the
formation of these patterns further suggests that the mechanism for pattern formation is
significantly different from that due to vibration [24]. The potential to apply pulsed gas flow to
industrial processes is complicated by the fact that bubble formation destroys structure at higher

gas driving strengths and non-shallow layer heights [26].

Subjecting granular particles to combined upward gas flow and vibration can induce fluid-
like motion in granular materials with strong attractive forces [27] as well as suppress bubble
formation and create a regime in which particles move yet no bubbles are present [10]. In this
regime, particles have been shown to exhibit structured flow instabilities analogous to Rayleigh-

Taylor fingering [10] and Rayleigh-Bénard convection [11].

Herein, we demonstrate that combined constant gas flow and vibration can induce Faraday
wave analogs in granular layers. These waves persist in layers over an order of magnitude taller
than those achieved by prior works which used either only vibration or pulsed gas
flow [19,25,26,28]. The onset of patterns occurs at I' significantly lower than those in vibrated
containers, including I' < 1 in some cases. These features for wavy patterns address the issues of
(1) chaotic motion and (i1) unpredictable scale-up in gas-fluidized granular particles as well as the
issues of (a) short layer heights and (b) strong vibration strengths in vibrated granular Faraday
waves. Thus, these features create desirable dynamics for industrial granular flows. We capture
the effect of gas flow on the onset of waves by incorporating constant gas velocity and vibrating
plate velocity into a dimensionless velocity, collapsing data across different gas velocities and
particle properties. A continuum particle model coupled with a gas flow model can capture the
waves, showing how drag from gas flow increases the uniformity of vertical forces on particles
throughout the layer, explaining differences between waves formed in granular particles with and

without gas flow. The fluid-like nature and pattern formation in tall layers enabled by drag makes
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these waves analogous to Faraday waves in conventional fluids [29], yet the lack of surface tension
and layer leaving contact with the bottom plate makes the waves analogous to those in granular
particles subject to vibration alone. As such, the waves reported in this article provide a bridge and

impetus to study Faraday waves in a wider range of complex fluids.
II. METHODS
A. Experimental setups

A pseudo-2D and a 3D cylindrical fluidized bed were used in separate experiments. The
pseudo-2D fluidized bed had a width of 200 mm, a depth of 10 mm and a height of 500 mm. The
3D cylindrical fluidized bed had an inner diameter of 178 mm and a height of 500 mm. Both beds
were made of polymethyl methacrylate. Fig. S1 [30] schematically illustrates the experimental
setups.

Air at ambient conditions was first bubbled through a humidifier to minimize electrostatic
forces built on granular particles and then passed through a wind box and a 3 mm-thick sintered
bronze distributor plate with an average pore size of 15 pum that is fixed between two polymethyl
methacrylate sheets before entering the bed of particles. Even distribution of gas at the bottom was
ensured due to the thickness and pore size of the sintered bronze distributor plate. The gas flow
rate was precisely controlled using a mass flow controller (Alicat, MCP series with a full range of
10, 50, or 250 slpm).

To add vibration, the fluidized bed was placed on top of an electrodynamic shaker
(Labworks Inc., ET-140), which generated a vertical sinusoidal displacement, § = A sin(2mft),
where t is the time, using a controller (Labworks Inc. VL-144), an amplifier (Labworks Inc., PA-
141) and an accelerometer (PCB Piezotronics Inc., J352C33).

A high-speed camera (AOS Technologies, PROMON U750) was used to record the bed
behavior. The light illumination and camera arrangements were different between the pseudo-2D
and 3D fluidized beds. For the pseudo-2D bed, a LED light was placed behind the bed and the
camera was placed in front of the bed, such that particles are displayed in black and gas voids and
bubbles are displayed in white in the recorded images. With such a protocol, we cannot image
patterns with a layer height lower than 25 mm because they are hidden by the upper polymethyl
methacrylate sheet that is used to fix the distributor plate. For the 3D cylindrical bed, three LED



lights were placed around the bed and the camera was placed above the bed, focusing on the bed

surface. For all experiments, images were taken at a frame rate of 100 frames per second.
Spherical particles were used with the density and size specifications given in the figures

and tables as quoted by the manufacturer. Glass beads and ceramic beads were ordered from

Ceroglass Technologies Inc. Silica-alumina beads were ordered from Sigma-Aldrich.
B. Identification of regime map and onset vibration strength

The following procedures were followed to create the regime map for different patterns
and to obtain the onset of vibration strength for pattern formation. At first, a certain amount of
particles was added to the system to reach a target layer height. The layer height was measured
after a fluidization-defluidization process. Then, the gas flow rate was tuned to a value at 1.5 Uny.
Here, U,y is the minimum gas velocity needed to suspend the particles without vibration, due to
drag force on particles overcoming gravity. The U, values of different particles were determined
by slowly decreasing the gas velocity from a bubbling state until no bubbles or particle motion
were observed. Note that U, decreases by adding vibration [31], but for consistency we always
refer to U, without vibration. For the regime map experiments, after a steady state was reached,
vibration with a frequency of 30 Hz was turned on. At this vibration frequency, the vibration
strength was programmed to be log-linearly decreased (the typical speed is to decrease the
vibration strength from 3 to 0.5 in 400 s). During this process, the critical vibration strength for
the transition between two patterns and the lowest vibration strength below which the pattern was
not formed were identified. Subsequently, the vibration frequency was decreased and at a set
vibration frequency, the vibration strength was again decreased to identify the critical vibration
strength. This process was continued until reaching a vibration frequency of 2 Hz. Similarly, the
gas flow rate was decreased until reaching a gas flow rate of 0 and at a set flow rate, the vibration

frequency was decreased in stages from 30 Hz to 2 Hz.
C. Continuum modeling simulations

Two-fluid modeling (TFM) [32] was used to model gas and particles as interpenetrating
continua coupled by a drag law [33], while utilizing complex rheology to model the ensemble of
particles as a continuous fluid. MFiX [34], an open-source software developed by the National
Energy Technology Laboratory was used. Both a pseudo-2D and a 3D fluidized bed were

simulated. Table S1 [30] lists the detailed parameters used in simulations.



The simulated pseudo-2D system had a width of 200 mm, a depth of 2 mm, and a height
of 120 mm. The simulated 3D system had a width and depth of 100 mm and a height of 45 mm.
In both the pseudo-2D and 3D TFM simulations, the modeled gas phase had a viscosity of 1.8 X
107 Pa-s and a density of 1.2 kg/m?, similar to the properties of air at atmospheric pressure. The
modeled particulate phase had a size of 250 pm and density of 2500 kg/m?, similar to the glass
beads used in experiments with a size of 200-300 pm and a density of 2500 kg/m>. Initially, the
solids phase with a volume fraction of 0.55 was loaded into the bed at a layer height of 5, 10, 15,
20, 30, or 60 mm for the pseudo-2D simulations and 6 mm or 10 mm for the 3D simulations. The
grid size was 1 mm (horizontal) by 1 mm (depth) by 1 mm (vertical), equaling 4 particle diameters
in side length. Three scenarios, including combining both gas flow and vibration, vibration only,
and pulsed gas flow only, were modeled. Instead of physically moving the bottom plate, vibration
was modeled by oscillating the gravitational force following g = 4m?f2Asin(2nft) — 9.81. The
vibration or pulsed gas flow frequency was 10 Hz. The vibration amplitude used was 3 mm and
4.5 mm for the scenario with combining both gas flow and vibration and the scenario with vibration
only, respectively, in the 3D simulations. For the pseudo-2D simulations, the vibration amplitude
used was 2 mm for the scenario with combining both gas flow and vibration. The inlet boundary
condition was set to a constant superficial gas velocity with 1.1U,rand 0 for the scenario with
combining both gas flow and vibration and the scenario with vibration only, respectively. For the
scenario of pulsed gas flow only, the inlet boundary condition was set to a velocity oscillating with
time following Francia et al. [26]: U/Unr= 1.0+2.0(1+sin(21r10¢)). The outlet boundary condition
was constant atmospheric pressure. The sides of the system were treated as periodical boundaries.
The interaction of the gas phase and the solids phase was coupled using the Gidaspow drag
law [32]. The kinetic theory of granular flows by Lun et al. [35] was used to close the solids stress
due to kinetic contributions, and a recently developed model by Guo et al. [12] was used to close

the solids stress due to frictional contributions.
ITI. RESULTS
A. Experimental Faraday wave patterns

Both a pseudo-2D and a 3D cylindrical container of granular particles were subjected to
constant upward gas flow while placed on top of an electrodynamic shaker to induce vertical

vibration (Fig. S1 [30]). Wavy patterns persist to tall layer heights in pseudo-2D systems without



notable changes in wavelength and amplitude of the patterns (Fig. 1a, Video S1 [30]). The waves
repeat their dynamics every two vibration cycles (Fig. 1b) and decrease in wavelength and
amplitude with increasing driving frequency (Fig. 1c), indicating that they are analogous to
Faraday waves. As with waves formed in 3D ensembles of grains subject to vibration
alone [20,21], granular particles subject to combined vibration and constant gas flow exhibit
oscillons, squares, stripes, hexagons and flat layers with kinks (Fig. 1d) and this progression of
patterns tends to arise as I' and f are increased. Further, the wavelength of 3D waves decreases

with increasing driving frequency (Fig. le, f), while increasing with increasing layer height (Fig.

1g).

Wavy patterns persist in granular layers up to / ~ 100 mm and ~1250 d,, in pseudo-2D
systems and up to H ~ 130 mm and ~520 d, in 3D systems (Table S2, Video S1, Fig. S2 [30]).
Degradation above this height was due in part to (i) the wavelength of waves reaching the bed
diameter, (i1) the power of the shaker not being able to handle the weight of the particles and (iii)
the emergence of bubbles in system. Since stronger vibration has been shown to suppress
bubbling [10], we expect waves could persist to even higher layer heights if a larger system and a
stronger shaker were used. The persistence of waves is significantly higher in H/d, than the highest
found values in prior work: ~26 X [19] and 16 X [28] than vibration alone in 3D and 2D,
respectively, and 6.5x [25] and 43X [26] pulsed gas flow in 3D and 2D, respectively (Table S2
[30]). Upward gas flow, not just interstitial gas, is critical to waves persisting to higher H/d,
because with vibration only and atmospheric air, 3D experiments did not produce waves at H/d, >

24 (Fig. S3 [30]).
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Fig. 1 Images of Faraday waves in granular particles in a pseudo-2D system (a-c): (a) the effect of
H on waves, (b) the periodic repetition of the waves at f/2, (c) the effect of f on waves. (d) Shows
different waves patterns formed in a 3D system, (e) and (f) show the effect of f on 3D wavelength
with (e) showing the square patterns and (f) showing the stripe patterns, (g) shows 3D waves at
different H. Particles: (a-b) glass beads with d, = 200-300 pm and p, = 2500 kg/m?; (c) silica-
alumina beads with d, = 53-106 pm and p, = 1530 kg/m®; (d-g) ceramic beads with d, = 200-300
pm and p, = 6060 kg/m?.

B. Regime maps and onset of Faraday wave patterns

Without gas flow, Faraday wave patterns only form at I' > 2.5, if at all (Fig. 2). When
constant gas flow is applied, wave patterns form at significantly lower I, less than one in some
cases, and a wide range of patterns are observed, including multiple patterns observed
simultaneously (Fig. 2). While prior studies for vibration alone have collapsed pattern formation
results using I' and f* [21,22], Fig. 2 shows that when constant gas flow is applied, the patterns

formed also depend on H as well as the normalized gas velocity, U/Uys. Similar regime maps to
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those in Fig. 2 were observed when using particles of different size and density, indicating that

different particle properties can be accounted for mostly in their effects on Uy
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Fig. 2 Regime maps of I vs. f* showing different wave patterns formed in a 3D bed for different
H/dy: (a) 8, (b) 24, (c) 40, and (d) 80 as well as different U/U,y (different columns). Particles:
ceramic beads with d, = 200-300 um and p, = 6060 kg/m>.

The decrease in I" needed to induce the onset of wavy patterns with increasing gas velocity
can be observed more directly in Fig. 3a. We introduce a parameter u;,; = (2mAf + U —
Umg)/Ums to create the best collapse of the data for the onset of patterns across a range of gas
velocities, vibration amplitudes and vibration frequencies (Fig. 3b). u;,; was obtained by
combining the peak velocity of the container and excess gas velocity (difference in gas velocity
and U,y), and then normalizing this velocity by U, As such, u;,; combines the effect of gas
velocity to induce particles to form a fluid-like state and the peak container velocity causing

particles to detach from the bottom plate and subsequently collide with the bottom plate, forming
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waves. Other potential dimensionless parameters combining gas flow and vibration from the
perspective of velocity and acceleration were also tested (Fig. S4 [30,36]); however, u;,; proved
most effective at collapsing the data and has a clear physical meaning. Here, gas flow and I' were
decreased to find the onset of waves because such an experimental protocol gave the most
repeatable results. A slight hysteresis of the critical I' for pattern formation exists while increasing
and decreasing either gas flow or vibration (Fig. S5 [30]), and more specifically, a slightly larger

[" is necessary to induce the patterns while increasing gas flow rate or I'.
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Fig. 3 Onset of Faraday waves in a 3D system for different gas velocities based on f* = f{/H/g
and (a) I and (b) uzo = (2wAf + U — Upy) /Uy Particles: ceramic beads with d, = 200-300 um
and p, = 6060 kg/m>. H =2 mm.

C. Change of wavelength vs. layer height and vibration frequency

The wavelength of waves formed was directly proportional to the inverse of the vibration
frequency squared, f ™2, across a range of container, particle, vibration and gas flow conditions
(Fig. 4a), consistent with prior results for Faraday waves in liquids and granular particles [19,23].
Based on the linear regressions through Fig. 4a, an effective minimum wavelength at infinite
driving frequency (A,;n) and the effective gravity (g.rs) can be calculated analogously to the
dispersion relationship for gravity waves in a conventional fluid [19]1 4 = Ain + gesr/f 2 Table

1 shows A, and g.rr values for a variety of conditions. The grf value of ~2.7 m/s? for square
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patterns obtained here is similar to that for squares in grains subject to vibration [19], ~3.1 m/s?.
This difference can be explained by drag force from gas flow suspending the particles in a more
fluid-like state, giving particles more mobility to move farther in each vibration cycle, creating
patterns with longer wavelengths. The larger g7 values for stripes (~7.7 m/s?) and 2D waves
(~5.5 m/s?) is attributed to a lower mobility in the particles, since they only move in one lateral
direction, rather than two in the case of squares. 4,,;,, increases with increasing particle size in 3D
systems at the same H/d,, which has been observed previously and attributed to the effect of
particle size on energy dissipation [19]. In contrast, 4,,;,, does not vary significantly with particle
size in pseudo-2D systems, indicating that wall effects dominate energy dissipation in these

systems.

Table 1. Wave patterns, minimum wavelength, 4., and effective acceleration, g.s, based on

linear regressions in Fig. 4a.

Symbols 2D Particle Particle Layer H/d, Pattern Amin e
in Fig. /3D Density Size Height (mm) (m/s?)
4a (o ke/m’)  (dy, pm) (A, mm)
u 3D 6060 200-300 2 8 Squares 7.97 2.78
o 3D 2500 200-300 2 8 Squares 7.81 2.76
A 3D 2500 90-150 2 17 Squares 6.75 2.81
\4 3D 2500 90-150 1 8 Squares 3.75 2.47
< 3D 6060 200-300 15 60 Stripes 10.4 7.72
- 2D 6060 200-300 30 120 2D Waves 6.92 5.44
B 2D 2500 200-300 30 120 2D Waves 7.35 5.55
n 2D 2500 90-150 30 250 2D Waves 6.64 5.53
7] 2D 2500 200-300 60 240 2D Waves 7.34 5.25
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Fig. 4 (a) Wavelength vs. f~2 and (b) wavelength vs. H for pseudo-2D and 3D systems with
different patterns formed, different layer heights and different particle properties. Lines in (a) show

linear regressions through the data.

The wavelength increases with layer height up to the highest height tested in a 3D system
(H =130 mm, H/d, = 520). We did not test higher heights because, above this height, the wave
patterns became influenced by the side walls. For a pseudo-2D system, the wavelength first
increases with layer height and then levels off at H/d, ~ 80 (Fig. 4b). In contrast, particles subject

to vibration alone have been shown to have wavelength level off with increasing layer height above
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Hyd, ~ 7 [19]. This difference between 3D systems vs. 2D systems can be explained by the added
mobility enabled by the fully 3D motion of particles. We attribute the difference in 3D systems
with vs. without gas flow to the added mobility created by suspending the particles in a fluid-like
state using gas flow. With more particle mobility, as particle layer height is increased, more
particles are available to move quickly laterally each vibration cycle, creating longer wavelengths
of patterns formed. Note that, due to system geometry in experiments, we were not able to optically
visualize pseudo-2D systems with H <25 mm, and thus we have included pseudo-2D simulations

(Fig. S6 [30]) in Fig. 4b to show wavelength trends for smaller layer heights.

D. Mechanisms uncovered by continuum modeling simulations

Prior experimental studies for vibration alone have explained that pattern formation occurs
due to (1) free flying particles above a vibrating plate colliding with the plate and having vertical
momentum differences translate to horizontal motion of particles and (2) particles re-entering free
flight for long enough to translate horizontally for waves to form [19]. Prior work suggested that
patterns could not form in particle layers with heights above ~10 d}, without significantly increasing
[" because (a) the free flight time of particles at the layer surface becomes too small and (b) the
timing of particles colliding with the bottom of the system becomes too spread out to induce
coherent motion of particles in waves [19]. Notably, our experiments show that for combined
constant gas flow and vibration (i) waves persist in layer heights up to ~520 dj (Fig. 1g) and (i1)) I’

needed to produce waves does not change significantly with layer height (Fig. 2).

H=6mm =6 mm H=6mm H=10mm =10 mm
Pulsed Gas Flow Vibration+Gas Flow

Vibration+Gas Flow Vhranon On| Vlbratlon 0nl|

L#JML..&HHLE.J

100 mm

H=10mm
Pulsed Gas Flow

Horizontal
Bottom Slice

Vertical
Slice

Fig. 5 Continuum simulation results of patterns formed in grains with different layer heights (H/d,
= 24 and 40) under constant gas flow conditions (U/U,r= 1.1) with I' = 1.2, no gas flow with [' =
1.8, and pulsed gas flow conditions [26]. Particles: d, = 250 um and p, = 2500 kg/m>.
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To examine the physical origins of the differences between Faraday waves in grains subject
to constant gas flow and vibration versus vibration alone, we utilize TFM computer simulations.
The rheological model recently developed by Guo et al. [12] was used, since it was shown to
capture structured bubble dynamics in vibrated gas-fluidized beds by accounting for transitions
between fluid- and solid-like behavior in granular particles. This rheological model predicted the
Faraday wave patterns formed in grains subject to combined constant gas flow and vibration,
vibration alone, or pulsed gas flow (Fig. 5, Fig. S7 [30]), while other commonly used rheological
models [37,38] could not. Simulations show that at low H, waves form in all the three excitation
techniques, yet cases with vibration alone require a larger I' to produce waves, matching
experimental results (Fig. 2). Further, waves continue to form at higher H for combined vibration
and constant gas flow, yet waves do not form with vibration alone, as seen experimentally in Fig.
S3 [30]. Simulations also show that, when pulsed gas flow is used, bubble formation interferes
with waves forming at the taller layer height. Further, as compared to cases involving vibration,
the minimal solids volume fraction in the horizontal bottom slice is much higher and the solids
volume fraction oscillation is out-of-phase (Fig. S8 [30]), indicating a difference in mechanism

between cases involving pulsed gas flow vs. vibration.

Fig. 6 shows a time series of simulation results spanning between two subsequent moments
of particle impact with the bottom plate (as shown from the solids pressure) to demonstrate why
waves continue to form at tall layer heights when constant gas flow is used, yet waves do not form
without gas flow. In both cases, high solids pressure sets in when the particles are in contact with
the bottom plate, and solids pressure becomes close to zero when particles are in free flight. For
the case with gas flow, particles are moving downward relative to the plate when they collide, but
the particles have little horizontal velocity, and drag force acts upward on particles, dampening
their landing. Collision causes the particles to move upward quickly relative to the plate, and some
vertical momentum change is shifted into horizontal momentum, driving particles to move away
from crests towards troughs in the waves. As such, when particles are in free flight, crests and
troughs invert. For the case with no gas flow, the relative velocity between the particles and plate
as well as the drag force vary with vertical position of particles in the layer, indicating that particles
experience vastly different motion and forces based on their position in this deep layer. As such,
particle collision with the bottom plate does not translate to horizontal momentum across the layer

to induce waves. Therefore, the fluidizing gas flow creates relatively uniform vertical motion and
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forces on particles across the layer such that particles collide nearly simultaneously with the
bottom plate, allowing waves to form. In contrast, a lack of gas flow causes the particles to move
differently at the top and bottom of the layer such that collisions occur at different times in different

positions in the layer.
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Fig. 6 Time series of vertical slice images from continuum simulations for the cases with H/d), =
40 with and without constant gas flow from Fig. 5. Solids volume fraction (¢), solids pressure
(ps), vertical solids velocity relative to plate velocity (vy s — ), horizontal solids velocity (vy )

and normalized difference between drag force and solids weight ((F; — wg) /wg) are shown.
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IV. CONCLUSION

In conclusion, this work demonstrates that combined gas flow and vibration can induce
Faraday wave patterns in granular particles, forming at lower vibration strengths and persisting at
much taller layer heights than if vibration alone is used. The regimes formed depend on vibration
conditions, gas flow conditions and layer height, and a parameter u;,; introduced here captures
both vibration and gas flow effects to collapse data for the onset of waves when plotted against f*.
Continuum simulations utilizing a recently developed rheological model can capture wave patterns
in granular particles. These simulations demonstrate that gas flow increases the uniformity of
forces on particles in tall layers, allowing particles throughout the layer to move in more
coordinated motion to form waves. Overall, the scalability and structured nature of the granular
waves formed here enable potential industrial applications. Further, the bridging of behavior
between Faraday waves in conventional fluids and vibrated grains and the ability to model these
flows computationally using continuum models create pathways to investigate Faraday waves

across a range of complex fluids.
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