THE ASTROPHYSICAL JOURNAL, 894:103 (24pp), 2020 May 10
© 2020. The American Astronomical Society. All rights reserved.

Star Formation Occurs in Dense Gas, but What Does ‘“‘Dense” Mean?

Neal J. Evans, II'*? @, Kee-Tae Kim”>* , Jingwen wu’ , Zhang Chao”, Mark Heyer6, Tie Liun*’ @,

Quang Nguyen-Lu’o ng8 910 " and Jens Kauffrnannll

Korea Astronomy and Space Science Institute 776 Daedeokdae-ro, Yuseong-gu Daejeon, 34055, Republic of Korea
” Humanitas College, Global Campus, Kyung Hee University, Yongin-shi 17104, Republic of Korea
Umverslty of Science and Technology, Korea (UST), 217 Gajeong-ro, Yuseong-gu, Daejeon 34113, Republic of Korea

Department of Astronomy University of Massachusetts Amherst, MA 01003, USA
Shanghal Astronomical Observatory, Chinese Academy of Sciences, 80 Nandan Road, Shanghai, 200030, People’s Republic of China
8 McMaster University, 1 James St N, Hamilton, ON, L8P 1A2, Canada
° Graduate School of Natural Sciences, Nagoya City University, Mizuho-ku, Nagoya, Aichi 467-8601, Japan
1BM Canada, 120 Bloor Street East, Toronto, ON, M4Y 1B7, Canada
Haystack Observatory MIT 99 Milstone Rd., Westford, MA 01886, USA
Received 2020 February 3; revised 2020 March 25; accepted 2020 April 13; published 2020 May 12

11

Abstract

We report results of a project to map HCN and HCO' J = 1 — 0 emission toward a sample of molecular clouds
in the inner Galaxy, all containing dense clumps that are acnvely engaged in star formation. We - compare these two
molecular line tracers with millimeter continuum emission and extinction, as inferred from '*CO, as tracers of
dense gas in molecular clouds. The fraction of the line luminosity from each tracer that comes from the dense gas,
as measured by Ay > 8 mag, varies substantially from cloud to cloud. In all cases, a substantial fraction (in most
cases, the majority) of the total luminosity arises in gas below the Ay > 8 mag threshold and outside the region of
strong millimeter continuum emission. Measurements of L(HCN) toward other galaxies will likely be dominated
by such gas at lower surface densities. Substantial, even dominant, contnbunons to the total line luminosity can
arise in gas with densities typical of the cloud as a whole (n ~ 100 cm ). Defining the dense clump from the HCN
or HCO™ emission itself, similarly to previous studies, leads to a wide range of clump properties, with some being
considerably larger and less dense than in previous studies. HCN and HCO™ have a similar ability to trace dense
gas for the clouds in this sample. For the two clouds with low virial parameters, '*CO is definitely a worse tracer of
the dense gas, but for the other four, it is equally good (or bad) at tracing dense gas.

Unified Astronomy Thesaurus concepts: Interstellar medium (847); Molecular clouds (1072); Star formation (1569)
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1. Introduction

In pioneering work, Gao & Solomon (2004) showed that the
far-infrared luminosities in starburst galaxies follow a very
tight, linear correlation with the luminosities of HCN line
emission. Wu et al. (2005) showed that this relationship
extended to massive, dense clumps in the Milky Way, arguing
that the fundamental unit of massive, clustered star formation is
such a massive, dense clump. Subsequent studies have defined
a “threshold” surface density of Ay > 8mag (about 120
M., pc~?) in nearby clouds (Heiderman et al. 2010; Lada et al.
2010, 2012), above which the vast majority of dense cores and
YSOs are found. Evans et al. (2014) compared various models
of star formation to observations of nearby clouds and found
that the mass of dense gas was the best predictor of the star
formation rate. Most recently, Vutisalchavakul et al. (2016)
showed that a similar result applied to more distant and massive
clouds in the Galactic plane, using millimeter continuum
emission from the BGPS survey (Ginsburg et al. 2013) to
measure the mass of dense gas. Vutisalchavakul et al. (2016)
found a substantial dispersion in the star formation rate per
mass of dense gas (0.50 dex), but the logarithmic averages of
the star formation rate per mass of dense gas were in general
agreement for nearby clouds, inner Galaxy clouds, and
extragalactic clouds. The dispersion among the averages for
these three entities was only 0.19 dex (Figurell of
Vutisalchavakul et al. 2016), considerably lower than that for
total molecular gas probed by CO or '*CO, 0.42 dex (Figure 12

of Vutisalchavakul et al. 2016). The star formation rate per unit
mass of dense gas is thus remarkably constant over a huge
range of scales and conditions. A recent detailed study of HCN
emission toward other galaxies (Jiménez-Donaire et al. 2019)
also found a small dispersion (0.22 dex) in the star formation
rate per mass of dense gas. After accounting for galaxy-to-
galaxy variations, the intra-galaxy dispersion was only
0.12 dex. A smaller dispersion for measurements over an
entire galaxy is expected if the dispersion among the clouds
within a galaxy is due to variations in the evolutionary state of
the molecular cloud (e.g., Kruijssen et al. 2018).

While the tight connection between dense parts of molecular
clouds and star formation is clear, we must better define what
we mean by “dense”. The most direct measure exists for the
nearby clouds, where surface density can be determined by
extinction maps of background stars. For the Galactic plane
clouds, continuum emission by dust or line emission by HCN
was used. For other galaxies, HCN emission has been the only
tracer of dense gas in general use, although HCO™ emission
has also been explored (Barnes et al. 2011; Privon et al. 2015;
Jiménez-Donaire et al. 2019). The extinction maps are strictly
sensitive to surface density, while the dust continuum emission
is also sensitive to temperature, and the molecular line
emission, in addition to surface density and temperature, is
sensitive to volume density and abundances. Temperature and
molecular abundances can depend on the radiation environment
(Pety et al. 2017; Shimajiri et al. 2017). A detailed comparison
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of these various tracers of “dense” gas can clarify the situation.
In this paper, we will compare maps of HCN, HCO™, and *CO
J =1 — 0 emission to the regions selected as dense by
extinction or millimeter-wave continuum emission in a sample
of Galactic plane clouds. We refer to all of the molecular lines
as “line tracers” and the HCN and HCO™ lines as “dense line
tracers” for convenience, while noting that our purpose is to
test the proposition that they trace gas of the density relevant to
star formation.

Specifically, we can learn what fraction of the luminosity
from the line tracers arises from low-level, extended emission
from less dense gas. Stephens et al. (2016) have argued that
most of the Galaxy’s luminosity of HCN arises from
distributed, very sub-thermal, emission rather than from dense
gas. Since observations of other galaxies would integrate large
areas of low-level emission, their HCN luminosity could be
dominated by the same gas that is probed by CO, complicating
the connection found by Wu et al. (2005) between dense
clumps in the Milky Way and other galaxies. Pioneering work
by Helfer & Blitz (1997) showed that HCN emission is very
weak compared to CO (Iycn/Ico = 0.014 + 0.020) averaged
over random observations of the Galactic plane. They further
showed that maps of HCN J =1 — 0in nearby large
molecular clouds were tiny in comparison to the CO maps.
This work argues against the idea of Stephens et al. (2016), but
improved instrumentation now allows for a much stronger test.
Recent work has shown that HCN emission can indeed
arise from more extended regions (Pety et al. 2017; Kauffmann
et al. 2017; Shimajiri et al. 2017), but the focuses of those
studies were all on clouds in the solar neighborhood (out to the
distance of the Orion clouds). A recent study extends these
results to the M17 cloud Nguyen-Luong et al. (2020).

Maps of the full extent of *CO emission in inner Galaxy
clouds allow us to directly test the contribution of more diffuse
molecular gas to the HCN luminosity in a very different
environment. The simultaneous observations of HCO™ provide
a direct comparison of these two tracers. One might predict that
HCO™" J = 1 — 0 traces more widespread gas of lower mean
density than does HCN J = 1 — 0 because the critical density
for HCOT J =1 — 0 at Tx = 20K (ne = 4.5 x 10* cm ™)
is nearly an order of magnitude less than that for
HCN J=1—0 (ngy ~ 3.0 x 10° cm™>; Evans 1999;
Shirley 2015). A comparison of these two tracers in a well-
defined sample with star formation rates will be useful for
evaluating relations seen in extragalactic studies of dense gas.
Studies of HCN and HCO™ have found some evidence of
environmental effects in other galaxies, such as the presence of
an active galactic nucleus (see, e.g., Privon et al. 2015 for a
discussion of this issue). It is important first to understand the
relation between these two tracers in more controlled environ-
ments. We also evaluate whether '>*CO J = 1 — 0 can trace
the relevant gas for star formation; while it has a much lower
critical density (ng ~ 4.8 x 102 cm*3), it is easier to observe.

With spectrally resolved maps, we can also assess the
balance between gravity and turbulence, most simplistically
captured in the virial parameter. One attractive explanation for
the low star formation efficiency in molecular clouds is that
most clouds are not gravitationally bound; only relatively
dense regions within them are bound (Dobbs et al. 2011;
Barnes et al. 2016). While studies differ, even the most
massive clouds defined by CO emission may be unbound
(Nguyen-Luong et al. 2016). By calculating the virial ratio for
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the structures traced by the different species, we may be able
to shed light on this issue.

2. Sample

The target clouds (listed in Table 1) comprise a subset of the
Vutisalchavakul et al. (2016) sample, chosen to sample a range
of conditions and environments, as well as for suitable size
(8-35 pc) and relative lack of confusion. The sample has maps
of CO and "*CO from the Five College Radio Astronomy
Observatory (FCRAO) and millimeter-wave continuum emis-
sion from the Bolocam Galactic Plane Survey (BGPS),
obtained at the Caltech Submillimeter Observatory (CSO;
Aguirre et al. 2011; Ginsburg et al. 2013), and two measures of
the star formation rate, radio continuum, and mid-infrared
emission (Vutisalchavakul et al. 2016). The CO and '*CO data
were, respectively, taken from the UMass-Stony Brook Survey
(Sanders et al. 1986) and the Boston University-FCRAO
Galactic Ring Survey (GRS; Jackson et al. 2006). The FWHM
beam sizes were 45” for CO and 46” for '*CO. The velocity
resolutions were 0.65 km s~ !, smoothed to 1.0 km s, for CO,
and 0.21 kms~! for ">CO. The rms noise (in T) was 0.4 K for
CO and 0.13K for '>CO. The BGPS was obtained with a filter
centered at 271.4 GHz and a bandwidth of 46 GHz (avoiding
the CO J =2 — 1 line) at 33" effective resolution and rms
noise ranging from 11 to 53 mJy beam ™' (Aguirre et al. 2011).
We use version 2.0 of the BGPS catalog, which has an
improved positional accuracy and response to extended
structure (Ginsburg et al. 2013). In particular, 95% of the flux
was recovered for scales between 33” and 80”, and emission
out to 300” was partially recovered.

The typical angular extent of BGPS sources is a few arcmin,
so we selected clouds with '*CO extents of 10/-20’ to fully
sample the “diffuse” gas. The boundaries of the '*CO emission
(column 9 of Table 1) were set in order to separate the cloud
from the background; they were substantial and varied from
cloud to cloud. The procedure was described in Vutisalchava-
kul et al. (2016), but generally, the threshold was the minimum
needed to distinguish the cloud from background/foreground
13CO emission. These thresholds are 5—12 times the rms noise,
so the clouds undoubtedly are larger and more massive, but
uncertainty in the inner Galaxy limits the region that can be
isolated. We favored clouds with at least one BGPS source with
a size of at least 3’ so that we can clearly compare the
morphology of the HCN/HCO" emission and the dust
emission. We also favored clouds with larger and stronger
BGPS sources. We identified six clouds in the sample of
Vutisalchavakul et al. (2016) that meet these criteria. The
sample spans a good range of cloud mass (2.4 x 10 M,
to 3.3 x 10°M.), dense gas mass (700-1.3 x 10* M), and
star formation rate (23-275 M. Myr '). While the clouds
range in distance from us (3.5-10.4kpc), all lie between
5.1 and 6.4 kpc from the Galactic center, in the molecular ring.

The distances used by Vutisalchavakul et al. (2016) were
mostly taken from Anderson et al. (2014), who used a variety
of sources of information on the velocity and methods for
kinematic distance ambiguity resolution (KDAR). We now
have velocities of the dense gas traced best by H'?CO™ or
HCO™ (see later section), and there are newer distance
estimators. We recalculated the distances using the tool
described in Wenger et al. (2018), which provides a distance
probability density function (pdf) and two-sided uncertainties.
While we use the two-sided uncertainties, they are in general
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Table 1
Sample of Clouds

Source d KDAR Size Log Mqjoud Log Mycnse Log SFR1 Map Size 13CO Lim Note

(kpe) (pc) M) M) (Mo Myr™) (] X)
G034.158-+00.147 3.484043 N 22.687389 4754041 4134049 2.44+010 30 x 30 22
G034.997+00.330 10.437938 F 3541413 5527013 4084043 1.8570% 10 x 20 2.6 1
G036.459—-00.183 8.6870:38 F 17.215}43 4967013 3.491013 1365907 14 x 22 22 1
G037.677+00.155 6.60°013 T 2715703 5454013 3.02491¢ 2.091004 10 x 26 1.9
G045.825-00.291 8.31°9% F 25697143 541704 391794 1.8779% 30 x 30 1.6
G046.495-00.241 3715588 N 8.2741% 4.384043 2.85103 1817018 20 x 10 1.6

Note. (1) Mapped in equatorial coordinates.

fairly symmetric. We use the same choice of near, far, or
tangent point distances as Anderson et al. (2014; noted by N, F,
or T in the KDAR column of Table 1). In particular, G037.677
+00.155 was placed at the tangent point because its velocity
was within 10 kms™' of the velocity at the tangent point. We
have scaled the sizes, cloud masses, dense gas masses, and star
formation rates to the new distances and propagated the
uncertainties in the distance to uncertainties in other quantities.
The distance uncertainties typically dominate if they enter the
calculation of a quantity. We use the star formation rates from
the mid-infrared emission. The results are in Table 1. As
discussed in detail in the Appendix, we use the kinematic
distance to G034.158+00.147 rather than the closer distance
from maser parallax. The latter is quite uncertain and would
require an unreasonably large (40 km s ') peculiar motion.

3. Observations

We mapped the six clouds in the HCN (1-0)
(88.631847 GHz; DeLucia & Gordy 1969) and HCO™ (1-0)
(89.188526 GHz; Sastry et al. 1981) lines simultaneously using
the SEQUOIA array with 16 pixels in a4 x 4 array at the 14 m
telescope of the Taeduk Radio Astronomy Observatory
(TRAO; Roh & Jung 1999; Jeong et al. 2019). The
observations were conducted by the on-the-fly (OTF) technique
in the absolute position switching mode with OFF positions
checked to be free from appreciable emission. The mapped
arcas were different for the individual clouds (Table 1).
G034.997400.330 and G036.459—00.183 were mapped in
equatorial coordinates occasionally between 2017 February and
May, while the others were mapped in Galactic coordinates
between 2018 January and April. The backend was a 2G FFT
spectrometer that can accept 32 signal streams at the same time.
Thus, it is possible to observe two transitions simultaneously
between 85 and 100 GHz or 100 and 115 GHz. The backend
bandwidth is 62.5 MHz with 4096 channels, yielding a velocity
resolution of 0.05 km s~ '. The observed line temperature was
calibrated on the T} scale by the standard chopper wheel
method. We checked the telescope pointing and focus every
3 hr by observing strong SiO maser sources at 86 GHz. The
pointing accuracy was better than 10”. The system tempera-
tures depended on the weather conditions and source elevation.
They were usually around 200 K during the observing runs.
The rms noise levels of the observed spectra were typically
about 0.1 K after smoothing to 0.2 km s™' resolution. We
smoothed the data with the boxcar function to a velocity
resolution of about 0.2kms~"' when fitting line profiles, but
some analysis of the data cubes was done with the original
resolution. To assess optical depth effects, we observed the

innermost footprint in the lines of H'>’CN and H'>CO™ with the
same method and rms noise.

The TRAO telescope is the same model as the FCRAO
telescope. The panels were readjusted and the radome was
replaced before our observations were taken. The resulting
instrumental properties are described in Jeong et al. (2019). The
TRAO has a main-beam size of 58” and a main-beam
efficiency of 46% at 89 GHz. The individual SEQUOIA beams
vary in beam size (efficiency) by only a few arcseconds (few
percent). The beams are very circular; variation of efficiency
with elevation is less than 3%.

Many of our sources are quite extended, so the efficiency on
the Moon is more relevant for some. This has not yet been
measured for the TRAOQ, but it should be at least as high as that
of the FCRAO, where nyioon = 0.7. The error beam has not
been measured for the TRAO, but it should be no worse than
that of the FCRAO. There are two error beams for the FCRAO:
one is caused by the radome and the other by small-scale
irregularities on the panels. The radome error beam is spread
over 4° at —30 dB (0.1%), too weak and diffuse to be an issue
here. The panel error beam has a size of 30" at —18 dB (1.6%).
We will assess whether this error beam could affect our results
in Section 5.2.1.

4. Results

The most compact presentation of the results is in
Figures 1-6. In each figure, all panels present the outermost
contour of the velocity integrated intensity of '>*CO emission
with four tracers of dense gas (in color) superimposed: (1) the
Ay > 8 mag mask based on the 13CO column density, (2) the
millimeter-wave continuum emission from BGPS, (3) the HCN
integrated intensity, and (4) the HCO™ integrated intensity.
(The method used to determine the Ay > 8 mask is described
in Section 5.1.) Two panels show in color the column density
determined from Herschel data and the radio continuum
emission.

Inspection reveals a considerable range of behavior.
G034.158+4-00.147 and G034.9974-00.330 show strong emis-
sion from both line tracers and BGPS, and all tracers agree
qualitatively on the location of the dense gas. At the other
extreme, G037.677+400.155 has only very weak emission from
either dense line tracer, both concentrated in the upper right
corner of the '>CO map; G037.677400.155 has weak '*CO
emission and no regions with Ay > 8 mag. G036.459—00.183
and G045.825—00.291 have weak emission from the dense
line tracers that is more extended and poorly correlated with the
BGPS and Ay > 8 mag indicators. G046.495—00.241 has
three, often overlapping, velocity components that complicate
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Figure 1. This figure is for the cloud G034.158-+00.147. Except for the upper left panel, the GRS "*CO contours are shown in black or white, depending on the panel,
along with images of other tracers or masks. The upper left panel shows the mask for column density Ay > 8 mag and the outermost contour of '*CO emission. The
upper right panel shows the BGPS millimeter-wave continuum emission in color with the '*CO contour in white. The center left panel shows the HCN integrated
intensity in color with the '>CO contour in black. The center right panel shows the HCO" integrated intensity in color with the '>CO contour in black. The lower left
panel shows the gas column density determined from Herschel in color with the '*CO contour in white. The lower right panel shows the 1.42 GHz radio continuum

emission in color with the '*CO contour in white. The size of the box in the center panels shows the region mapped in HCN and HCO*. *CO is in units of K km s

—1

(T) scaled 0-50 K km s, The color bars indicate the range and scaling of the other tracers.

analysis, but in general, it shows moderate agreement among
the various tracers of dense gas. More complete results for each
cloud (spectra at peaks, contour diagrams of integrated
intensity, etc.) are provided in the Appendix.

5. Analysis
5.1. Tracer Comparison

We quantify the results from the visual comparison in
Section 4, focusing on the fraction of the luminosity of the line
tracers that comes from regions indicated to be dense, based on
extinction or millimeter-wave continuum emission. This
section is geared toward understanding how the line tracers
will behave when clouds are observed with spatial resolutions
much greater than 1 pc, as in observations of other galaxies.
Thus, we do not separate emission from clumps that differ in
spatial or velocity location. That analysis is presented in
Section 5.2.

First, we describe the method used to make the maps of
column density and the Ay > 8 mag mask. CO (our convention
is that the most common isotope is indicated unless otherwise
specified) and '*CO data were used to define column density
maps for each target. The procedure to convert these data into
3CO column densities for this paper was largely described by
Ripple et al. (2013). In short, we used Equations (1)-(5) of

Ripple et al. (2013) to calculate the column density of '*CO,
assuming low to moderate optical depths of '*CO emission and
optically thick CO emission. Monte Carlo simulations are
computed to derive the excitation temperature and '*CO column
density and corresponding uncertainties generated by the thermal
noise of the data. We then converted to molecular hydrogen by
assuming an isotopic '>C/'*C ratio of 45 (Milam et al. 2005)
and fractional abundance of 6000 for CO, based on a recent
determination of the CO abundance by Lacy et al. (2017). Our
conversion to extinction of Ay = 1.0 x 102N (H,) is also
provided by Lacy et al. (2017). Fractionation could decrease the
ratio of CO to ' CO, which would cause us to overestimate the
column density with our assumed isotopic ratio, but we have no
good method to correct for this, and the effect is not large in
these relatively warm clouds.

The much higher threshold of 1 g cm™? proposed by McKee
& Tan (2003) to avoid fragmentation and favor the formation
of massive stars is not probed by '*CO emission, so we
used the column density determined from Herschel data (Marsh
etal. 2017) and available at the HIGAL site: http://www.astro.
cardiff.ac.uk /research /ViaLactea/. We do not use the Herschel
data for regions of more modest column density because
foreground /background emission strongly contaminates it. It
traces only the highest column density regions accurately in the
inner Galaxy.
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Figure 2. This figure is for the cloud G034.997+00.330. Except for the upper left panel, the GRS '*CO contours are shown in black or white, depending on the panel,
along with images of other tracers or masks. The upper left panel shows the mask for column density Ay > 8 mag and the outermost contour of '*CO emission. The
upper right panel shows the BGPS millimeter-wave continuum emission in color with the '>CO contour in white. The center left panel shows the HCN integrated
intensity in color with the '>*CO contour in black. The center right panel shows the HCO* integrated intensity in color with the '>*CO contour in black. The lower left
panel shows the gas column density determined from Herschel in color with the '*CO contour in white. The lower right panel shows the 1.42 GHz radio continuum

emission in color with the '*CO contour in white. The size of the box in the center panels shows the region mapped in HCN and HCO™*. '3CO is in units of K km s~

1

(Tinp) scaled 0-50 K km s~ '. The color bars indicate the range and scaling of the other tracers.

These maps of column density were used to define the
regions of column density corresponding to various thresholds
used to define “dense” gas. The velocity interval of '*CO
emission was used to limit the range of velocities of plausible
emission from HCO™; the range was extended for HCN to
account for hyperfine splitting. Then, the data cubes for '*CO,
BGPS, and Herschel column densities were convolved,
resampled, and aligned with the TRAO maps. These were
used to measure the luminosity inside and outside the region
defined by the criterion described above. This allowed us to
determine what fraction of the HCN and HCO™ emission arose
from “dense” gas, as defined by that criterion. In this section,
the main-beam efficiency has been used to correct to the scale
of Tiyp. This procedure may overestimate the brightness for very
extended emission.

The luminosity inside and outside regions defining various
indicators of dense gas are discussed in the following sections.
The integration of luminosity is limited to the intersection of
the '*CO-defined cloud and the mapping box from the TRAO
observations for both HCN and HCO™ but not for '*CO. The
equations used to compute the luminosity follow:

Liin = D? [dv [aQuTet, b, v), M

and
Ly.ow = D? f dv f dQu Tx (L. b, v), ®)

where X refers to the tracer, D is the distance in parsecs, and
Qin and Qg are the solid angle of pixels that satisfy (in) or do
not satisfy (out), respectively, one of the given conditions
(column density from '>CO, column density from Herschel
emission, or overlap with the mask of emission from the
BGPS). In practice, a summed spectrum was constructed from
all pixels that satisfied the conditions. The uncertainties were
calculated as follows: the rms noise of the summed spectrum
(rmSgyy) is the quadrature sum of rms noise values of each
pixel that satisfies the threshold condition. The uncertainty in
the luminosity is then

rmsy, = 6V~ Ny IMSgumd Q2D? 3)

where 6v is the channel width, and N, is the number of
channels in the integration range. In most sources, these
uncertainties were quite small compared to the luminosity,
reflecting the fact that they included only the uncertainties in
the summed spectrum. The distance uncertainties (Table 1)
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along with images of other tracers or masks. The upper left panel shows the mask for column density Ay > 8 mag and the outermost contour of '*CO emission. The
upper right panel shows the BGPS millimeter-wave continuum emission in color with the '>CO contour in white. The center left panel shows the HCN integrated
intensity in color with the '*CO contour in black. The center right panel shows the HCO* integrated intensity in color with the '>*CO contour in black. The lower left

panel shows the gas column density determined from Herschel in color with the '*CO contour in white. The lower right panel shows the 1.42 GHz radio continuum
emission in color with the '*CO contour in white. The size of the box in the center panels shows the region mapped in HCN and HCO*. *CO is in units of K km s~

(Tn) scaled 0-50 K km s ™', The color bars indicate the range and scaling of the other tracers.

were added in quadrature for all luminosities but not for ratios
of luminosities, for which the distance cancels out.

5.1.1. Line Tracers versus the Extinction Criterion

How much of the luminosity of the line tracers arises within
regions satisfying the extinction criterion (Ay > 8 mag)? While
our main focus is on HCN and HCO™, we consider 3CO as
well because its emission is stronger and easier to obtain for
other galaxies.

We used the procedure described above to determine the
luminosity of each tracer for regions with column density
above and below that threshold, as measured by the
3CO column density. The values for the fraction of pixels
inside the Ay criterion, the log of the total line luminosity, and
the fraction of the total arising inside the Ay > 8 mag region
(fi = Lin/Lyt) are listed for HCN, HCO*, and CO in
Table 2. Two-sided errors are given for the logarithmic
luminosities, which are dominated by the distance uncertain-
ties. The distance does not enter in the f; values, so the
uncertainties are symmetric, much smaller, and given in

parentheses. The mean, standard deviation, and median are
given for the relevant columns. Since G037.6774-00.155 had
no pixels above the criterion, its value for f; is zero for all three
tracers. The values of f vary widely, with f; between O and
0.54 for HCN, between 0 and 0.56 for HCO™, and between 0
and 0.33 for *CO. HCN and HCO™" give very similar results
for f;. In terms of the total line luminosities, the mean of the
logarithms of Ly, is higher by 0.25 for HCN compared to
HCO™. So, the two dense line tracers provide similar measures
in this sample, but the luminosity of HCN is somewhat higher
than that of HCO™. '>CO provides still higher luminosity but a
worse correlation with the extinction criterion for the first two
clouds and a similar correlation for the others.

Does the fraction of line luminosity arising at high column
density correlate with any observable properties? Figure 7 plots f;
versus total line luminosity; no trend is apparent. Neither is there a
strong trend of increasing f; with SFR (Figure 8). While the
highest values of f; correspond to the cloud with the highest star
formation rate, the other clouds do not support an overall trend.

Finally, we comment on the absence of any gas with
Ay > 8mag in G037.677400.155. It is a large (27 pc) and



THE ASTROPHYSICAL JOURNAL, 894:103 (24pp), 2020 May 10

Av>8
=)
)
c)
% Av<8
>
=
)
©
-
37.8 37.6
Longitude (deg)
1.5
. HCN
o
) 1.0 ~
) ~
O 3
g 0.5 &
)
3
0.0
37.8 37.6
Longitude (deg)
0.3 200
S 0.2
)
2 o1 150
S
E 0.0 .
% _01 Fa
-
-0.2
50

37.8

37.6
Longitude (deg)

z-Wd 4201

Evans et al.

0.3 0.2
0.2
0.1 01 <
(op
0.0 S
3
-0.1
0.0
-0.2
37.8 37.6
Longitude (deg)
0.3 1.5
HCO
0.2
1.0
0.1 - ~
5
0.01 0.5 %
—0.1 -
—0.2 - 0.0
37.8 37.6
Longitude (deg)
0.3 50
0.2
0.1
0.0 30 R
-0.1
-0.2
10

37.8

37.6
Longitude (deg)

Figure 4. This figure is for the cloud G037.677+00.155. Except for the upper left panel, the GRS 13CO contours are shown in black or white, depending on the panel,
along with images of other tracers or masks. The upper left panel shows the mask for column density Ay > 8 mag and the outermost contour of '*CO emission. The
upper right panel shows the BGPS millimeter-wave continuum emission in color with the '>CO contour in white. The center left panel shows the HCN integrated
intensity in color with the '>CO contour in black. The center right panel shows the HCO" integrated intensity in color with the '>CO contour in black. The lower left
panel shows the gas column density determined from Herschel in color with the '*CO contour in white. The lower right panel shows the 1.42 GHz radio continuum
emission in color with the '*CO contour in white. The size of the box in the center panels shows the region mapped in HCN and HCO™. 13CO is in units of K km s~
(Twp) scaled 0-50 K km s~ L. The color bars indicate the range and scaling of the other tracers.

massive (log Mo = 5.45) cloud, with the second highest
SFR in the sample. The absence of regions with Ay > 8 mag
and only weak, fragmented emission in dense gas tracers is thus
surprising, except that the fraction of dense gas indicated by the
BGPS emission (3.7 x 1073) was the lowest in the sample.
This cloud is probably more evolved, with the current episode
of star formation coming to an end.

5.1.2. Line Tracers versus the 1 g cm 2 Criterion

McKee & Tan (2003) proposed the criterion of a surface
density of 1g cm 2 for efficient formation of massive stars.

13CO does not trace such high column densities, so we used the
column density from the Herschel data, as described in
Section 5.1. There is a small region (10 pixels) in G034.158
+00.147 and a single pixel in G034.997+00.330 that meet the
criterion. The fractions of the HCN luminosity in those regions
are 0.034 for G034.158+4-00.147 and 0.006 in GO034.997
+00.330. For HCO™, the equivalent fractions are 0.046 and
0.006; for '*CO, they are 0.019 and 0.0. (For '*CO, no pixels
were inside that region in G034.997+00.330, presumably
because of slightly different sampling.) These numbers are
interestingly small; the criterion was originally formulated in
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the context of the early work on dense clumps identified with
strong localized emission by CS J =7 — 6, (Plume et al.
1997) similar in spirit to the HCN and HCO™ line tracers but
much more biased toward very high densities. The sample of
Plume et al. (1997) was originally based on sources with water
masers. As far as we know, G034.158+00.147 is the only
source in our sample with a water maser. A recent study of the
M17 cloud found that neither HCN nor HCOt J = 1 — 0 was
particularly good at distinguishing regions above this criterion
(Nguyen-Luong et al. 2020). Higher J transitions are needed to
probe such regions (Wu et al. 2010).

5.1.3. Line Tracers versus BGPS Emission

Vutisalchavakul et al. (2016) used the millimeter-wave
continuum emission from the BGPS survey to estimate the
mass of dense gas. To test how well the line tracers correlate
with that criterion for “dense”, we also computed the line
luminosities inside and outside the mask supplied by the BGPS
catalog. In the mask file, each pixel is set to zero if no emission

was detected or to the catalog number of the source if emission
was significant (Ginsburg et al. 2013).

As can be seen from Figure 5, G045.825—00.291 has very
little overlap between the BGPS emission and the HCN/HCO™
emission. Consequently, the values in the table for that source
are effectively upper limits. For the remaining four sources, the
correlation with BGPS is reasonably strong, as captured in f;
for BGPS in Table 3. As for the extinction criterion, the two
dense line tracers agree well, but the luminosity of HCN is
greater by 0.25 in the log on average. The f; values for 3co
are more comparable to the dense line tracers than was the case
for the extinction criterion. This reflects the fact that the BGPS
emission from distant clouds traces a lower average density
than it traces in nearby clouds, so that it begins to trace
structures between the scale of clouds and dense clumps
beyond distances of 5-10kpc (Dunham et al. 2011). Thus,
13CO, HCN, and HCO™ all seem to trace the gas inferred from
the BGPS data similarly. Since Vutisalchavakul et al. (2016)
used BGPS to measure dense gas mass, we would expect their
values of SFR per unit mass to be lower than those for the
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nearby clouds, where the Ay > 8 mag criterion can be used.
Indeed, this was the case.

5.1.4. Conversion of Line Tracer Luminosity to Mass of Dense Gas

We also plot the mass of dense gas determined from BGPS
versus the luminosity of HCN in Figure 9 for both the total line
tracer luminosity and the line tracer luminosity inside the
BGPS mask. Both correlate, but the correlation is better for L;,.
The values of Myense, Lin, and both conversion factors
Qin = Mgense /Lin  and oot = Mgense /Lior  are tabulated in
Table 4 for both HCN and HCO™, along with the means,
standard deviations, and medians.

While the BGPS emission is tracing a somewhat lower-
density material than the Ay > 8 mag criterion for the distant
clouds, it has still been used to trace dense gas, so a
conversion factor between the dense line tracers and the mass
determined from BGPS is of interest. If we restrict the
luminosity of HCN to the region inside the BGPS mask, we
get (log(aiy)) = 1.308 & 254, translating to Mgenee = 2074°
L(HCN). Including the luminosity of the entire cloud, the
result is (log(aue)) = 0.793 £ .315, translating to Mgepse =
6.27$8 L(HCN). The latter value is more appropriate for
extragalactic observations, where the luminosity will arise
from the whole cloud if one wants to estimate the mass of
material with densities similar to that of BGPS sources in the
Galaxy. A conversion factor of 20 (appropriate for the

luminosity inside the BGPS mask) is the same as the average
of 20 £ 5 derived by Wu et al. (2010) while the value of 6.2
is more similar to, but a bit lower than, that used in
extragalactic studies (Gao & Solomon 2004; Liu et al. 2015;
Jiménez-Donaire et al. 2019).

5.1.5. HCO™ versus HCN versus '3CO

The fraction of luminosity coming from the Ay > 8 mag
region is plotted for each of the line tracers in Figure 10. The
first two clouds (G034.158+4-00.147 and G034.997+4-00.330)
clearly differ from the other four. The values for f; are higher,
and those for HCN or HCO™ clearly exceed those for *CO.
For the other four, all of the values are low, and the different
tracers are in rough agreement. In those clouds, the '*CO would
be equally good or bad at tracing the dense gas.

The ratio of total luminosities, L(HCO™) /L(HCN), averaged
in the logs, is 0.56, similar to the 0.7 ratio found in the EMPIRE
study (Jiménez-Donaire et al. 2019) and in the CMZ of the
Galaxy (Jones et al. 2012) as well as the ratio of 0.73 found in
M17 (Nguyen-Luong et al. 2020). However, there are substantial
variations from cloud to cloud. Despite the differences in critical
density, and probably in chemistry as well, the two lines seem to
be tracing a similar material on average in this sample. Both
lines trace about the same concentration of emission, as
measured by f;. For the Ay > 8 mag criterion, the average
ratio (fi (HCO™)/f, (HCN)) = 1.14 £ 0.18. This is not what
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Table 2
Line Luminosities vs. Ay > 8

Source N /Nt Log Lot i Log Liot i Log Liot L

HCN HCN HCO+ HCO* Bco Co
G034.158+00.147 0.163 2.68150:49 0.539 (0.003) 2.547089 0.559 (0.003) 3754089 0.332 (0.000)
G034.997+00.330 0.079 3.3740%3 0.251 (0.002) 3.091993 0.243 (0.002) 4.3470%3 0.125 (0.000)
G036.459—00.183 0.004 2.95+0.9¢ 0.007 (0.000) 2.81°5% 0.010 (0.000) 3.86°003 0.019 (0.000)
G037.677+00.155 0.000 2227002 0.000 (0.000) 202705 0.000 (0.000) 3.59+0%2 0.000 (0.000)
G045.825-00.291 0.054 3135083 0.148 (0.003) 2.561093 0.169 (0.008) 3.887003 0.113 (0.001)
G046.495—-00.241 0.035 236751 0.088 (0.002) 2201013 0.098 (0.002) 3.341044 0.075 (0.000)
Mean 0.056 2.79 0.172 2.54 0.180 3.79 0.111
Std Dev. 0.055 0.41 0.185 0.36 0.190 0.31 0.109
Median 0.045 2.82 0.118 2.55 0.133 3.80 0.094
Note. (1) Units of luminosities are K km s~ pcz.
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simplistic predictions based on critical densities would have
predicted (see Sections 5.2.1 and 6).

5.2. Clump Analysis

In this section, we search for peaks, separating different
velocity components where necessary. This analysis is used to
characterize the spectra and sizes of the peaks identified in the
line tracers. This analysis shows what can be done with a
spatial resolution much less than 1 pc, as is common within the
Galaxy.

Our standard procedure is as follows. We examine the data
to find all velocity intervals with significant emission. Then, we
exclude those regions while removing a second-order baseline,
also using only enough of a velocity range to get a good
baseline on each end (vy) and excluding velocities with
emission (Vyi,). The values of the total velocity range and
excluded windows are shown in Table BI. Then, I, Ty
integrated over a velocity range (v;) is computed for every
mapped position, regardless of whether a line is detected there.
These are plotted in contour diagrams, which are used to define
the peak position, find regions that should be eliminated, and
find the FWHM size. Contour diagrams are made in steps of
20, starting at 20, where ¢ is the rms noise in the integrated
intensity (J), as listed in Table B1. Spectra at the peak position,
or for cases of weak emission, spectra averaged over nearby
positions, were used to determine line properties such as
integrated intensity, velocity, and linewidth (Table 5). This was
often an iterative process in which the line properties were used
to refine the velocity range (v;) for integrated intensities, and
the area outside the 20 emission regions was refined to
determine better noise levels. The values in Table B1 represent
the final values.

5.2.1. What Is the Origin of the Line Tracer Luminosity from Low-
density Regions?

With a clear identification of the center of emission, we can
explore the origin of the luminosity of dense line tracers outside
the region of the dust tracers. G034.997+00.330 provides a
good test case because there is a single, clearly defined peak in
the dense line tracers. In Figure 11, the integrated intensities are
sorted by distance from the peak position, normalized to the
peak, and plotted versus distance; smoothed versions are also
plotted. While both positive and negative values are found at
large separations from the peak, there is a positive bias. In this
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Table 3
Line Luminosities vs. BGPS Emission

Source N/Nio, Log Lio L Log Lo L N /Nt Log Lio L

HCN HCN HCN HCO* HCO+ Bco Bco Bco
G034.158+00.147 0.625 2.6810:89 0.843 (0.006) 2.547089 0.865 (0.006) 0.612 3.757589 0.741 (0.001)
G034.997+00.330 0.267 3.3740% 0.454 (0.004) 3.09+9%3 0.452 (0.004) 0.261 4347593 0.344 (0.000)
G036.459—00.183 0.205 2.951093 0.336 (0.004) 2.8175% 0.401 (0.003) 0.235 3.861003 0.347 (0.000)
G037.677+00.155 0.189 2221003 0.186 (0.008) 2.021582 0.304 (0.010) 0.230 3.5910%2 0.275 (0.001)
G045.825—00.291 0.110 3134093 0.142 (0.004) 2.561093 0.184 (0.010) 0.116 3.884093 0.141 (0.001)
G046.495—-00.241 0.145 2361017 0.240 (0.004) 2207017 0.252 (0.004) 0.128 3.347014 0.197 (0.000)
Mean 0.257 2.79 0.367 2.54 0.410 0.264 3.79 0.341
Std Dev. 0.172 0.41 0.236 0.36 0.222 0.165 0.31 0.194
Median 0.197 2.82 0.288 2.55 0.353 0.233 3.80 0.309

Note. (1) Units of luminosities are K km s~ pcz.

source, roughly 72% of the dense line tracers’ luminosity
arising outside the Ay > 8 mag mask does not arise in
secondary weak emission peaks but in very widespread
emission that is mostly below the detection threshold in
individual spectra (T ~ 0.3 K for a 30 detection).

Could the error beam discussed above create the illusion of
low-level, widespread emission? Smoothly extended emission
at a level of 1.6% or less relative to the peaked emission could
be caused by the error beam. We estimate the observed ratio by
using the data inside and outside the Ay = 8 mag contours
from Table 2 and the following argument. The surface
brightness, B o< L/(NY), where N is the number of pixels,

11

and 2 is the pixel solid angle. Then,

R = B(out) /B(in) = L(out) /L(in) x N (in) /N (out)

= f,' x N(in)/N (out). )
Approximating N (out) by N (tot), since N (out) > N (in), we
use the values in Table 2 to estimate R. The values range from
0.29 to 0.40, much larger than the 0.016 that the error beam
could contribute.

The calculation above assumes that the emission is smoothly
distributed inside and outside the Ay = 8 mag contours. For
some sources, the emission is more sharply peaked, so we also
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Table 4
Myense Vs. Luminosities
Source Log Myense Log Li, Log cin Log auor Log Lin Log ai Log cvor
M, HCN HCN HCN HCO* HCO+ HCO*
G034.158+00.147 4137089 2617549 1.5273% 1.4579% 2.48+0:49 1.66°5%3 1.5975%
G034.997+00.330 4084943 3.0349%3 1054943 0717333 2.74+0%3 134798 0.99913
G036.459—00.183 34995 248799 1015943 0.54+0:14 2415093 1087534 0.68913
G037.677400.155 3.02591¢ 1.49+:92 1.5391¢ 0.80+0:4¢ 1511003 151918 0.99+51¢
G045.825—-00.291 391795 2284993 1.637043 0.78+014 1.8275% 2.09313 1355013
G046.495—00.241 2.857913 1744014 1115903 0.49*953 1601014 1254083 0.651083
Mean 3.579 2.271 1.308 0.793 2.094 1.486 1.044
Std. Dev. 0.505 0.521 0.254 0.315 0.471 0.326 0.339
Median 3.701 2.381 1314 0.743 2.118 1.423 0.992

Note. (1) Units of luminosities are K km s! pcz.

divide the average emission in the region outside the Ay = 8 5.2.2. Properties of the Dense Clumps Identified by the Line Tracers
mag contours by the peak emission (Table 5). These ratios
range from 5% to 14%, with the exception of G034.158
+00.147, for which the ratio is 0.7%. For all but G034.158
+00.147, the ratio is greater than could be explained by an
error beam. The value for G034.158+00.147 is considerably
less than the predicted contribution from the error beam, a fact

In this section, we derive the properties of the dense clumps,
as separated in position and velocity in order to compare them
to the properties of the dense clumps studied by Wu et al.
(2010). This analysis addresses the question of whether we are
comparing apples to oranges. For this purpose, we follow the
procedure in Wu et al. (2010). This procedure requires the

that could be explained if the TRAO error beam ils3 actually integrated line intensity (/) and linewidth (Av) at the peak
lower than that of the FCRAO or by the fact that the "“CO map position, the FWHM angular size of the emission, and the
did not cover the full error beam. To summarize, the extended distance.

emission from G034.158400.147 could arise from the error We use the spectrum of the line at the peak’ or in the case of
beam, but none of the other clouds’ extended emission could so weak lines that are fairly uniformly distributed, an average over
arise. Having ruled out error beam contributions, we can use spectra surrounding the peak, to obtain the intensity and
the spectra averaged over the whole region outside the linewidth. We use the linewidth from HCO™ or H'*CO™ also
Ay > 8 mag region to determine the properties of the extended for the HCN analysis to avoid issues caused by hyperfine
emission. For all but G034.997+00.330, the characteristic T, structure of HCN. When the lines of the H'>*CO™ were strong
ranges from 0.01 to 0.03 K. If this emission is truly distributed, enough, we used them to get the linewidth, following Wu et al.

we can use RADEX (van der Tak et al. 2007) to determine the (2010). This was possible only for G034.158+4-00.147 and
density of colliders needed to produce such weak lines. The G034.997+00.330.

results are shown in Figure 12. The dependence of Tp, on We find the angular size of the source at the FWHM of the
density is linearly dependent on the density of colliders in this integrated intensity map. The FWHM source size is determined
optically thin, low-density regime because every collisional by plotting the 50% contour and determining the geometric
excitation leads to emission of a photon (Liszt & Pety 2016). mean of the two dimensions. This involves some judgment for

Because the observations of HCO* and HCN show nearly weakly peaked regions, and some “peninsulas” were ignored.

equal line strengths, we adjusted the abundance to produce that The uncertainties in the angular size were assessed by repeating
result. For HCO™, we used N (HCOt) = 1 x 1013 em 2. and the procedure for the 40% and 60% contours; as a result, we

for HCN, N(HCN) =2 x 104 c¢m™2 For total column included an uncer[ai.nty of 20” for the angular size in the next
steps. The source sizes were generally much larger than the
beam size, indicating that beam dilution was a minor effect.
The most compact source, G034.158+00.147, had a source
size of 87”, much larger than the beam size. While there is
undoubtedly structure smaller than our beam, it would have a
small effect on the following analysis, which is intended to
compare our results to those of Wu et al. (2010), who used the
FCRAO for J = 1 — 0 observations, hence, the same beam
size on comparably distant sources. The method for deriving

density, N =1 x 102! cm 2, corresponding to about
Ay = 1mag, these would correspond to X = 1 x 1078 for
HCO™, and X =2 x 1077 for HCN. Higher total column
densities would allow for lower abundances. Such abundances
are not unreasonable for extinctions of a few, as indicated by
Figure 8 of Goldsmith & Kauffmann (2017). For both, we
assumed Tx = 20 K and a linewidth of 1 kms™!. These results
illustrate that the low-level, very extended emission that can

dominate the total luminosity can arise in gas with densities as source sizes was chosen to be similar to that used by Wu et al.
-3 e .

low as 50-100 cm™°. These densities are similar to the average (2010). While crude and somewhat subjective, it provided the
densities (7) of the entire cloud, determined by dividing most sensible results.

the mass by the volume; for the clouds in this sample, th‘i;» This angular size of the source, corrected for beam size,
mean value of this average density, (7) = 96 £ 64 cm ~ determines the properties of the dense gas, as defined by the
(Vutisalchavakul et al. 2016). This is a clear demonstration that line tracers themselves. We use Equation (1) in Wu et al.
common statements about dense gas tracers are too naive, as (2010) to determine the line luminosity (Lgense). The fraction of
discussed further in Section 6. line tracer luminosity inside the region defined by the FWHM

12
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Table 5
Line Fits
Source Line Intensity v Av Rms (1) Note
(K km s™ 1 (kms™") (kms™ ") (K kms™)

G034.158+-00.147 HCO™* 10.60 56.42 (0.02) 3.06 (0.05) 0.48

G034.158+4-00.147 HCN 9.84 56.60 (0.03) 2.68 (0.05) 0.48

G034.158+-00.147 H*co* 3.61 57.91 (0.09) 4.72 (0.22) 0.28

G034.158+-00.147 H"*CN 6.99 57.80 (0.11) 4.74 (0.25) 0.53

G034.997+400.330 HCO™* 3.82 53.90 (0.03) 3.34 (0.09) 0.23

G034.997+400.330 HCN 7.19 54.50 (0.02) 3.02 (0.05) 0.30

G034.997+400.330 H*co* 0.42 53.27 (0.14) 2.20 (0.35) 0.17

G034.997+400.330 H"*CN 1.04 53.60 (0.17) 2.95 (0.39) 0.34

G036.459—00.183 HCO™* 1.67 77.91 (0.06) 2.56 (0.15) 0.33

G036.459—00.183 HCN 1.72 78.50 (0.11) 2.94 (0.25) 0.33

G037.677400.155 HCO™" 1.15 82.95 (0.07) 2.52 (0.10) 0.15

G037.677+00.155 HCN 0.48 82.90 (0.21) 3.93 (0.56) 0.25

G045.825—-00.291 HCO* 1.31 50.45 (0.22) 5.35 (0.56) 0.35

G045.825—-00.291 HCN 2.23 50.18 (0.41) 11.1 (0.98) 0.51

G046.495—-00.241 HCO™ 1.20 51.35 (0.08) 2.23 (0.20) 0.11 vl
G046.495—-00.241 HCN 0.96 51.20 (0.14) 2.75 (0.40) 0.15 vl
G046.495—00.241 HCO™* 0.55 54.48 (0.14) 1.93 (0.34) 0.10 v2
G046.495—-00.241 HCN 0.65 54.40 (0.16) 2.27 (0.57) 0.08 v2
G046.495—-00.241 HCO* 1.05 58.54 (0.15) 3.05 (0.45) 0.16 v3
G046.495—-00.241 HCN 1.61 58.80 (0.19) 2.21 (0.36) 0.16 v3, hfs

Note. (1) vl mean velocity component 1. (2) hfs mean fit to hyperfine components.
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Figure 10. The fraction of luminosity (f;) within the Ay > 8 mag region is
plotted for each tracer vs. cloud number, in the order they appear in all of the
tables. Different symbols and colors are used to separate the different tracers.

of the tracer, extended to a full Gaussian, was determined by
dividing Lgense by the total luminosity in Table 3.

We use Equation (3) of Wu et al. (2010) to compute the
dense gas mass from the virial theorem (Myy). From My, the
surface density (Xgense) and volume-averaged density (77) of the
gas in the region defined by the line tracer are computed, using
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Equations (5) and (6) from Wu et al. (2010). The clump
properties determined from HCN are shown in Table 6, while
those determined from HCO™ are shown in Table 7. The values
in the tables have too many significant digits, but the errors
given in the tables clarify how many are truly significant.

The distance uncertainties from Table 1 are propagated to
other quantities. The virial mass is determined from the
distance and linewidth; for the linewidth, the value and
uncertainty from the line fits are propagated. These uncertain-
ties also enter the uncertainties for the surface density () and
average density (7) of the clump. Even with possible under-
estimates for the uncertainties in angular size, the propagated
uncertainty in the clump properties is substantial, especially for
i, which depends strongly on the size. Distance uncertainties
were not included in ratios where the distance cancels out, such
as Mdense/Ldense-

The means, standard deviations, and medians are given at the
bottom of each table. The properties vary widely from cloud to
cloud, as indicated by the very substantial standard deviations
(larger or comparable to the mean values). In particular,
G036.459—00.183 has a very large value of rgepse for HCO™,
reflecting the very diffuse emission in that tracer; the nominal
fraction of the luminosity inside the Gaussian is greater than
unity, while the surface and volume densities are very low.
Clearly, HCO™ is not tracing dense gas in this source; HCN
indicates a smaller size and lower f;, leading to larger surface
and volume densities but is still more characteristic of clouds
than of clumps.

For comparison, Wu et al. (2010) found a median 7gepse of 0.71,
a median Mye,e of 2.7 X 10° M., and the median 7 of
1.6 x 10*cm ™. The regions probed by the half-power size of
line tracer emission in the current sample are larger in size but
similar in mass and, therefore, lower in both surface density and
mean density. The sample of Wu et al. (2010) was derived
from studies originally selected by the presence of water masers
and, subsequently, strong emission from CS J =7 — 6, so
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Figure 11. The integrated intensity of the HCO* and HCN lines as a function of distance from the peak position of each for G034.997+00.330. The red vertical line
shows the FWHM size that defines the dense core. The red horizontal line is drawn at three times the rms noise in the normalized intensity. The panel on the right
shows the HCO™ and '*CO lines together, after Hanning smoothing by 30 points.
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Figure 12. The main-beam temperature is plotted vs. the density of colliding
particles, with HCO™ in red and HCN in blue. Typical observations in the
regions outside the Ay > 8 mag regions are shown as horizontal lines.

they probably represented particularly dense regions (Plume
et al. 1997).

Comparing HCO"™ and HCN, the clump properties are
broadly similar. Using the full width of the half-power size to
define the dense clump produces similar results for the two
tracers in the median, though differences can be seen in
individual sources (e.g., G036.459—00.183). While chemical
differences caused by factors like proximity to ionizing sources
may well introduce differences between these two tracers in
other sources, the two tracers produce similar results in this
sample of Galactic sources.
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5.2.3. Virial Parameters

Whether or not a particular region is primed to form stars
depends most simply on the relative importance of turbulence
versus gravity. This competition is crudely captured by the
virial parameter. However, measuring the virial parameter is
difficult, especially for substructures within clouds, for which
boundaries are somewhat arbitrary and the contribution of the
surrounding material is ignored (Mao et al. 2019). It is,
however, something observers can estimate.

Table 8 presents the virial parameters, calculated from
gy = Myy /Mgense- For G046.495—00.241, the values of My,
for the three separate velocity components have been added
together for comparison to Mgense, Which includes all of the
BGPS sources. For some clouds, the BGPS and dense line
tracer maps agree well, but for others, the agreement is poor
(see Figures 1-6). The calculation of ay, for the latter group of
clouds is, at best, a crude indicator.

The first two sources have small values for cyg,. The other
four sources have agy, > 1, consistent within uncertainties with
unbound structures and certainly less dominated by gravity.
The spread in ag, in this sample is consistent with the range of
values found for BGPS sources in general by Svoboda et al.
(2016), with the first two sources lying near the lowest 10%
point of the distribution (Table 7 of Svoboda et al. 2016), but
our median values are higher than those for the full BGPS
sample.

6. Discussion
6.1. The Concept of a Dense Gas Tracer

The idea that certain molecules are tracers of dense gas has
its origin in the early days of molecular line astronomy. At that
time, sensitivities were poor, maps were small, and thus, the
maps of dense gas line tracers were much smaller than those of
CO and "*CO. Studies of multiple transitions of molecules like
CS and H,CO provided evidence for gas with densities of
about n ~ 105cm™> (Snell et al. 1984; Mundy et al.
1986, 1987). These studies and many others led to the naive
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Table 6
Clump Properties for HCN
Source Tdense Ldense fL Mdv DY n Note
(pc) (K kms™" pc?) M.) (M, pe™?) (cm™?)
G034.1584-00.147 0.86+3'1 94,1132 0.20+397 28451338 1237433 1853877183
G034.997+00.330 2011937 438.97165:3 0217998 14544333 11478 728433
G036.459—00.183 3.615030 246.417}3 0.2810.08 3535139 86714 306473
G037.677+00.155 1747934 18.4778 0.1175% 16527254 173438 1274738
G045.825-00.291 2497032 166.01352 0.1279% 10631+38% 5474134 2816792
G046.495—-00.241 1.1279% 14.4%87 0.06t38} 8301233 2117% 242151348 vl
G046.495-00.241 1.0275933 8.3737 0.0473%2 565123 174773 219911287 v2
G046.495—-00.241 14549 gg 37.971%4 017597 20207732 3044130 267811357 v3
Mean 1.79 128.1 0.147 2942 356 3870
Std. Dev. 0.86 141.7 0.075 3048 360 5611
Median 1.60 66.0 0.144 1836 193 2310
Note. v1, v2, etc. indicate the velocity component when separated.
Table 7
Clump Properties for HCO™
Source Fdense Ldens? fL Mdv by n Note
(pc) (K kms ' pc) (Mo) (Me pe?) (em™)
G034.1584-00.147 0.557013 56.21303 0.1675% 18194457 19361348 45358733433
G034.997+00.330 1.82793¢ 205.7759 0.17397 1316755¢ 1264 889+43¢
G036.459—00.183 6.32193¢ 681.671037 1.06793¢ 6184753 4977 100731
G037.677+00.155 2,520 33 81.74181 o.66t8_}; 23894353 120713 6097124
G045.825-00.291 321503 150.7+3}3 0.42+514 1372273343 424+, 169013%
G046.495—00.241 0.617517 77443 0.050%3 4561131 385+127 804514794 vl
G046.495—00.241 115503 8.67%4 0.0575%3 63835 154+8 17227358 v2
G046.495—-00.241 0.76313 8.87%7 0.06°9%3 1058744 5801333 97627310 v3
Mean 2.12 150.1 0.328 3448 472 8522
Std. Dev. 1.82 211.9 0.341 4241 580 14333
Median 1.48 69.0 0.167 1568 270 1706
Note. v1, v2, etc. indicate the velocity component when separated.
Table 8 which the Rayleigh—Jeans limit is appropriate. In that limit, the
Virial Parameters excitation temperature of a line increases from the background
Source e (HCN) g (HCO ) Note temperature of about 2.73 K up the kinetic temperature over a
* — * — wide range of densities (two to three orders of magnitude). By
G034.158+00.147 0'211?)5%2 013;3?82 balancing spontaneous radiative decay and collisional de-
G034.997+00.330 0-12;8323 0-“18532 excitation, a “critical” density can be defined. As discussed in
G036.459-00.183 ”31334;73 2'011({%% detail by Evans (1989), the critical density in the R-J limit lies
G037.677+00.155 162%'( 2-291(1)17)71 near the low-density limit of the wide range described above,
(G045.825-00.291 L. 353(;4 L. 72+<])Zg just as the excitation temperature begins to rise above the
G046.495-00.241 4797311 31005 1 background, but the critical density instead lies near the high-
Mean 154 156 density end of the range, near thermalization, for millimeter-
Std. Dev. 1.56 .10 wave lines, where the R-J approximation is not valid.
Median 1.24 1.86 Consequently, for millimeter-wave lines, almost all emission

Note. (1) Combination of the three velocity components.

idea that a single line of these molecules indicated the presence
of gas of a certain density, often described as the critical

density.

The idea of a critical density arose among radio astronomers
when most observations were at centimeter wavelengths, for
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arises from gas well below the critical density, commonly
called sub-thermal emission. Thus, even for the simplified two-
level molecule, the idea that a particular line arises in gas above
the critical density of that line is incorrect.

Once one drops the two-level approximation, considers
collisions to higher levels, and includes trapping, lines can be
appreciably excited at even lower densities. To make this point,
Evans (1999) introduced the concept of the effective density: the
density needed to produce a line of T, = 1 K. Shirley (2015)
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explored these issues in greater detail and computed effective
densities (now for the integrated intensity of 1K kms™ ") for
many transitions, confirming that many are orders of magnitude
less than the corresponding critical densities. The largest
discrepancies between effective and critical densities occur for
the resonance transitions, J = 1 — 0, which are the ones used
in extragalactic studies and in this paper. For example, the
effective density for J =1 — 0is 9.5 x 10°cm > versus a
critical density of 6.8 X 10* cm > for HCO* ; the values are
8.4 x 10*cm  versus 4.7 x 10° cm > for HCN.

To properly interpret maps of very large regions of clouds in
our Galaxy and observations of other galaxies, it is important to
ask, what is the effective density that can produce the distributed
emission that we see, which is at a level much lower than the
1 K km s~ criterion used by Shirley (2015)? As shown in
Figure 12, for the / = 1 — 0 lines of HCN and HCO™, the
entire molecular cloud, at densities of 50-100 cm > and column
densities corresponding to Ay ~ 1, can produce the weak
emission that we observe. We have considered only collisions
with H, and He. Electron collisions may be important for low
extinction regions of the cloud, further increasing the emission
at low neutral densities (Goldsmith & Kauffmann 2017). Weak
emission (T = 0.02-0.1K) in the HCO* J = 1 — 0 line from
diffuse clouds (n ~ 100 cm™>) was observed some time ago
(Liszt & Lucas 1994). In most cases, the area of this weak
emission is large enough that its weak emission dominates the
regions of truly dense gas in determining the total luminosity of
the line tracer.

We must now ask if there is any remaining validity to using
dense gas tracers. The answer depends on the use we make of
them. We cannot say that they “probe only the dense gas”, but
their emission does concentrate into the dense regions better
than CO or *CO (see Figure 11). Also, lines like HCO*
J=1—0, used in combination with other lines, like
isotopologues of CO, can reveal different regimes of density
(Bron et al. 2018). Star formation rates are predicted more
consistently from nearby clouds to distant galaxies using
the still loosely defined dense gas than from using CO
(Vutisalchavakul et al. 2016). Lines from higher J levels will be
more strongly biased toward denser gas, but they are harder
to observe.

6.2. Comparison to Other Work

As the J = 1 — 0 transition of HCN became more accepted
as a probe of dense gas in the extragalactic community, a
number of studies began to examine the origin of HCN (and
other putative tracers of dense gas) in molecular clouds in the
Galaxy. We compare our results to those of other studies in this
section.

Pety et al. (2017) mapped a number of molecular lines in
Orion B. They found small fractions of the luminosity of HCN
(18%) and HCO* (16%) coming from regions with
Ay > 15 mag. They stated that, “the common assumption that
lines of large critical densities (=10° cm ) can only be excited
by gas of similar density is clearly incorrect.” Instead, they
conclude that HCN and HCO™ mostly trace densities from 500
to 1500 cm . They note that the tracer that is most strongly
concentrated in the densest gas is NoH™, because of chemistry.

Kauffmann et al. (2017) mapped HCN J = 1 — 0 toward
Orion A. They found that it mainly traced gas with
Ay ~ 6mag or n ~ 870 cm . They agreed that N,H" was
the best tracer of truly dense gas. They also limited the
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conversion factor, Mgyepse < 20L(HCN), the same as our
average value.

Shimajiri et al. (2017) mapped the J = 1 — O transitions of
HCN, HCO™, and their rarer isotoplogues in the nearby clouds,
Aquila, Ophiuchus, and Orion B. They found that the HCN and
HCO™" lines traced the gas down to Ay =2 or n= 1 X
103 cm 3. They found that the conversion factors (o) are
anticorrelated with the local FUV field strength. Nguyen-
Luong et al. (2020) studied HCN and HCO* J =
1 — 0 toward the M17 cloud. They found that both lines
traced equally well regions with column density above
3x 10?2 cm™ 2, but a significant fraction of the total emission
from the cloud came from regions below that column density,
with substantial differences in regions of the cloud with
different star formation histories. A. Barnes (2020, in
preparation) studied the emission from a number of lines
toward a distant (d = 11.11 kpc), massive (10°~10° M..) cloud,
with similar results. While HCN J =1 — 0 emission is
strongly enhanced in warm gas at high column densities, a
substantial fraction arises in lower column density gas.

Our results are broadly consistent with these works and
extend their conclusions into the inner Galaxy. By considering
the far outer regions of clouds without detections at individual
positions, we show that even lower intensity levels may
dominate the total luminosity of a cloud in these lines. Simple
calculations reveal that even at densities of about 100 cm73,
emission, albeit at very low intensities, can rival or even
dominate the more intense emission from the truly dense
regions in determining the total luminosity of dense line tracers.

7. Conclusions
The main conclusions can be summarized as follows.

1. The correlation between different tracers of dense gas
(extinction, millimeter-wave continuum emission, HCN,
HCO™) varies from cloud to cloud.

2. Broadly, the clouds divide into two groups: one for which
the dense line tracers are strong and concentrated, and the
other for which they are weak and distributed.

3. In clouds where the dense line tracers are sharply peaked,
all of the tracers show a general agreement and are more
concentrated than the '*CO emission.

4. In clouds with only weak, distributed emission from
dense line tracers, the agreement is poor, and 13CO traces
similar material.

5. Even when the agreement is good, a substantial fraction
of the line luminosity arises outside the dust-based
measures of dense gas.

6. The agreement of dense line tracers with millimeter-wave
continuum emission is better than the agreement for
Ay > 8 mag. At the distances of some of these clouds,
the millimeter-wave continuum emission from BGPS is
typically tracing lower-density gas.

7. Measurements of L(HCN) toward other galaxies will
likely include a large fraction of emission from relatively
low-density gas, unless the other galaxy is a starburst
galaxy. This variation may be responsible for some of the
observed scatter between galaxies in the study of
Jiménez-Donaire et al. (2019).

8. The conversion from luminosity to mass of dense gas, as
measured by extinction or millimeter-wave continuum
emission, is quite variable. For the dense regions, the
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conversion factor is about 20, while it is closer to 6 if the

line luminosity of the whole cloud is included.
9. For this sample, HCN and HCO™ seem to probe about the
same material. They are equally good (or bad) tracers.
The regions probed in this paper in HCN and HCO™ in
two clouds in the sample are similar to those originally
studied by Wu et al. (2010) but are somewhat larger and
less dense. The regions probed in the other clouds are
substantially more diffuse and less clearly bound.
The distributed emission of HCN and HCO™ can arise
from regions of very low density, n = 50-100 cm .
Because of the large area of most clouds at such low
densities, these less dense regions can dominate the total
luminosity of line tracers.

10.
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Appendix

In each section, we discuss the details for each cloud. The
data reduction details are contained in Table B1.

Appendix A
G034.158+-00.147

Our map was centered, not on the source name position, but
on [ = 34.250, b = 0.150, near the H II region, G34.26+0.15.
This cloud has been studied extensively under other names.
The clumps to the “northeast” in our maps are associated with
the IRDC 34.43+0.24, in which Rathborne et al. (2006)
identified 9 mm continuum sources. These are blended into two
clumps in the HCN/HCO* maps. G34.26—0.15 is a well-
known star-forming region with a water maser (Hofner &
Churchwell 1996) and a methanol maser (Breen et al. 2015;
Kim et al. 2019).

The near kinematic distance is 3.7 kpc (Anderson et al.
2014). A VERA parallax measurement (Kurayama et al. 2011)
of a water maser found by Wang et al. (2006) gives the distance
as 1.56°013 kpc, but Kurayama et al. (2011) note that the cloud
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Figure A1. The spectra of HCOt, HCN, H'*CO™, and H">CN toward the peak
of G034.158+-00.147. In each plot, the red line shows the zero level. For the
rare isotopologues, the green line shows the fit to the line.

would then have a peculiar velocity of about 40 kms™'.

Because this seems unlikely, we follow other recent work in
using the kinematic distance. IRDC G034.43+00.24 has a
polarization map (Soam et al. 2019).

The BGPS millimeter continuum emission is shown in
Figure 1. The maps of integrated intensity peak about 25” east
(higher /) of the reference position, essentially on top of the HII
region. Both HCN and HCO™ show self-absorption and even
absorption below zero around 60 km sfl, while the H'3CO™
spectrum shows a clear peak at somewhat higher velocities than
those of the main lines (Figure Al). The isotopologues peak
slightly north of the main lines. The HCN line is particularly
badly affected by absorption. We attribute this effect to the
actual absorption of the continuum from the H II region, which
has been subtracted out by baseline process. Similar continuum
absorption has been seen in HCOt J =1 — 0 and HCN
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Figure A2. The integrated intensities of the HCO' (top panel) and HCN
(bottom panel) lines in G034.158+4-00.147. The integration is over the range of
52-70kms™" for HCO* and 40-80 km s~ for HCN.

J =3 — 2 by Liu et al. (2013), who interpret the line profiles
as a signature of infall at about 3 kms™'. Mookerjea et al.
(2007) measured a continuum of 6.7 Jy at 2.8 mm in a source
size of 1”6 by 1”4. This would produce a continuum
temperature in our 58” beam of 3.5(2.8/3.4)* K, where a is
the spectral index between the two wavelengths. Because both
free—free and dust continuum emission are contributing in this
spectral region, the value of a is uncertain, but the wavelengths
are close enough that it makes little difference. There is clearly
sufficient continuum emission to explain the absorption that we
observe. For extragalactic observations, these issues would not
be recognized. The contour diagrams for the main isotopolo-
gues are shown in Figure A2, and those for the rarer
isotopologues are shown in Figure A3.

To determine core properties, we used the peak integrated
intensity from the fit to the emission and linewidths from fits to
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Figure A3. The integrated intensities of the H'*CO™ (top panel) and H"*CN
(bottom panel) lines in G034.158+-00.147. The integration is over the range of
52-70 kms™" for H'*CO™ and 40-80 km s~ for H’CN.

the isotopic lines. For the HCN line properties (Table 5), we
used the area within the window of 43-70 km sfl, because the
hyperfine components, the velocity structure, and the absorp-
tion made fits impossible. The H'>CN line for peak 1 was fitted
with hyperfine components.

Appendix B
G034.997+00.330

This cloud was mapped in equatorial coordinates with
center position g = 18"54m01583, §r000 = 01°591870.
The BGPS millimeter continuum emission is shown in
Figure 2. The spectra at the peaks indicated in Table B1 are
shown in Figure B1. There is a single velocity component at
about 57 kms~'. The HCN line is well fitted with hyperfine
components. The H'?CO™ and H'?CN lines are about 10% of
the main lines, indicating only a modest optical depth.
Nonetheless, we use the H'?CO™ line averaged over its
detected region for the linewidth in computing virial mass, etc.

The contour diagrams of the integrated intensity are shown
in Figure B2. The BGPS, HCN, and HCO™" emission regions
correspond well. However, there is significant emission at large
distances from the peak of the emission. The plots of the
integrated intensity of HCO"™ and HCN versus distance from
the peak are shown in Figure 11. The right-most panel shows
the smoothed HCO* along with that from '*CO.
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Table B1
Reduction Details
Source Line Vsp Vwin v Peak Offset Range Notes
(kms™") (kms ") (kms™") (arcsec) (arcsec)
G034.158+00.147 HCO* 20, 100 52,70 52,70 27, 10 —200, 160; —220, 140
G034.1584-00.147 HCN 20, 100 40, 80 40, 80 20, 4 —300, 280; —280, 240
G034.158+00.147 H"*CO™ 20, 100 52,70 52,70 31,29 —80, 120; —80, 140
G034.1584-00.147 HCN 20, 100 40, 80 45,70 27, 20 —80, 100; —80, 100
G034.997+00.330 HCO* 20, 80 40, 65 40, 65 —20, 110 —220, 140; —160, 220
G034.997+00.330 HCN 20, 80 42, 63 42, 60 —20, 110 —220, 140; —160, 220
G034.997+00.330 H"*CO™ 20, 80 45, 60 45, 60 —20, 110 —80, 20; 80, 160
G034.997+00.330 H"“CN 20, 80 42, 63 42, 63 —20, 110 —80, 20; 80, 160
G036.459—-00.183 HCO* 20, 120 45, 85 68, 95 —61, —32 —160, 80; —200, 380
G036.459—-00.183 HCN 20, 120 43, 93 67, 93 —20, —20 —100, 180; —160, 340
G037.677+00.155 HCO™* 20, 120 40, 50; 75, 90 717, 88 —98, —156 —180, 120; —240, 0
G037.677+00.155 HCN 20, 120 40, 50; 73, 93 73,93 —40, —120 —160, 240; —700, 20
G045.825—-00.291 HCO* 20, 80 45, 65 45, 65 —418, 60 —500, —180; 20, 180
G045.825—-00.291 HCN 20, 80 45, 65 40, 65 —400, 80 —480, —220; —20, 220
G046.495—-00.241 HCO™* 20, 100 40,70 47,53 87,3 —20, 120; —60, 200 1
G046.495-00.241 HCN 20, 100 40,70 47, 53 83,13 —60, 140; —40, 80 1
G046.495—-00.241 HCO* 20, 100 40,70 53, 56 —63, 74 —140, 340; 0, 120 2
G046.495—-00.241 HCN 20, 100 40,70 53, 56 276, 150 —140, 340; —60, 200 2
G046.495—-00.241 HCO* 20, 100 40,70 56, 60 —307,104 —540, —140; —20, 200 3
G046.495-00.241 HCN 20, 100 40,70 56, 65 —292,109 —540, 300; —60, 200 3

Note. (1) Position of center peak, velocity component

T

HCN

0.3

0.2

0.1

T, (K)

o

-0.1

i)
TR R

I R

T
o

I

1 M.hl\ li‘.‘hlu il L dll J{'am 1) L \‘M MH i

J “‘“‘IHI' | hill v

20

shows the fit.

40
-1
Visr (km s )

60

40

60
Visr (km 571)

Figure B1. Top panels: the spectra of the HCO* and HCN lines at (—20, 100)
for source G034.997+00.330. The HCN shows a fit to hyperfine structure.
Bottom panels: the spectrum of the H'>CO™ and H'*CN lines averaged over
the nine positions around (—20, 100). The H'>CN line was fitted with hyperfine
structure. In each plot, the red line shows the zero level, and the green line
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Figure B2. The integrated intensities of the HCO™ and HCN lines in G034.997
+00.330. The integration is over the range of 45-60 kms for HCO™ and
43-65km s~ for HCN.
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Appendix C
G036.459—00.183

This cloud was mapped in equatorial coordinates with
center position gy = 18258m31578, 000 = 03°0371872
The BGPS millimeter continuum emission is shown in
Figure 3. The spectra are shown in Figure C1. Neither the
H"?CO" nor the H'’CN lines was detected at any position.
This cloud has a primary component at about 73 km s~ ', which
is associated with the H1I region, based on the recombination
line velocity. A secondary component at about 55kms~'
appears in the spectrum, but it is not related to this cloud, so we
do not analyze it. The two components nearly overlap but are
separable at about 67-68 km s~ '. Hyperfine structure was used
to fit the HCN lines, but the integrated intensity was integrated
over all hyperfine components.

The maps of HCO' and HCN are shown in Figure C2. The
HCO™ and HCN integrated intensity generally map similarly,
though there are clearly differences in detail. The emission is
not well peaked, and the half-power contour is nearly as large
as the region of the detected emission, so the properties are
poorly defined.
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Figure C1. The spectra of HCO" and HCN toward the peak of G036.459
—00.183. In each plot, the red line shows the zero level, and the green line
shows the fit to the line.
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Figure C2. The integrated intensities of the HCO™ and HCN lines for the
78 km's~' component in G036.459—00.183.
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Appendix D
G037.677+00.155

This source was mapped in galactic coordinates centered on
the source name position, [ = 37.677, b = 0.155. The BGPS
millimeter continuum emission is shown in Figure 4. There are
at least two velocity components: one near 45km s~ and one
near 83 km s~ '. The second one is near the velocity of the radio
recombination line for this H1I region, so we focus on that.
Figure D1 shows the spectra. Nine positions around a nominal
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Figure D1. The spectra of HCO' and HCN toward their peaks in G037.677
+00.155. The HCO™ line is at position (—100, —160); the HCN line is an
average of the nine positions surrounding the offset (—40, —120). The HCN
line was not well fitted with hyperfine structure, so only the main peak was
fitted. Note that the peak positions are somewhat different for the two species.
In each plot, the red line shows the zero level, and the green line shows the fit
to the line.
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Figure D2. The integrated intensities of the HCO™ and HCN lines in G037.677
+00.155 are shown for the velocity component near 82 km s~
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peak were averaged for HCN to produce the spectrum. The data
were not well fitted with hyperfine structure, so we isolated the
velocities around 83 kms ™' to be fitted.

The HCO™ and HCN integrated intensity maps (Figure D2)
show extended weak emission, so the peaks are not well
defined. The peaks of the two lines differ. The weak emission is
surprising because the cloud is relatively massive and has a
substantial star formation rate and mass of dense gas, based on
the submillimeter continuum data. However, the cloud was
difficult to define, as it exists in a region of considerable line
uncertainty in '>CO.

Appendix E
G045.825—00.291

This source was mapped in galactic coordinates centered on
the source name position, I = 45.825, b = —0.291. The BGPS
millimeter continuum emission is shown in Figure 5. There are
several peaks in the BGPS data. Only the “northwest” peak
shows up in the HCO" /HCN maps (Figure E2).

This source has two velocity components that are barely
separable in HCO™ and difficult to separate in HCN. Both of
the HCO™" and HCN lines are weak, but HCN is a bit stronger
in integrated intensity. Figure E1 shows the spectra. We
average over the nine positions around the peak to improve the
noise since the lines are very similar. Since both velocity
features peak in the same area, we include both in the maps of
intensity. The isotopologue lines were not detected and did not
provide useful constraints on optical depth. We plot the
contours of emission for both main species (Figure E2); the
peaks are slightly different for the two species but generally
consistent. For HCO™ and HCN, we use the velocity width and
area of the 50.5 kms ™' feature to compute virial mass, etc.
However, the HCN is made uncertain by hyperfine structure.

0.4
HCO™ HCN
& o2
*QE u
o H (I M..‘ MLkl I“ll mm
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70_211111111111,11111111111
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Figure E1. The spectra of HCO™ and HCN toward their peaks in G045.825
—00.291. The HCO™ line is an average of the nine positions surrounding the
offset (—420, 60); the HCN line is an average of the nine positions surrounding
the offset (—400, 80). The HCN line was not well fitted with hyperfine
structure. Note that the peak positions are somewhat different for the two
species. In each plot, the red line shows the zero level, and the green line shows
the fit to the line.
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Figure E2. The integrated intensities of the HCO' and HCN lines for both
components in G045.825—00.291 are shown.

Appendix F
G046.495—00.241

This source was mapped in galactic coordinates centered, not
on the source name, but on / = 46.400, b = —0.241, because
the source name was that of a millimeter-wave continuum
source in the eastern part of the cloud. The BGPS millimeter
continuum emission is shown in Figure 6. There are three
regions of continuum emission, which we refer to as west,
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Figure F1. The spectra of HCO" and HCN toward the peaks for each velocity
component in G046.495—00.241. The positions are those nearest the peak
positions listed in Table B1. The HCN lines for the first two velocity
components were not well fitted with hyperfine structure, so a single Gaussian
was fitted to the main peak. In each plot, the red line shows the zero level, and
the green line shows the fit to the line.

central, and east, in order of increasing longitude. Both HCO™
and HCN appear to have several velocity components
(Figure F1) and three separated emission regions when the
emission is integrated over all velocities, which correspond
roughly to the continuum peaks. There were no detections of
the '*C isotopologues, so we concluded that the velocity
structure was unlikely to be caused by self-absorption.

It was possible to separate the three velocity components in
HCO™ and to make contour maps. The maps of the integrated
intensity are shown in Figure F2. The spectra at the peaks of
each component are shown in Figure F1. The lowest velocity
component, v1, peaks most strongly on the central peak but has
secondary peaks to the north and west that do not correspond
exactly to the peaks of the other components but overlap with
them. The middle velocity component (v2) emits over an
extended region, but weakly, with no strong peaks. We picked
the most central and largest peak, which is southeast of the
peak of v1. The highest velocity component, denoted v3, peaks
most strongly on the western (lower /) peak but has secondary
maxima near the other peaks. The other lines are largely absent
from the western peak. Because the individual velocity
components are narrow, the rms in the integrated intensity is
small, so it is possible to draw more contours. The secondary
peaks and extended plateaus are reflected in the secondary
maxima, but the main peak is reasonably well defined. The
separation for HCN is more difficult because of hyperfine
structure, so we used the velocity intervals from the HCO™
analysis for components vl and v2. Hyperfine structure was
more visible and separate for v3, so we fit that component. The
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Figure F2. The integrated intensities of the HCO™ lines in G046.495—00.241
are shown for the three different velocity components.

separation into velocity components would not be possible in
the observations of other galaxies. The contour maps for each
species and component in Figure F3 indicate the complexity of
overlapping regions.
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Figure F3. The integrated intensities of the HCN lines in G046.495—00.241 are shown for the three different velocity components
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