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Abstract—This paper studies the adaptive optimal stationary control of
continuous-time linear stochastic systems with both additive and multi-
plicative noises, using reinforcement learning techniques. Based on policy
iteration, a novel off-policy reinforcement learning algorithm, named
optimistic least-squares-based policy iteration, is proposed which is able
to find iteratively near-optimal policies of the adaptive optimal stationary
control problem directly from input/state data without explicitly identify-
ing any system matrices, starting from an initial admissible control policy.
The solutions given by the proposed optimistic least-squares-based policy
iteration are proved to converge to a small neighborhood of the optimal
solution with probability one, under mild conditions. The application of
the proposed algorithm to a triple inverted pendulum example validates
its feasibility and effectiveness.

1. INTRODUCTION

Recently reinforcement learning (RL) and approximate/adaptive
dynamic programming (ADP) have attracted the attention of both
researchers from academia and practitioners from industry, due to
their successful applications in the Chinese game of Go and video
games [1], multi-robot repair [2], voltage regulation [3], human
sensorimotor control [4], [5] and so on. Adaptive control [6] is
a field that deals with dynamical control systems with unknown
parameters, but usually ignores the optimality of the control systems
(with a few exceptions [7]). Optimal control [8] is a branch of
control theory that discusses the synthesis of feedback controllers to
achieve optimality properties for dynamical control systems, but often
requires the knowledge of the model parameters. Synthesizing the
advantages of these two control methods [9], RL/ADP searches for
optimal controllers with respect to some performance index through
interactions between the controller and the dynamical system, without
the full knowledge of system dynamics [1], [10]. Over the past
decades, numerous RL and ADP methods have been proposed for
different optimal control problems with various kinds of dynamical
systems, see books [1], [10]-[12] and recent surveys [13]-[17] for
details. However, most of existing RL and ADP methods are designed
for stochastic discrete-time systems described by Markov decision
processes [1], [10] or deterministic continuous-time systems de-
scribed by ordinary differential equations [11], [12]. Relatively fewer
results are known for stochastic continuous-time systems described
by stochastic differential equations [18], which are important in the
modeling of stochastic uncertainties in physical systems, problems in
finance and phenomenons in neuroscience, to new a few [18].

In this paper, a novel off-policy RL method named optimistic
least-squares-based policy iteration (OLSbPI) is proposed, to find
directly from input/state data near-optimal controllers solving the
adaptive optimal stationary control problem, for continuous-time
linear stochastic systems with additive and multiplicative noises. The
optimal stationary control has been a classic problem in stochastic
optimal control [19]-[23], whose objective is to find an optimal
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controller minimizing the expectation of a performance index with
respect to the invariant probability measure of the closed-loop system.
Dynamic programming, as a powerful tool for solving optimal control
problems, has two main classes of algorithms: value iteration (VI) and
policy iteration (PI) [10]. Policy iteration involves two steps, policy
evaluation and policy improvement. In the step of policy evaluation,
a given controller is evaluated based on a scalar performance index.
Then this performance index is utilized to generate a new controller
in policy improvement. If all the system matrices are known and
the two steps are iterated in turn, then the optimal solutions of the
optimal stationary control problem are provably guaranteed to be
found [23]. In comparison, the proposed OLSbPI algorithm removes
the restrictive requirement that the system matrices are known in
policy iteration, which is achieved by directly implementing the
policy evaluation and policy improvement steps from the input/state
data, starting from an initial admissible control policy. Since the data
is contaminated by unmeasurable stochastic noises, policy evaluation
cannot be exactly implemented anymore because of the estimation
errors occurring in each step of OLSbPI. Given that policy iteration
is a nonlinear process, it is a non-trivial problem whether the policy
iteration still converges to the optimal solution or its neighborhood
in the presence of the estimation errors [24]. To this end, we firstly
show that the policy iteration is robust to small estimation errors in
the learning process (Theorem 2 and Corollary 1), in the sense that
as long as the estimation error is small, the solutions generated by
policy iteration is still able to converge to a neighborhood of the
optimal solution. Then, under mild conditions, the solutions found
by OLSbPI are proved to converge asymptotically to the optimal
solutions (Theorem 3).

As compared with the past literature on similar topics, the pro-
posed OLSbPI algorithm has several advantages. Firstly, the general
case in which both additive and multiplicative stochastic noises are
present in the systems are considered in the OLSbPI algorithm.
Stochastic multiplicative noises are important in modeling the random
perturbation in system parameters and coefficients, and are widely
found in modern control systems such as networked control systems
with noisy communication channels [25], modern power networks
[26], neuronal brain networks [27] and human sensorimotor control
[4], [5]. Previous studies consider either only additive noises [28]-
[30] or deterministic cases [31], [32]. Secondly, starting from an
initial admissible control policy, the proposed OLSbPI algorithm is
able to find near-optimal solutions of the optimal stationary control
problem directly from the input/state data, without the usage of noise-
dependent information and the exact knowledge of all the system
matrices. The optimal stationary control of linear stochastic systems
with multiplicative noises are also investigated in [4], [5], [17], [19]-
[23], [33], [34]. However to find the optimal policy, either the full
knowledge of all the system matrices need to be known [19]-[23], or
the knowledge of input matrix and gain matrices of the noises need
to be known [33], or the stochastic noises are assumed measurable
and explicitly used [4], [5], [17], [34]. Thirdly, the convergence of
the OLSbPI algorithm is mathematically analyzed and rigorously
proved. As a by-product of the convergence analysis, the policy
iteration for optimal stationary control of linear stochastic systems
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is shown to be robust to the estimation errors in the learning process.
It is well-known [24] that policy iteration may exhibit complex
behavior when implemented inexactly, thus the derived robustness
results of the policy iteration (Theorem 2 and Corollary 1) are non-
trivial and may be of independent interest. Finally, different from the
RL/ADP methods designed for discrete-time control problems (with
discrete state and action spaces), e.g. [1], [31], [32], [35] and so on,
our proposed OLSbPI algorithm deals with continuous-time control
problems with continuous state and action spaces, and directly utilizes
the continuous-time data flow.

This technical note is organized as follows. The optimal stationary
control problem and related preliminaries are introduced in Section II.
The OLSbPI algorithm is derived in Section III, and its convergence
analysis is given in Section IV. A numerical example is employed
to show the effectiveness of the proposed algorithm in Section V.
Finally, the conclusion is drawn in Section VI.

Notations. R is the set of all real numbers; Z denotes the
set of nonnegative integers; S™ is the set of all real symmetric
matrices of order n; ® denotes the Kronecker product; I,, denotes
the identity matrix of order n while 0,,x, denotes the m X n
zero matrix; || - |7 is the Frobenius norm; || - ||2 is the Euclidean
norm for vectors and the spectral norm for matrices; for function
u:F — R"™™, ||u|lo denotes its {°°-norm when F = Z., and
L*-norm when F = R. For matrices X € R™*", Y € S™, and
vector v € R™, define vec(X) = [X{, X7 ,---, X%, svec(Y) =
[yu, \/§y12, Ty \/iylm,y227 \/§y23, Tty \/gym—l,m, ym,m]T S
R%"W”H), where X; is the ith column of X. vec™!(-) and
svec '(-) are operations such that X = vec '(vec(X)), and
Y = svec '(svec(Y)). For Z € R™*™, define B.(Z) = {X ¢
R™ ™| X — Z||r < 7} and B,(Z) as the closure of B.(Z). Z'
is the Moore-Penrose pseudoinverse of matrix Z. The direct sum of
matrices Z; and Z; is denoted as Z; @ Zo.

II. PROBLEM FORMULATION AND PRELIMINARIES

Let wi € R™, wy € R®, ws € R% be independent standard
Brownian motions defined on a probability space (€2, F, P). Consider
the system described by the following stochastic differential equation:

q1 q2
dz = (A$+Bu)dt+ Z D]'Id’ij —|—Z FkUdU)Q,k + Cdws, (1)

j=1 k=1

where x € R™, v € R™, A, B, {D;}iL,, {Fx}i2,, C are real
constant matrices of compatible dimensions. (A, B) is controllable.
Letting u = ¢(x), where (-): R™ — R™ is a Lipschitz continuous
function on R, and the random variable z(0) be independent of wj,
1 = 1,2, 3, notice that equation (1) is an equation of Ito’s type, and
determines a diffusion process X, = {z(t): t € R,t > 0}. We are
interested in the case where X, has an invariant probability measure
(i, defined on the Borel sets of R™; i.e., if 2(0) has the probability
distribution (s, then so does z(t), V¢t > 0.

Definition 1 ( [22]). Let ® denote the class of admissible control
policies, i.e., the set of functions o(-) such that

1) (+) is Lipschitz continuous on its domain;
2) an invariant probability measure [, exists;

3) for any invariant probability measure p,
Eulllzl3] = fon ll2l3p(dz) < co.

Given A, B, {D;}iL,, {Fi}i%, and C in (1), it is possible that
set @ is empty [191-[22], since {[|D;[|r}jL, and {[| Fi|[r};Z, may
be so large that X, always diverges to the infinity whatever the

control policy ¢(+) is, in which case no invariant measure exists. For
X e R"™"™, Y € R™*"™, define

Ly(X)=(A-BY)'X +X(A- BY)+1(X)+ Y '2(X)Y,
AY)=I,®(A—BY)" +(A-BY) @1,

q1 q2
+3 DI @D] + > (FY)" @ (FY)",

j=1 k=1
where TI(X) = Y91, D X Dj, $(X) = Y12, Fj/ X Fy. Then it
is easy to check that

vec(Ly (X)) = A(Y) vec(X). 2)
If A(Y') is Hurwitz, then £3;' exists and for any Z € R™*",
LyN(Z) = vec" (.Afl(Y) vec(Z)) .
In fact, E;l is the unique solution of the generalized Lyapunov

equation
Ly(X)=Z.

The following assumptions are made throughout this paper.
Assumption 1. CC” > 0 in system (1).

Assumption 2. There exists a K € R™*", such that A(K) is
Hurwitz.

Fact 1 ( [22, Section 2]). Under Assumption 2, ® is not empty. If in
addition Assumption 1 holds, then the invariant probability measure
is unique for each admissible control policy.

The following lemma gives a condition under which Assumption
2 is satisfied.

Lemma 1 ( [23, Lemma], [22, Theorem 3.1]). For K € R™*",
A(K) is Hurwitz if and only if given any positive definite matrix
S, the (unique) solution P of Lk (P) = —S is positive definite. A
control policy pi(x) = — Kz is admissible if A(K) is Hurwitz, in
which case K is also said to be admissible.

Since (A, B) is controllable, there exists a K such that A — BK
is Hurwitz. Then if {||D;||r}7L, and {||Fk|/r}{2, are sufficiently
small, by Lemma 9 in Appendix A, A(K) remains Hurwitz and
Assumption 2 holds, see [19] for details. Other conditions under
which Assumption 2 is satisfied can be found in [21], [22], [36].

In optimal stationary control [19]-[23], we want to find a ¢* € D,
such that

By [r(@, 7)) = inf {E, [r(z, )]},

where 7(z, ) = 27 Qx4+ pT Rp, Q € S™ and R € S™ are positive
definite matrices. For X € R™"*"™, define

R(X)=Q+ ATX + XA+TI(X) — XB(R+ (X)) 'BTX.

Lemma 2 ( [23, Theorem 2], [22, Theorem 3.2]). The optimal control
policy is of the form ©*(x) = —K*x, and A(K™) is Hurwitz, where

K*=(R+X(P*)) 'BTP,
P* € S™ is the unique positive definite solution of
R(P) =0, 3)
and the minimum cost is Ey, . [r(z,¢")] = tr(CTP*C).

For each linear state feedback control policy ¢ (z) = — Kz with
A(K) Hurwitz, by [22, Theorem 3.1], the cost it induces is

E [r(z, oK) = tr(CTPKC)7

Ko
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where Px € S™ is the unique positive definite solution of
Lr(Pr)+Q+ K"RK =0, “)

and the subscript in Pk is used to emphasize that Pk is the solution
of (4) associated with control gain K.

Define
G(Py) = | LGEK )]s | [G(P)]E
[G(Pr)us | [G(PK)]uu
o | @+ AP+ PeA+I(Px)  PxB
- BT Pk R+3(Px) |

Then (4) is equivalent to
H(G(Pk),K) =0,

where H(G(Px),K) = [In,—K"] G(Px) [I.,—K"]". Since
Py is positive definite if A(K) is Hurwitz, and R is positive definite,
[G(Pxk)]uu is positive definite and invertible as long as A(K) is
Hurwitz. The policy iteration to find the P* and K* in Lemma 2 is
summarized in the following procedure.

Procedure 1 (Standard Policy Iteration).

1) Choose a control gain K1 with A(K1) Hurwitz, and let i = 1.
2) (Policy evaluation) Evaluate the performance of control gain

K, by solving
(G, K) = 0 )

for P; € S™, where G; = G(F;).
3) (Policy improvement) Get the improved policy by

Kit1 = [Giluu|Gilua-
4) Set i < i+ 1 and go back to Step 2).

When there is only additive noise and one control-dependent noise
term, i.e., gt = 0 and g2 = 1 in system (1), one can check
that Procedure 1 is actually a reformulation of the iterative method
proposed in [23, Theorem 1]. By [23, Remark 4), Remark 5)], the
iterative method and its convergence properties in [23, Theorem 1]
also apply to the general case involving multiple state-dependent and
input-dependent noise terms as we considered here in system (1).
Thus we have the following convergence result for Procedure 1.

Theorem 1 ( [23]). In Procedure 1 we have:
i) A(K;) is Hurwitz for all i =1,2,---.
ii) PP, >P,>P;>---> P~

Theorem 1 guarantees that we can find the suboptimal approxima-
tions of P* and K* by implementing Procedure 1 with sufficiently
large number of iterations. However, the precise knowledge of system
matrices is needed in Procedure 1, because G; depends on A, B,
{D;}i,, {Fe}iZ,, Q and R. In this work, we assume that A,
B, {D;}iL,, {Fk}{2,, C, Q and R are all unknown, and propose
a novel OLSbPI algorithm to directly estimate G; from input/state
data, such that near-optimal solutions of the optimal stationary control
problem can be found without explicitly identifying any system
matrices in (1). Due to the stochastic noises, the error arising for
the estimation of each GG; is unavoidable. Thus, to take into account
the estimation errors, we propose the following procedure.

Procedure 2 (Robust Policy Iteration).

1) Choose a control gain Kl with A(Kl) Hurwitz, ang let 1 = 1.
2) (Inexact policy evaluation) Obtain G; = AG@—&— G; (e.g., by
approximately evaluating the performance of K; directly from

the input/state data, see Section III), where AG; € S™™ is a

disturbance, G; = G(F;), P es” satisfies
H(G:, Ki) = 0. (6)
3) (Policy update) Construct a new control gain
Kiv1 = [Gilin[Gilua-
4) Set i < i+ 1 and go back to Step 2).

III. OPTIMISTIC LEAST-SQUARES-BASED POLICY ITERATION

In this section, the optimistic least-squares-based policy iteration
(OLSbPI) algorithm is proposed, which provides a concrete approach
to construct estimation G; in Procedure 2 directly from input/state
data. We firstly introduce the model-based optimistic policy iteration,
then transform it into the model-free OLSbPI, Algrotihm 1. The
convergence analysis for Procedure 2 is given in Section IV which
yields the convergence of the OLSbPI algorithm.

The optimistic policy iteration is based on the following result.

Lemma 3. For any control gain K with A(K) Hurwitz, its asso-
ciated Pk satisfying (4) is the unique stable equilibrium of linear
dynamical system

P=H(G(P),K), P0)es" %)

Proof. By definition, (7) can be rewritten as
P=_Lg(P)+Q+K"RK.
Vectorizing this equation and using (2), we have

vec(P) = A(K) vec(P) + vec(Q + K'RK), P(0) e S™. (8)

Since A(K) is Hurwitz, obviously this linear dynamical system
admits a unique stable equilibrium Pgk. |

Lemma 3 implies that in policy evaluation, instead of solving
(4), one can solve the ODE (7). This is actually the continuous-
time version of the optimistic policy iteration in [24], [37] for finite
state and action spaces (thus the name “optimistic”’). Now, we show
how (7) in Lemma 3 is utilized to construct the estimation G; in
Procedure 2 directly from input/state data, together with the least
squares method. Suppose a control policy

u=—Kiz + ouy &)

is applied to the system (1), where A(Kl) is Hurwitz, o, > 0 is
a constant, y € R™ is the exploration noise generated by stochastic
differential equation

dy = —ydt + dwa, (10)

and ws € R™ is standard Brownian motion independent of w;, ¢ =
1,2, 3. The cascaded system consisting of (1) and (10) is

a1 a2
dv = Fodt + Z Divdwy,; + Z Frodwa ik + €dws.  (11)

j=1 k=1

where v = [27,yT|7, ws = [wl,w]]|T, D = Dj ® Omxm, € =
C & In and
A— BK, ~Fu Ky

Omxn

ouB
_I,

Uqu

o = , T =

Omxn Ome

Since A(K,) is Hurwitz, system (1) with control policy o(z) =
—IA(LT} is mean square stable [36, Definition 1.], in the absence
of the noise term ws [38]. Obviously, system (10) is also mean
square stable, in the absence of the noise term ws. Then by the
stochastic small gain theorem [39], [40], the cascaded system (11)
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is mean square stable, in the absence of ws. Thus control policy
(9) is admissible [38, Equation (6)], and induces a unique invariant
probability measure 11, on the Borel sets of R" x R™ for the cascaded
system (11).

Assumption 3. For some integer p > 4, E,, [||v]|5] < oo.

Remark 1. According to [41, Lemma 4.1], Assumption 3 holds if
for (11)

where T'(+) is a continuous matrix-valued function of {D; ?1:1 and
{F}{2,, and vanishes at the origin. Since </ is Hurwitz, the
above inequality is satisfied when {|| D; || r } L, and {||Fi| r };, are
small. When there is only additive noise, i.e., D; = 0 and Fy, = 0
for all j and k, the above equation holds automatically and thus

Assumption 3 holds for arbitrarily large p. See [41] for details.

/ etg{TF(D17"'7DQ17Fl,"'7FQ2)et.Q¢dt
0

2

For any P € S", Tto’s formula [18, Lemma 3.2] yields
d(xTPx) = 2T P(Az + Bu)dt + 2" TI(P)zdt
+ w2 (P)udt + tr(CT PC)dt 4 227 Pdw,

where dw = ' Djzdwi; + Y302, Frudway + Cdws. By
vectorization, from (12) we have

(12)

Ed(iT) svec(P) = 227 svec((P))dt

13)
— zr(z,w)dt + 222" Pdw,
where z = [¢7,uT,1]7, 2 = svec(zz”), Z = svec(zz”) and
0(P) = G(P) @ tr(CTPC). Integrating (13) from 0 to t; > 0
yields,
i, svec(B(P)) = G svee(P)+ &, ey, (14)
where
1 (% __r 1 [tf T
b= | AL G, = [ za(d"),
! tr Jo ! tr Jo )
1 [t 1 [t
Sty = — Zr(z,u)dt, Nty = —/ 2527 Pdw.
tr Jo tr Jo

By Assumption 3, Birkhoff ergodic theorem [42, Theorem 16.14],
and [43, the lemma on page 530], the following relationships hold
almost surely:

lim v, =¥ 2E,,[227],

lim =0
tfﬁoo ntf ’

ty—00

15
Eu, [Zr(z,u)]. (15)

1>

lim t ==
tf—>oo§ f

From the fact that (14) holds for any P € S", almost surely
lim ¢, = Z,

Jm (16)
where Z is a constant matrix.
Assumption 4. VU is nonsingular.
Combining Assumption 4, (14), (15) and (16) gives
svec(A(P)) = U (Zsvec(P) + ). (17)

Since G(P) = H(0(P),0), (7) is identical to the following dynam-
ical system

P = H(H(svec” (T (Z svec(P) + E)),0), K), (18)

where P(0) € S™. The OLSbPI is presented in Algorithm 1. By (15)
and (16), Line 6 of Algorithm 1 is an approximation of (18), while
Line 7 of Algorithm 1 is an approximation of (17) with P replaced

by P(sy). Thus the solution of the ODE at s in Line 6 of Algorithm
1 is an estimation of P satisfying (6), while 6; given by Line 7 of
Algorithm 1 is an estimation of §(P;). By definition of 6(-) in (13),
the estimation G; of G; satisfying (6) is given by Line 8 of Algorithm
1. Notice that the same data matrices ¢ ,, (¢, and &, are reused for
all iterations, thus OLSbPI is off-policy. In addition, only state « and
input v appear in data matrices ¥, (¢, and & . Therefore OLSbPI
does not explicitly use the noise information, which is different from
the methods proposed in [4], [5], [17], [34].

Remark 2. Assumption 4 is in the spirit of persistent excitation
condition in adaptive control [6]. Similar assumptions are needed in
other RL methods, see [4], [5], [11], [12], [14], [29], [34]. Assump-
tion 4 makes the data-based differential equation (18) equivalent to
the model-based differential equation (7), which is a key component
in the convergence analysis of the next section.

Remark 3. The presence of exploration noise y in (9) is necessary for
Assumption 4 to hold. Otherwise u will always be linearly dependent
on x and, as a result, ¥ cannot be nonsingular. To see this, consider
the case where both x and w are scalars, and o, = 7Q in (9). By

definition, z = |:132,\/§[A(1$2,\/§13,K12l‘2,\/§f(1$,1 . Then it is
easy to check that the first two rows of ¥ = E,, [2Z"] are linearly

dependent. This is also true for the case where both x and u are
vectors.

Algorithm 1: OLSbPI

Input: Initial control gain K1 with A(R’ 1) Hurwitz, Number
of policy iterations /N, Length of policy evaluation sy,
Length of rollout ¢y, Exploration noise magnitude o,.
1 Apply control policy (9) to system (1) to generate a trajectory
of input/state data of length ¢ ¢;
2 Construct data matrices ¢, (¢, and &, defined in (14);
sfori=1,--- ,N—1do

4 Pi(0) + 0;

5 Solving the following ODE on [0, sf]:

6 P = H(H(svec_l(wzf (Gt svec(P;) + &t;),0), K;):
7 0; + svecfl(w;rf (Gey svec(Pi(sf)) + €t )s

8 Gl — /H(él, O);

9 Kit1 + [Gilad[Giluss

10 end

11 return K.

IV. CONVERGENCE ANALYSIS

In this section, we first show in Corollary 1 that whenever
| AGi]| o is small, P; in Procedure 2 (the solution of (6)) is bounded,
and, moreover, enters and stays in a small neighborhood of P~*.
Then we show that |AG;||« in Algorithm 1 can be made small
by choosing sy and t; large enough (Lemma 6), which completes
the convergence analysis of OLSbPI (Theorem 3).

A. Convergence Analysis of Procedure 2
For P € S™ define

A (P)=2(P) 'B"P, #(P)=R+%(P).

Suppose in Procedure 1, Ky = 2 (Po) and A(K) is Hurwitz, where
Py € S™. Such a K; always exists, for example, when P is close to
P* by Lemma 9 in Appendix A. From Theorem 1 and (2), sequence
{P;}52, generated by Procedure 1 satisfies

vec(Pip1) = A (H (P)) vee(—Q — # (P) T RA (P,)). (19)
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Lemma 4. There exists a g > 0, such thfat Z(P) is positive definite,
and A(# (P)) is Hurwitz for all P € Bs,(P™).

Proof. Since R > 0, P* > 0 and A(J# (P*)) is Hurwitz by Lemma
2, the lemma is proved using Lemma 9 in Appendix A. |

The next lemma shows that P* is a locally exponentially stable
equilibrium [44, Definition 2.5] of nonlinear system (19).

Lemma 5. For any o < 1, there exists a §1(c) € (0,d0] and a
C1(61) > 0, where 0o is defined in Lemma 4, such that for any
P; € Bs, (PY),

i) A(K(P;)) is Hurwitz, [Giluw is invertible.
ii) Procedure 1 has a local quadratic convergence rate, i.e.,

|Pis1 — P*||p < C1[|P; — P*|%.
iii) (19) is locally exponentially stable at P*
[ Pi1 = P*[lr < o[ P = P7||p.
Proof. Item 1) follows directly from Lemma 4. Subtracting
K!.\B"P* + P"BK;11 — K11 (R + 2(P*))Kit1
from both sides of (3) yields
A(Kit1) vec(P*) = vee(—Q — K11 RK,+1)
+vec((Kip1 — K*) " 2(P")(Kip1 — K7)),
Since K;y1 = J# (P;), subtracting (20) from (19) yields
vec(Pip1 — P*) = —A™ (U (P)) vec((H (P) — & (P*)T
X R(P*) (A (P;) — X (PY))). (21)
By (23) in Appendix A, we have for all P; € Bs,(P*),
1 (P:) = o (Pl < |12~ (Pl BT | pl1 P = P¥||r

+ 1271 (P p|S(P: = PY)||el|2~ " (P*)||p||BT P*||r
< Lx||Pi— P*|F,

(20)

where

q1
Ly =Ly <IIBTIIF +# (P)Iell BT P e+ IDj|2F>

j=1

and L; > 0 is an upper bound of continuous function |2~ (-)||r
on compact set Bs, (P*) (see Lemma 9 in Appendix A). Thus, (21)
implies for all P; € Bs,(P*),

[|Piv1 = P*||lp < AT (A (P)IIF|Z2(P) || L2 | P — P*||3
< C||P - P75,

where again the fact that continuous function || A~ (. (P:))||F is
upper bounded on compact set 550 (P*) is used. This proves Item ii).
Choosing 61 € (0, do] small enough such that Cy||P; — P*||r < o
proves Item iii). |

_ Suppose in Procedure 2, KlA: A (Py) and AGo = 0, where
Py € S™ is chosen such that A(K71) is Hurwitz. If [G]uy is invertible
and A(K;) is Hurwitz for all ¢ (which will be proved later), the
sequence {P;}2, generated by Procedure 2 satisfies
vec(Piy1) = A~ (K (Py)) vee(—Q — A (P) " RA (P;)) )
+ E(Gi, AGy),

where

E(Gi, AGy) = AN (A () vee(Q + # (P)" RA (Py))
- A_l(f(“_l) VeC(Q + [A(Zi,lR[A(i+1).

Based on Lemma 5, the following theorem is obtained, which
states that nonlinear system (22) is locally input-to-state stable [44,
Definition 2.1] at P*, if AG; is regarded as the input. The proof is
given in Appendix B.

Theorem 2. For o and its associated (5} in Lemma 5, there exists
53(51) > 0, such that lf”AG”oo <3 P € 651 (P*),

(i) [G‘i]uu is invertible and A(IA(Z) is Hurwitz, Vi € Z4, i > 0;
(ii) the following local input-to-state stability holds:

1P: = P*|lp < B(IPo — P*||r,d) + (| AG]|0),

where for any q € R, B(q,1) = o'q, v(q) = q¢C2/(1 — o) and
02((53) > 0.

(iii) || Kil|r < K8 for some k% >0, Vi € Zy, i > 0;

(iv) lim;— oo ||AG;||F = 0 implies lim; o | P — Pr|lr =0.

Intuitively, Theorem 2 implies that in Procedure 2 if Py is close
to P* (thus K, is close to K*), and the disturbance input AG is
bounded and not too large, then the cost of the generated control
policy K; is also bounded, and will ultimately be no larger than a
constant proportional to the [°°-norm of the disturbance. The smaller
the disturbance is, the better the ultimately generated policy is. In
other words, Procedure 2 is not sensitive to small errors when the
initial condition is in a neighbourhood of the optimal solution.

The next corollary removes the restrictive assumption that P (resp.
K1) needs to be in a neighbourhood of P* (resp. K™). Its proof can
be found in [45, Appendix C].

Corollary 1. For any € > 0 and any given control gain Ky with
A(K 1) Hurwitz, there exist 64(e, K1) > 0, k3(84) > 0, k5(84) > 0,
such that as long as |AG|lee < 64, [Giluu is invertible, A(K;)
is Hurwitz, \13,||F < K$, ||R'ZHF < K5 Vi€ Zy i >0 and
limsup, , . ||P; — P*||r < e If in addition lim; . |AG;||r = 0,
then 1im; _ oo HPZ — P*HF =0.

In Corollary 1, K; can be any control gain whose A(K1) is
Hurwitz, which is different from Theorem 2. When there is no
error, i.e. AG; = 0 for all ¢ = 1,2,---, Corollary 1 implies the
convergence result of Procedure 1 in Theorem 1.

B. Convergence Analysis of OLSbPI

Now we use Corollary 1 to derive a convergent result of the
OLSDbPI algorithm. For given K1, let K denote the set of control
gains (including K1) generated by Procedure 2 with all possible
{AG;}2, satistying || AG||e < 84, where dy4 is the one in Corollary
1. The following result is firstly derived, whose proof can be found
in Appendix C.

Lemma 6. Under Assumptions 3 and 4, there exisf so > 0 and
to > 0, such that for any sy > so and any ty > to, K; € K implies
|AG;||F < b4, almost surely.

With Lemma 6 at hand, we are ready to prove the convergence of
the OLSbPI.

Theorem 3. In Algorithm 1, under Assumptions 3 and 4, for any
initial control gain K1 with A(Kl) Hurwitz and any € > 0, there
exist so > 0 and to > 0, such that for any sy > so and ty > to,
almost surely, limsupy_, _ ||Px —P*||r < € and A(K;) is Hurwitz
foralli=1,--- N, where Py is the unique solution of (4) for K.

Proof. Since Ki € K, Lemma 6 implies |AG1||r < 61 almost
surely. By definition, Ky € K. Thus |AG||r < 64,5 = 1,2,---
almost surely by mathematical induction. Then Corollary 1 completes
the proof. |
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Remark 4. The optimal solution P* depends on the system matrices
{D;}YjLy, {Fk}j2, in the multiplicative noises. The change in
{D;}iL, or {Fy}}2, causes the change in P*, then by Theorem
3 the near-optimal solution found by OLSbPI algorithm changes
accordingly. Thus the proposed OLSbPI algorithm is robust to the
stochastic noises. This is an advantage not possessed by the off-policy

RL algorithms in [46], [47].

V. NUMERICAL EXAMPLE
We consider a deterministic linear time-invariant system model
of the triple inverted pendulum proposed in [48], and assume that
it is perturbed by both multiplicative and additive noise'. Then the
perturbed triple inverted pendulum can be described by system (1)
with matrices A € R%%% and B € R5*2 given in [48, Section 3],
C =0.11 and

0.01, ifj=Fk=6, 0.01, ifj=4dk=1,
D)y = (F)jg = .
(D). {0, otherwise. (F)g {0, otherwise.

It is assumed that the parameters of all the system matrices are
unknown, but an initial control gain

—9.44 —0.58
-32.5 —-2.01

-3.11
—11.51

—-1.2
—3.87

—-3.11
—10.72

—-1.31
—4.41

K- [
with A(K1) Hurwitz is available. Then the proposed OLSbPI al-
gorithm is applied to find a near-optimal solution of the optimal
stationary control problem with weighting matrices Q = I and
R = I5. In the OLSbPI algorithm, we firstly apply the admissible
control policy (9) with o, = 100 to the system to generate a
trajectory of input/state data of length ¢ty = 510. Then data matrices
Yi,, G, and &, are computed and policy evaluation step Line
6 in Algorithm 1 is implemented with sy = 100. The algorithm
is terminated after NV = 10 iterations. The learning processes are
illustrated in Fig. 1. The trajectories of the norms of the differences

(a) (b)

50 150
—8—| K - K¢ —e— 8- P'llr
——|Ki - K*[|§ —— P - P'|r

Iteration Index

(c)

—a— i = |
—— = Jlr

Iteration Index

(d)

110

1000

90

—8—1AG#/IGills
80

1 3 5 7 10 1 3 5 7 10
Iteration Index Iteration Index

Fig. 1. Learning processes of the OLSbPI algorithm on the triple inverted
pendulum example.

between the control gain K; generated by OLSDPI, its associated P,
the true cost J; = tr(CTP;C) it induced and the optimal values
K*, P* and J* are shown in Fig. 1-(a), Fig. 1-(b) and Fig. 1-(c),
respectively. By Theorem 1, we run the model-based Procedure 1
with K3 = K, for a sufficiently large number of iterations, and
use the results in the last iteration as the optimal values K™, P*
and J*. The trajectories of the norms of the differences between
the control gain K; generated by Procedure 1, its associated P;,

The code is available at https:/github.com/bo-pang/OLSbPT

0018-9286 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.iece.org/
Authorized licensed use limited to: New York University. Downloaded on June 06,2022 at 02:32:10 UTC from IEEE

the true cost J; = tr(CTP;C) it induced and the optimal values
K*, P* and J* are also drawn in Fig. 1. Fig. 1-(d) shows the
trajectory of the estimation error AG; relative to the true value Gi.
One can see that although the estimation error G;, caused by the
unmeasurable stochastic noise in the system dynamics, distorts the
trajectory generated by OLSDbPI from the precise trajectory generated
by the model-based Procedure 1, the OLSbPI still successfully finds
a control policy with near-optimal cost. This is consistent with the
convergence results we obtained in Corollary 1 and Theorem 3.

VI. CONCLUSION

In this paper, we have proposed a novel data-driven optimistic
least-squares-based policy iteration algorithm, to approximately solve
the optimal stationary control problem for linear stochastic systems
with additive and multiplicative noises, without requiring the precise
knowledge of system matrices. Rigorous convergence analysis is
given and shows that the proposed data-driven algorithm generates
near-optimal solutions almost surely under suitable conditions, start-
ing from an initial admissible control policy. The efficacy of the
proposed optimal stationary control method has been validated by
means of a triple inverted pendulum perturbed by stochastic noises.

APPENDIX A
USEFUL AUXILIARY RESULTS

Lemma 7. Let O be a compact set of Huriwitz matrices, then there
exist an ap > 0 and a by > 0, such that || exp(Ot)|| < ao exp(—bot)
for any O € O.

Proof. For each O € O, by [49, Theorem 3.20. and Corollary 3.6.]
there exist r > 0, @ > 0 and b > 0, such that ||exp(O’t)|| <
aexp(—bt) for all |0’ — O|| < r. Then the compactness of O
completes the proof. |

Lemma 8 g [510, Page 57]). For X € S", there exists a unique matrix
D, € R *z7(+D) i full column rank, such that vec(X) =
D, svec(X), svec(X) = DJ, vec(X).
Lemma 9. The following results hold.

1) [51, Appendix D] The eigenvalues of a square matrix depends
continuously on the elements of the matrix.

2) [52] The matrix inverse of a square matrix is a continuous
function of the elements of the matrix.

3) [51, Appendix E] If X is a compact set of a metric space and
f: X — R is a continuous function, then f is bounded on X.

For X € R™", Y € R™™ X + AX € R™", Y + AY €
R™ ™, supposing X and X + AX are invertible, then
IX7'Y — (X +AX) H(Y +AY)|r < | X 'Y -
XTHY +AY)+ X HY +AY) — (X + AX) (Y + AY)]|,.
< - XT'AY + XTTAX (X + AX)THY + AY)||F
<X e (JAY |

HIX +AX) el + AY)|lr[AX]F) - (23)

APPENDIX B
PROOF OF THEOREM 2

Let do be the one defined in Lemma 4. The following lemma can
be proved by continuity in a similar way to that of [53, Lemma 6].

Lemma 10. For any P e Bs, (f’*) there exists a d(5oA) > 0,
independent of P, such that A(Kt1) is Hurwitz and [Giluu is
invertible, if |AG;||r < d.

plore. Restrictions apply.
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Lemma 11. For any P e Bs, (P*)~and any €3 > 0, there exists a
0 < 02(d0, €3) < d, independent of P;, such that ||E(Gi, AG;)||2 <
C2HAG2HF < €3, lf HAGZHF < 02, where 02(52) > 0.

Proof. For any P; € Bs,(P*), |AG:||r < d, by (23) and Lemma 9
1 (P) = Kivallr < [Gilwulle (IAGi]|
+||[Gi]ZJIIF||[Gi]umllFHAGiHF) < C3(00, d)|AGi|F. (24)

Define AA; = A(K# (P;)) — A(Ki41) and
Abi = vecC (%/(ﬁl)TR%/(ﬁl) — IA{ZHRK¢+1) .

Using (24), it is easy to check that ||[AA;|lr < Cu||AGi||F,
HAZhHQ < C5HAG1HF, for some C4(50,d) > 0, C5(50,d) > 0.
Then by (23), Lemma 10 and Lemma 9

I1€(Cs, AGH) | F < HA’l (f(m) (05 oA HA*(%(R)

|-
’F) |AG||F < C2(80)||AG|

x HQ + (B RH(P) ’

Choosing 0 < d2 < d such that C262 < €3 completes the proof. H

Proof of Theorem 2. Let e3 = (1 — 0)d1 in Lemma 11, and 03 be
equal to the d2 associated with e3. For any i € Z., if P; € Bs, (P*),
then [G;]uy is invertible, A(K; 1) is Hurwitz and

[|Piy1 — P*||r < |E(Gi, AG:) |2 + HA_I(J/(E'))
x vec(—Q — # (P)T RA (P;)) — vec(P*)

‘ 2

< ollP; = Plr + C2[| AG] oo (25)
<0’(51+Cz(53<0’51+63:51, (26)

where the last two inequality are due to Lemmas 5 and 11. By
induction, (25) and (26) hold for all ¢ € Z,. Unrolling (25) proves
(1) and (ii) in Theorem 2. Then (24) implies (iii) in Theorem 2. (iv)
can be proved in a similar way to that of (iii) in [47, Theorem 2]. W

APPENDIX C
PROOF OF LEMMA 6

Proof. By definition,
IAG:||r < |Gi — G(Pi(sp)) e + [G(Pi(s5)) — G(Py)| -

Thus the task is to prove that each term in the right-hand side of
the above inequality is less than d4/2. To this end, we firstly study

| Pi(sf) — Pj||r. Letting p; = vec(P;), by Lemma 8, Line 6 in
Algorithm 1 can be rewritten as

Bi =T (b, G, Ki)pi + T2 (U, &1, Ki),
where p;(0) € R"* and
T ey, Gy Ki) = TiDinnsatf G, DY,
T? Wiy &y, Ki) = FiDm+n+1¢tTf€tf,
I = ([In,—f(ﬂ ® [In,—f(f]) (s, 0] @ [Tmsn; 0]) -

27

For convenience, in the sequel we define
t;,i:Tl(wtf7<ff7ki)7 ti,i:TQ(wtf7£ff7Ri)7
T =T (V. 2. K), T?=T(V,EK).

Similar arguments applied to (18) with K = K; yield

Bi=Tipi+ T2, pi(0) €R™, 28)

Since (18) is identiczil to (7), (28) is identical to (8) with K and
vec(P) replaced by K; and p; respectively, and

T = AKy), T2 =vee(Q + KI RK;). (29)

Let s denote the time variable in (27) and (28), since A(K’i), K, ek
is Hurwitz, by Lemma 3

5—00

(30)

where P; = vec™!(p;) and P; is the unique solution of (4) with
K = K;. Let V be the set of the unique solutions of (4) with
K € K. Then by Corollary 1 V and K are bounded, and A(K)
is Hurwitz, for VK € K. So A(K) is Hurwitz, for VK € K.
Otherwise by definition and continuity of the determinant of a matrix,
there must be a limit point of set K, denoted as Kjim, such that
A(Kjim) is singular. Then let K ) be a sequence of control gains
in IC converging to Kjim. Again by continuity of determinant of a
matrix, we have limz oo det(K<k)) = det(Kym) = 0. Let P®

be the solution of (4) with K = K*)_ Then by (2) and (4) we have
limy o0 [P || = oo which contradicts the boundedness of V.
Define K1 = {A(K)|K € K}. By continuity, K; is a compact set
of Hurwitz matrices, and there exists a d5 > 0, such that any X € Ko
is Hurwitz, where Ky = {X|X € Bs;(Y),Y € K1}. Define
AT =T =T

it

2 2 2
ATE = TP~ T2

The boundedness of /C, (15), (16) and A(29) imply the existence of
t1 > 0, such that for any ¢t; > ¢1, any K; € K, almost surely

Tiyi € K2y T < Co, (€1)

! . is Hurwitz and (27) admits

where C9 > 0 is a constant. Then 7, i

a unique stable equilibrium, that is,

S§—>00

for some P; € S”. From (27), (28), (30) and (32), we have

(32)
- 1 . -1
vec(P;) = — (7:1) 7;27 vec(P;) = — (ﬁ;z) 7;?1
Thus by (23), for any ¢y > ¢; and any K; € K, almost surely
o ~ -1
12 = Pille < | (7)) 7, (1875 alle+

-1
(7)™ 7], v e
F
< Ciol AT il e + Cul| AT ill e

2
T

|

where C'1o and C'1 are some positive constants, and the last inequal-
ity is due to (29), (31) and the fact that &C; and /C, are compact sets of
Hurwitz matrices. Then for any €; > 0, the boundedness of /C, (15)
and (16) imply the existence of t2 > ¢1, such that for any ty > to,
almost surely

|P; — Billr < e1/2, (33)

as long as K’Z € K. By Lemma 7 and (33), for any ty > ¢2 and any
Ki € K, [|[Pi — Pi(s)|lr < aoexp(—bos)||Pil|r < a1 exp(—bos),
for some ap > 0, bp > 0 and a; > 0. Therefore there exists a
s1 > 0, such that for any sy > s; and any t; > to, almost surely

I1Pi(ss) = Pillr < €1/2, (34)
as long as K; € K. With (33) and (34), we obtain
1Pi(ss) = Pil| ¢ < e, (35)

almost surely for any sy > si, any ty > t2, as long as K; €

K. Since €; is arbitrary, we can choose €; such that almost surely
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|G(Pi(sf)) — G(Py)||r < 84/2 for any s; > s1 and any t > ta,
as long as K eKk.

Secondly, since V is bounded, by (35) P;(sy) is also almost surely
bounded. Thus from Lines 7 to 8 in Algorithm 1, (15) and (16), there
exists t3 > t2, such that |G —G(P;i(sy))||r < 64/2 for any t§ > t3
and any sy > s1, as long as K, eK.

Setting so = s1 and to = t3 yields |AG;|| < d4. [ |
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