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In this paper we consider the problem of sampling from the low-
temperature exponential random graph model (ERGM). The usual approach
is via Markov chain Monte Carlo, but Bhamidi et al. showed that any lo-
cal Markov chain suffers from an exponentially large mixing time due to
metastable states. We instead consider metastable mixing, a notion of ap-
proximate mixing relative to the stationary distribution, for which it turns out
to suffice to mix only within a collection of metastable states. We show that
the Glauber dynamics for the ERGM at any temperature — except at a lower-
dimensional critical set of parameters — when initialized at G(n,p) for the
right choice of p has a metastable mixing time of O(n2 logn) to within total
variation distance exp(—(n)).

1. Introduction. Given a vector of real-valued parameters 3 := (5o, 51, .., 0k ) € R X
(R*)X | the exponential random graph model ERGM)(n, 3) is defined to be the probability
measure over all simple graphs with n vertices

() = o (Ho(X)) 5 Hpl(X) = BN,

The N; are homomorphism densities corresponding to fixed finite and connected graphs
Go,G1,.- .., Gk (such as edges, triangles, 4-cycles, 5-cycles, 2-stars, etc, with G being fixed
to be a single edge connecting two vertices) and Zz denotes the normalizing constant. This
is an exponential family where the sufficient statistics are the subgraph counts. The model
significantly generalizes the Erd6s-Rényi random graph and is used to model a variety of
complex networks like social networks and biological networks [10, 16, 8, 9, 31]. Early anal-
ysis was carried out by statistical physicists [24, 25, 4], and probabilists and statisticians have
further studied various questions about these models including sampling, estimation, large
deviations theory, concentration of measure, and phase transitions [1, 5, 26, 7, 11, 23, 32, 27].

The basic problem we consider in this work is that of producing a sample from the ERGM
probability distribution in polynomial time. A popular approach to sampling is to use the
Glauber dynamics, a simple reversible Markov chain with the desired stationary distribution,
and to run it for sufficiently long that it is close to stationarity.

DEFINITION 1.1 (Glauber Dynamics). Given any probability distribution 7 over X =

{0, 1}(2) with 7(z) > 0 for all x € X, the Glauber dynamics with respect to 7 is the discrete
time Markov chain over X’ with single step transition from X to X’ as follows:

1. Pick a coordinate I € [(})] uniformly at random.
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2. Form X’ by keeping all edges except for I the same as in X and sample X} ~ 7w (-|X 1)
conditional on the other edges. Here X . ; denotes all the edges of X other than the edge
1.

The Glauber dynamics with respect to 7 is reversible for 7 ([20]), so in particular 7 is
stationary.

The mixing time of the Glauber dynamics, i.e., the time until the distribution is within total
variation 1/4 of stationarity, determines whether the approach is feasible. This mixing time
was shown by Bhamidi et al. [1] to be essentially characterized by the function Lg : [0,1] —
R defined as

K
(1) Lg(p) =) pp! ™ = I(p)
1=0

where for each i, E; is the edge set of the fixed graph G; and I(p) := Splogp + 3(1 —
p)log(1 — p). (Bhamidi et al. [1] actually formulated their results in an equivalent way in
terms of the function ¢g defined in Section 2.3, while L was studied by [6].)

THEOREM 1.2 ([1]). Consider the ERGM(n, 3) distribution. There are three regimes
for B:

1. Hightemperature: If L has a unique local maximum with a non-vanishing second deriva-
tive, then the Glauber dynamics Markov chain for ERGM(n, 3) mixes in time O(n?logn).

2. Low temperature: If Lg has multiple local maxima with non-vanishing second deriva-
tives, then any local Markov chain with stationary distribution ERGM(n, 3) must suffer a
mixing time of exp(2(n)).

3. Critical temperature: If any local maxima of Lg has a vanishing second derivative.

In this work, we use a somewhat informal notion of metastability since this is not needed
in order to state our technical results. Consider subsets of the state space A, B C X such
that A C B. We will call B to be metastable with respect to a given Markov dynamics if
the Markov dynamics initialized inside the set A takes a long time — exponential in n — to
exit the set B. Slow mixing in the low-temperature phase is due to the existence of multiple,
disconnected metastable states from which it takes the Glauber dynamics exponential time to
leave. The question is therefore: can one efficiently produce a sample from the ERGM in the
low temperature regime?

An important insight into the structure of the ERGM distribution was developed by Chat-
terjee and Diaconis [6], and this will constitute a useful step towards our goal. They showed
that the ERGM distribution is close to a finite mixture of constant graphons with respect to
the cut-metric (graphons and the cut metric d are reviewed in Section 2.2):

THEOREM 1.3 (Theorem 4.2 of [6]). Denote by Mg the set of global maxima of Lg. The
ERGM(n, ) distribution converges, in probability with respect to the cut-metric, to a mixture
of G(n,p*) for p* € Mg. Formally, let X,, ~ ERGM(n, 3) and X,, be its corresponding
graphon and M 3 be the set of all constant graphons with value p* for some p* € Mg. For
every fixed 1) > 0, there are constants C(n), c(n) > 0 such that

P(60 (X, M) > 1) < C(n) exp(—c(n)n?).

Given the approximation results of Chatterjee and Diaconis, can one simply find p* and
obtain a sufficiently accurate approximation of the ERGM by sampling G(n,p*)? Unfor-
tunately, no: Theorem 1.3 is in cut metric, which turns out to be too weak to control total
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variation distance. Indeed, the paper [3] shows that drv(ERGM, G(n,p*)) — 1 even for the
simple ERGM consisting of edges and 2-stars. The approximation results of Eldan and Gross
[7] show that even in the low-temperature regime, the ERGM can be approximated in a cer-
tain Wasserstein metric by an appropriate mixture of stochastic block models, endowing it
with richer structure compared to G(n, p*). However, these results also do not imply approx-
imation in the total variation distance.

The ERGM is closely related to the ferromagnetic Ising model and, in fact, the ERGM
with the 2-star can be written as an Ising model. Just as for the ERGM, the Glauber dy-
namics is known to mix exponentially slowly for the Ising model at low temperatures. Nev-
ertheless, there are Markov chains mixing in polynomial-time which can sample efficiently
from arbitrary ferromagnetic Ising models based on random cluster dynamics [15] and the
Swendsen-Wang dynamics [29, 30]. For the ERGM it is not at all clear how to write down
the corresponding random cluster model such that the associated random cluster dynamics
mixes rapidly. We instead pursue a more direct approach.

The starting point of our approach is the observation that if our aim is only to produce a
sample from nearly the correct distribution, then there is no need for the dynamics to tran-
sition between all metastable states. In order to implement this intuition, it is necessary to
slightly modify the standard definition of mixing time of a Markov chain. The usual defini-
tion measures the distance to stationarity starting from a worst-possible initial state. Instead,
we use the following definition.

DEFINITION 1.4. Given a Markov transition kernel P with stationary 7* we start from
some initial distribution 7y and say that P is (7o, 7", 7,)-mixing if for every t > 7

() drv(moPt,m*) <4

Note that an immediate consequence of the data processing inequality for total variation
is that P is (mg, 7", 7, 9)-mixing if and only if drvy (7o P7,7*) < 9.

Our main result, Theorem 3.1 given in Section 3, shows that whenever § > dg =
exp(—5(n)), with 7 being a mixture of G(n,p*) for some carefully chosen distribution
p*, the Glauber dynamics for ERGM is (g, 7*, Csn? log %, 0)-mixing even in the low tem-
perature regime. That is, as long as the target TV distance is > §g, then the mixing time of the
Glauber dynamics is O(n?logn). This gives a counterpoint to the criticism of these models
in [1] based on the difficulty of sampling these models at low temperature.

The role of dy merits some discussion. Incorporating the starting distribution into the def-
inition of mixing time invalidates one of the basic lemmas: it is no longer true that the total
variation decreases exponentially as exp(—C't/n?log(n)) for every t. The basic reason is
that in a Markov chain with multiple metastable states requiring exponential time to leave,
any initial error in probability assigned to the metastable states might persist for exponential
time. Thus, one might think of dg as capturing this initial (possibly unavoidable) error. We
remark that Gheissari and Sinclair’s work [14] on mixing in low-temperature Ising models
also considers mixing up to a TV distance of Jg.

The following is a corollary of Theorem 3.1.

THEOREM 1.5.  Suppose that p* is the unique global maximizer of Lg and moreover
that Lg has nonzero second derivative at p*. Let o := G(n,p*). There exist positive con-
stants cg,Cg and no(B), such that if n > no(B), then whenever 6 > exp(—cgn), the Glauber
dynamics for pg is (7o, u, Cgn?log(n?/6),8)-mixing.

In fact, Theorem 3.1 is more comprehensive and shows that even when there are multiple
global maximizers in the low temperature regime, we can sample efficiently from the condi-
tional distribution of being close to any of these maximizers. In Theorem 3.3, we establish
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a surprising richness which can be present in the ERGM at low temperature. Even within a
small cut-metric neighborhood of the constant p* graphon where the ERGM measure concen-
trates (and looks very close to G(n, p*)) [6], we establish the existence of metastable states
for certain choices of 5 whose total probability is exp(—©(n)). The Glauber dynamics takes
an exponentially long time to escape this set of metastable states. In contrast, Bhamidi et
al. [1] constructed metastable states as sets of graphs similar to G(n, p), where p was a local
maximizer of Lg, and these have a total probability of exp(—Q(n?)).

1.1. Overview and Proof Sketch. 'We now give a high level overview of the ideas behind
the main results, which are stated in Section 3.

Sufficient Conditions for Path Coupling. The large deviations results in [6] stated here as
Theorem 1.3 show that a sample from the ERGM is w.h.p. close in cut-metric to some con-
stant graphon with value p*. Sufficient conditions established in [1] for the path coupling
argument to work requires much stronger control on small subgraph counts than provided
by the cut-metric: the increase in homomorphism density of G in X formed by adding any
edge e to X (denoted by A% (X)) must be approximately 2n=2|E(G)|(p*)/F(@I=1 for ev-
ery fixed subgraph G. We will show that Ag, (X') indeed concentrates close to this value with
probability 1 — exp(—Qs(n)). The coupling argument showing how this statement implies
our main theorem is contained in Sections 4 and 5.

Fixed Point Equations for Subgraph Concentration. Theorem 1.3 shows that X ~ i is close
to the constant graphon with value p*. Section 6 reduces the task of showing concentration of
AZ(X) to show additionally that: (1) every node degree uniformly concentrates close to p*
and (2) that the number of common neighbors of any two vertices u and v is close to n(p*)2.
We show these two properties as follows. First, concentration of degrees is established us-
ing the cavity method, discussed momentarily. For the second property, we make use of the
concentration of degrees to derive a fixed point equation for the common neighbor counts
and use the concentration results for fixed point equations established in [5, Theorem 1.5].
We note that the concentration results given by [5, Theorem 1.5] in themselves do not seem
to be sufficient to establish the concentration of A% (X') and the concentration of degrees as
established by the cavity method is essential.

Cavity Method for Degrees. We use the cavity method as developed in Section 8 to first
show that conditioned on the exponential random graph X being close to the constant p*
graphon, the normalized degree of every vertex concentrates close to p*. Graphon conver-
gence can show that most vertices have degree close to p* (see Lemma 7.1). To obtain the
uniform concentration, we look at the law of the the edges emanating from a single vertex
(called the cavity) conditioned on the rest of the graph being close to the constant graphon
p*. We show that the “mean field” generated by the rest of the graph forces the cavity ver-
tex to have degree close to p* with high probability. This is established in Theorem 8.9 and
Corollary 6.3 and is our main technical innovation.

1.2. Discussion and Future Work. Fast mixing of a Markov chain can be used to establish
concentration of measure, central limit theorems, and estimation of the partition function.
Concentration of measure, CLTs and approximation by G(n,p) ([11, 27]) have been explored
in the literature for high-temperature ERGM models. It would be interesting to consider their
extension to low-temperature ERGM via the approximate mixing established in this work.
Maximum likelihood estimation often involves estimation of the partition function. There
are multiple works ([17, 28, 12, 13, 18]) that efficiently approximate partition functions of
a parametric family with a given parameter 3 by efficiently generating samples from the
distribution for every choice of the parameter 3’. We leave open the problem of estimating
the partition function of the low-temperature ERGM.
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1.3. Related Work. Polynomial or quasipolynomial time mixing from a well-chosen ini-
tial distribution has been explored for the mean field Ising model by Levin et al. [19] and
more recently for the Ising model on the lattice Z by Gheissari and Sinclair [14]. Lubet-
zKy and Sly [22] consider mixing from specific initial conditions for the 1-dimensional Ising
model and identify initial states which allow faster mixing than the worst case by constant
factors. The work [21] considers an idea similar to ours in isolating the ‘modes’ of a probabil-
ity distribution in order to aid sampling. Their approach consider multiple, coupled, random
instantiations of the Markov chains, which are all allowed to interact as the evolve, whereas
our work considers a single instance of such a Markov chain.

2. Background and Notation. This section contains the basic definitions and notation
for graphons and the Glauber dynamics.

2.1. Notation. For any simple graph X, we denote by V(X) its vertex set and by
E(X) its edge set. Given an unordered pair e = (u,v) for some u,v € V(X), we define
Xe = Xy = Xpu = 1(e € E(X)). Without loss of generality, we take V' (X) = [n], where
|V (X)| = n, and identify the space of finite simple graphs on n vertices with the space
X = {0, 1}(;) where the coordinates are indexed by tuples (u,v) for u < v, u,v € [n].
Throughout, we will reserve u, v, w to denote vertices of size n random graphs for large n
and 7, j, [ to denote vertices of fixed graphs like Gy, G, ... above.

By X... we denote the graph formed by all edges other than the edge e. Given X €
X, define XT¢ € X (resp. X ¢ € X) by (X1T¢) . = X (resp. (X ¢) e = Xe) and
(XT¢)e =1 (resp. (X ¢). = 0) i.e., we add (resp. remove) edge e to the graph X.

We use the standard asymptotic notation O( - ), (- ), and ©(-).Forz,y € Rt y = O, (z),
we mean y < C,x for some constant C, which depends only on 7y (and similarly for {2, and
©,). In the statement of the results, expressions of the form € < ¢(y) mean “e smaller than
a constant depending only on 7" and n > ng(-y) means “n larger than a constant depending
only on ~".

We will occasionally use the function I : [0,1] — [—3,0] given by I(p) := iplogp +

2
%(1 —p)log(1 — p). This is just —1/2 times the binary entropy function. For any set A C B,

welet AL:= B \ A whenever the set B is clear from context.

2.2. Graphon Theory. Our work relies heavily on the theory of graph limits and
graphons; our notation follows [6]. Let WV denote the space of symmetric measurable func-
tions f : [0,1]? — [0, 1], where the space [0,1]? is endowed with the uniform probability
measure. For f, g € W, define their cut distance to be

bo(fg) = sup /S (@) = glay)dads

8,7C[0,1]
where the supremum is over Borel measurable sets S, 7. Define the equivalence relation
~ on W by f ~ g iff there exists a measure preserving bijection o : [0, 1] — [0, 1] such that
f(z,y) =g(ox,0y) == gs(x,y). Let W be the quotient space with respect to this equivalence
relation. For f € W, let f denote its orbit in WW. A metric 55 on W can now be defined as

0o(f.9) = inf do(£. go)

An important fact in the theory of graph limits is that (W, d0) is a compact metric space.
For a graph X with vertex set [n], we can associate the function fX € W where
X (x,y) = L inz ), nyeB(x) = X|na|,|ny|- We define its corresponding graphon to be
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X = fX € W. Note that under this mapping, vertex isomorphic graphs correspond to the
same element of /. We will denote the graphon with the constant value p € [0,1] by p1.

For a finite simple graph H with vertex set [k] for some k € N and a graphon h € W, we
define the homomorphism density ¢(H, k) as

t(H,h) :/ T A z))ds: ... do.
0" i jye ()

In particular, the subgraph counts N;(X) appearing in the Hamiltonian Hz(X) are defined
as the homomorphism densities

3) Ni(X) :=t(Gi, f).

When emphasizing a particular graph G we will also use the notation N (X).

The classical theory of graph limits is too coarse to understand convergence of Markov
chains because the cut metric does not control degrees of individual vertices (or neighbor-
hoods of two vertices), which can have a large impact on the evolution of the Glauber dy-
namics. The following quantities will allow us to establish a fine-grained understanding of
the measure . Given a graph X with n vertices, whenever u € [n], we define the normalized
degree

degree of vertex u Lo
@) pu(x) = —n [ [ sy,
0 Jugt

n

Similarly, define the normalized wedge count for nodes u, v by

number of vertices to which both v and v have edges
Puv (X) =

1 ra
=y
0 Ju—l

2.3. Glauber Dynamics for the ERGM. As described in the introduction, at each step of
the Glauber dynamics for p a pair of vertices e = {u, v} is chosen uniformly at random from
the (g) possibilities and the variable X, indicating presence of edge e is updated according
to the conditional probability

(6) Pe(Xne) = Exy [Xe|Xne] -

It will be useful to express the update probability in terms of subgraph counts. For any
graph G = (V, E) define

(7) AG(X)=Ng(X*°) = Na(X™°)

and let

n
[ 555w ey

ro(X,e) = <712§’%(’X)>w11

I can be shown via straight forward calculations that the update probability can be expressed
as:

exp(280 + K | 261 Eilre, (X, e)l Bl =1)

¢6(X~e) =Ex~ [Xe|X~e} = .
g 1+ exp(260 + i, 261| Erlra, (X, e)lEil-1)
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Note that, by definition of ¢ (X, ), adding the edge e to X . increases n?N;(X ), the scaled
homomorphism density of G; in X, by 2|Ej|rg, (X, e)!P/=1. The expression for ¢ (X .) is
obtained by writing down Hg(X) — Hg(X. ) in terms of ¢, (X, €).

It follows from the definitions that if X ~ G(n,p), then r¢(X,e) ~ p with high prob-
ability. If, conversely, it were the case that r¢(X,e) = p for all G,...,Gk, then the up-
date probability takes the following simpler form (with some abuse of notation) given by
¢35 :10,1] — [0, 1] with

exp(280 + Y25, 261 Ei[pl Pt 1)
8 = .
® 95(p) 1+exp(250+2l}i1 28| E;|plE11-1)

Let Mg denote the set of global maximizers of Lg. Let Ug C Mg be the global maximizers
where the second derivative of Lg is nonzero. It can be shown that p* € Ug only if p* =
¢p(p*) and ¢j3(p*) < 1. What this implies is that p* is a stable fixed point: if the chain is
started at X where r¢(X,e) = p* for all G € Gy, ...,Gk, then that continues to hold for
exponentially many steps. This was shown in Lemma 17 from [1] and is stated in our paper
as Lemma 4.9.

We will also need to consider the Glauber dynamics for distributions 7 that assign zero
probability to some graphs.

DEFINITION 2.1 (Glauber Dynamics). Given any probability distribution 7 over X =

{0, 1}(2), we define the Glauber dynamics with respect to 7 to be the discrete time Markov
chain over X’ with single step transitions (to obtain X’) as follows:

1. Pick a coordinate E € [(%)] uniformly at random.
2. Given the coordinate F, define X ®F to be X with edge F flipped, and let

X with probability —~35 )< if 7(X) #0

B)+7(X)
) X" = X®F with probability 1 if 71(X)=0
X with probability —## vy

The Glauber dynamics with respect to 7 is reversible for 7 ([20]), so in particular 7 is sta-
tionary. When 7(X') > 0 for every X, this reduces to the definition given in Definition 1.1
3. Main Results. Fix § € R x (R*)K, and recall that M3 denotes the set of global max-
imizers of Lg. Let Ug C Mp be the global maximizers where the second derivative of Lg is
nonzero. Throughout, we will always take p* € Ug. When |Ug| = | M| = 1, our main result,
stated below in Theorem 3.1, shows that the Glauber dynamics for ERGM when initialized
at the G(n,p*) distribution rapidly approximately mixes as long as the target total variation
distance dy > exp(—cpn) (see Definition 1.4). Note that |Ug| = |Mpa| = 1 even in the low
temperature regime for Lebesgue almost all 5.

In the case that |[U| > 1, we show that Glauber dynamics with the same initialization as
above can efficiently and approximately sample from the ERGM conditioned on being close
in cut metric to the constant p* graphon. Note that Theorem 1.3 shows that with a very large
probability, a sample from the ERGM is close to the constant p graphon for some p € Ug. If
the probability of being close in cut-metric to each p € Ug under the measure j is known,
then we can initialize the Glauber dynamics to the correct mixture of (G(n,p))pev, and
show that it mixes rapidly as long as the target total variation distance dy > exp(—cgn). In
this work, we do not consider the problem of estimating these mixture probabilities.

For 1 > 0 denote the 7-ball in cut metric around p* by

Bl(p*) :={X € X:6p(X,p*1) <n}.
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Let P, be the kernel of the Glauber dynamics with respect to the measure /( - |BE (p*)) and
let P be the kernel of the Glauber dynamics with respect to the measure p.

THEOREM 3.1. Let mo := G(n,p*) for any p* € Ug. Let Xo ~ 7o, X1, Xa,..., evolve
according to P, and Xq ~ w9, X1, X>,... evolve according to P. There exist positive con-
stants 1o(B), ¢, Ca.y and no(B,n) such that whenever n < 1o(3) and n > ny(5,n), the
following hold:

1. (Xo,X1,...,X7) can be coupled with (X, ..., Xr) such that with probability at least
1 -TC(B,n)exp(—cgnyn), we have

(XO,XI,...,XT):(XO,XI,...,XT).

2. Whenever § > exp(—cg,n), Py is (Wo,,u(-]BnD (p*)),Csn?log(n?/6),d)-mixing.
3. If |Ug| = |Mg| =1, then whenever § > exp(—cg ,n), P is (7o, , Cg ,n?log(n?/é),d)-
mixing.

This theorem shows that we can achieve metastable mixing by disregarding a portion of the
state space of probability exp(—cg,,n) under the measure ,u(-|BnD (p*)). One might wonder
if this is necessary, and in particular whether it is possible to improve the second item due
to BnD (p*) being possibly well-connected. We next answer this question in the negative and
gain insight into the structure of the ERGM measure at low temperature.

The paper [1] constructs metastable states where the graph is close to G(n,p) for some
p which is a local maximizer of Lg, from which any local Markov chain takes exp(£2(n))
time to escape. The large deviations theory based results established in [6] show that when
p is not the global minimizer of Lg, then these metastable states collectively have mass
exp(—£2(n?)). One might hypothesize that the metastable states can be fully characterized
by the behavior of local maximizers of Lg and the cut-metric neighborhoods, and moreover
that they have total mass exp(—Q(n?)) .

Perhaps surprisingly, it turns out instead that the low-temperature ERGM landscape is re-
markably intricate even within the neighborhood BE (p*) around the global optimizer p*.
We show by construction that this set can contain multiple metastable states which collec-
tively have mass exp(—©(n)) and from which the Glauber dynamics takes exp(€2(n)) time
to escape. These states are close in cut-metric to the constant graphon p* and it follows that
cut-metric based large deviations analysis cannot capture the intricacies of Markov chain
mixing in the ERGM at low-temperatures.

EXAMPLE 3.2. Suppose K =1 and let G; be the triangle graph (i.e, the 3 clique). Let
o(z) :=e”/(1+e"). There exist parameters 3y, 31 € R x RT and real numbers p} # p} such
that:

1. p; and p} satisfy p; = o(280 +681(p})?), Us = {p}}, and p} is a local maximizer of Lg;

2. There exists ¢* € [0,1], ¢* ¢ {p},ps}, such that ¢* = o (25 + 6514*p7);

3. Taking f(x) = 0(26 + 6612%) and g(x) = (280 + 6B12p}), we have f’'(p}) < 1 and
9'(q") <1.

We numerically check that the choice 5y = —1.8 and 81 = 2 has pj, p5, and ¢* satisfying the

relations above. As shown next, this turns out to imply metastability.

THEOREM 3.3. Consider Example 3.2 given above. Let 1 > O be any small enough con-
stant. Let the initial state Xo be such that (Xo)1; ~ Ber(¢*) and (Xo);; ~ Ber(p) for
1,5 # 1 and i < j are independently distributed. Suppose Xy, X1,... is the trajectory of
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the Glauber dynamics with respect to | with 8 as given in Example 3.2. Define the set of
graphs Xq.,(n) for q,p € 0,1] by

Xop(n) :={X € X:60(X,p) <n/2and |p1(X) — q| <n}.
Then the following hold:

1. The set Xy« ,x(n) is metastable: There is a constant @ > 0 such that

P (mtgexp(an) {Xt € Xq*,p’{ (T,)}) >1- eXp(_Qn(n)) :
2. The set Xy = (1) has sizable probability:

1( Xy p; (1)) = exp(=6Oy(n)) .

3. Most of the mass lies in Xpx = (1):
Xz p1 () 2 1 — exp(—L2y(n)) -

The theorem is proved in Section 9. Note that the existence of p3 is necessary for the
model to be in the low-temperature regime and for ¢* # p] to exist in the result above (else
Glauber dynamics would mix in time O(n?logn) as shown by [1]). However, the theorem
statement itself does not refer to p3.

In order to see why the set of states described in the theorem above are metastable, consider
the first step of Glauber dynamics taking X, to X;. The number of triangles formed by
including an edge e = (1,7) is approximately ng*p; (which is 6npjq* after counting re-
labelings), i.e., A (Xo) ~ 6’§2q* . Thus, the Glauber dynamics updates this coordinate to 1
with probability ~ o (28y + 651¢*p;) = ¢*. Similarly, if an edge e = (4, ) is to be updated
with 4, j # 1, then the number of triangles formed is n(p})? (which is 6np}q* after counting

re-labelings) i.e., Ag, (Xo) =~ M, and the probability of setting this coordinate to 1 is

n2
~ (280 + 661(p})?) = p;. Therefore, the Glauber dynamics update still makes X; look
approximately like the initial distribution. Not only that, but this is a stable fixed point, which
follows from the conditions f’(p7) < 1 and ¢'(¢*) < 1.

4. Showing Metastable Mixing for Glauber Dynamics .

4.1. Couplings, Contraction, and Mixing. Consider a Markov chain over the finite state
space X" and with transition kernel P. Let d : X x X — R be such that sup,, ¢ y d(z,y) <
dmax- We will use the following lemma to establish metastable mixing, proved in Ap-
pendix C.

LEMMA 4.1. Let A C X x X be such that for (x,y) € A there exists a y-contractive
coupling Qy of P(z,-) and P(y,-), i.e. for (X', Y") ~ Qg we have
Ed(X',Y') < (1 —7)d(z,y).

Then, given any jointly distributed (Xo,Yy) € X x X, there exists a coupling between the
trajectories (Xy)i>0 and (Yy) >0 of the Markov chain P such that

Ed(Xk+1, Yie+1) < (1 —v)Ed(Xk, Yi) + dmaxDk ,

where py, == P((Xy,Y3) € AY) =1 — P((Xy,Y:) € A). Unrolling this recursion, we con-
clude that

su

Rd(Xic, Vi) < dimas [ (1 = 7)€ + ZESELE]

v
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The following corollary is immediate from the coupling characterization of total variation.

COROLLARY 4.2. In the setting of Lemma 4.1, if additionally inf,, d(z,y) > dmin.
then dry(Xk, Yi) < %= [(1—5)% + 47! supy< g pi] -

In essence, the result above shows that whenever two trajectories can be coupled such that
with high probability they lie in a set A where a contractive coupling exists, then the laws
of their iterates converge until a certain lower threshold. In particular, taking Yy to be drawn
from the stationary distribution of P, we can establish metastable mixing for Xy, X1, ....

We will use the monotone coupling, defined next.

DEFINITION 4.3 (Monotone coupling). When P is the kernel of the Glauber dynamics
with respect to y, the following coupling between P(z,-) and P(y, ) is called the monotone
coupling. For any two x,y € X', we obtain the one step Glauber dynamics updates X', Y” as
follows:

1. Pick the update edge I € ([Z]) uniformly at random to be the same for both X’ and Y.
2. Draw U ~ Unif([0, 1]) independent of everything else and set
(10)
+I . _j’_I .
X/: x Iler[07¢I(xNI)) al’ld Yl: y Iler [07¢I(y’\‘1))
x~' otherwise y~* otherwise.

For any two graphs X,Y € X, the relation X <Y denotes that X, <Y, for every e €
([Z]). It follows immediately from the definition of the monotone coupling that given X XY,
if X’)Y"’ are obtained via the monotone coupling, then X’ <Y’ almost surely. We next

identify a region of the state space over which the coupling is contractive (as required by
Lemma 4.1).

4.2. Control of Subgraph Counts Implies Contraction. We will now follow the results
established in [1] to show the path coupling of Glauber dynamics and use the notations they
introduced. Recall that the update probability under the Glauber dynamics for p is given by

_exp(Bo+ 0 26| Bilre, (X, )P
¢6(X~e)— )74 = ,
1+ exp(Bo + Y10y 28| Erlrg, (X, e) B1l-1)

where

1
HZAE(X)) [EG)-1

2|E(G)]

ra(X,e) ::<

and AE(X) = N(;(X+e) — N(;(X_e).

Let G, denote the set of finite simple graphs with at most L vertices (omitting the graph
with 1 edge and 2 vertices), where L is a fixed constant satisfying L > max;<x |V;|. Define
the set

(1) Tpo:={X:ra(X,e)ep" —ep* +elforallec () and GG} .

Note that whenever X € I'p- ., ¢o(X ) = ¢ps(p*) = p*. That is, each edge updates approx-
imately like G(n,p*). The significance of I« . is that in this set the monotone coupling is
contractive, as shown in [1, Lemma 18] and stated next. We will additionally state a theorem
in the next subsection that I',- . has high probability under (- ]BUD (p*)).
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LEMMA 4.4 (Contraction within '« ., [1]). Let p* € Ug, € > 0 small enough as a func-
tion of 3, and n large enough as a function of 5,e. Let A :={(z,y) € ['p» ¢ X Tpx c 12 <y},
Let X',Y' be obtained from x,vy via one step of the Glauber dynamics under the monotone
coupling. There is a constant c(3,€) > 0 such that if (z,y) € A, then

C(ﬂ’ze))dH(%y),

n

Edy(X',Y") < (1 -
and moreover, X' XY almost surely.

4.3. Key Theorem. We firstrecall Theorem 1.3 which state that Uy« ¢, BnD (p*) has prob-
ability 1 — exp(—£2(n?)) under the measure 1, that is, most of the mass of y is concentrated
in the cut-metric balls BnD (p*). The following theorem shows that 4 - ]Bnu (p*)) concentrates

over the set I',« ., where path coupling is possible (as per Lemma 4.4).

THEOREM 4.5.  Suppose p* € Ug. Given any € > 0, and any 1 < c(3, €), we must have:
N(Pp*,e}BE(p*)) >1-C(n,¢ B)exp ( - Qﬁ,e,n(n)) .

We prove the theorem in Section 6, modulo lemmas proved via the cavity method in Sec-
tion 8.

REMARK 4.6.  Notice that 7 (X, e) € [p* —¢€,p* + €] uniformly for every e is not implied
by 0g(X,p*) < n (for any constant > 0). An example is given in Theorem 3.3, where
metastability occurs despite being close to the p* graphon with high probability: The edges
emanating from a single vertex prevent uniform concentration of (X, e) in the set [p* —
€,p* + €, but the single vertex neighborhood has a vanishingly small impact on (X' D).

While it can easily be proved directly, the following is also a corollary of the above theo-
rem. This is a corollary since any dense Erdds-Rényi random model G (n, p) can be written as
an instance of the exponential random graph model. This has p as the single local maximizer
for La(-).

COROLLARY 4.7. Fix any € > 0. Then there exists dy(e) > 0 such that for all 0 < § <
do(€), if Z ~G(n,p*+6),then P(Z €T () > 1 — exp(—Qec(n)).

Even though Theorem 3.2 in [6] considers the probability over the entire space of
graphons, we can easily adapt its proof to show the following lemma which considers only
the neighborhood BE+ 5(p*) for p* € Ug. A brief sketch of the modifications required is given
in Appendix A.

LEMMA 4.8.  Suppose p* € Ug. Then, there exists a constant cg > 0 such that whenever
0,06 € (0,cp) are fixed constants independent of n, we have

p(n < og(X,p*) <n+0)
p(éa(X,p*) <n)

4.4. Metastability. We intend to invoke Lemma 4.1 to show approximate mixing and
prove Theorem 3.1. The prior subsection shows that G(n,p*) and at y( - !Bnm (p*)) are both
within the set I',« . with high probability. We show that the Glauber chains with these ini-
tializations do not leave I, . with probability 1 — exp(—£2(n)) until time exp(£2(n)). Some
intuition behind this was given in Section 2.3.

We next state Lemma 17 from [1], after adapting it to our situation.

< C(n,6) exp(—c(n, d)n?).
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LEMMA 4.9 (Staying in I')« ). Let € > 0 be a small enough constant independent of n
and suppose p* € Ug. Let Xo, X1,... evolve according Glauber dynamics with respect to
the measure pi. If Xo € T« , then for some o = a(f3, €, L), we have

P(X; €Ty o forall t <e®") >1—exp (— Qg r.(n)).
The proofs of the following lemmas are given in Appendix C.

LEMMA 4.10 (G(n,p* + €) sandwich). Let p* € Up. Let constants €,1 > 0 be such that
e <eo(B), n <no(B.e), and n>no(B,e€,n). Let X ~ u(-|B,)(p*)), Y ~ G(n,p* +¢), and
Y ~ G(n,p* — ¢€). Then, there exists a coupling between X,Y, and Y such that with proba-
bility at least 1 — exp(—Qg (1))

Y=<X<Y.

LEMMA 4.11 (Staying in B /2( p*)). Suppose p* € Ug, 1 > 0 such that n < no(B3) and

n > no(n,B). Let Xo ~ G(n,p*) and generate the trajectory Xy, ..., X1 via Glauber dy-
namics with respect to . The entire trajectory Xy, ..., X stays wzthm the ball B /2( p*)

with probability at least 1 — T'C(3,n) exp(—c(8,n)n).

5. Proof of Main Result, Theorem 3.1. We now show how the main theorem fol-
lows from the various lemmas stated in the last section. Recall that 7o := G(n,p*), Xo ~
70, X1, Xa, ..., is a trajectory of the Markov chain P, and Xq ~ 7y, X1, Xo,... is a trajec-
tory of the Markov chain P.

5.1. Proof of Theorem 3.1, Part 1. We will couple the trajectories Xo,...,Xp and
Xo,..., X7 such that the event £ := {(Xo, X1,...,X7) # (Xo,...,X7)} satisfies £ C
ul U{Xt (BnD/z( )G} We can then conclude the result from Lemma 4.11. The main
observation is that whenever n is large enough as a function of 7, if X € B, /2( p*), then

P,(X,-)=P(X,-). We construct the following coupling:

1. Xy = X almost surely. B
2. Xi41, X441 are drawn from the TV optimal coupling between P (X4, -) and P, (X4, ).

It is clear that {X; 1 # X1} C {X; # X3} U {Xt (BE/2

{Xo # Xo} is the empty event, we conclude that {X; # X1} C{X, € (BY 72 (P ) }. An
induction argument with the same basic step shows that £ C U] {Xt (B77 ) } O

) } Now, notlng that

5.2. Proof of Theorem 3.1, Part 2. Let Yy ~ p ’BD ) and consider the trajectory
Yy,Y1,..., Y with respect to the transition kernel P,. Note that this is a stationary process
since the stationary distribution of P, is y (-|BL (p*)). Similarly, let Yy ~ (| BY (p*)),
but with the trajectory Yi,...,Yr generated with respect to the transition kernel P. Using
Lemma 4.8 to bound P(Y; € B g(p*)), a similar proof as in Item 1 shows that

(12) drv((Yo,....Yr),(Yo,...,Yr)) <Texp (— Qg,(n%)).
From Item 1, we have
(13) drv((Xo, ..., X7),(X0,...,X1)) < Texp(—Qs,,(n)).

These last two displays allow us to consider the total variation distance between the dis-
tributions of X7 and Y instead of X7 and Y7 . Let € > 0 be small enough to satisfy the
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conditions in Lemma 4.9. By Lemma 4.10 and Theorem 4.5, we conclude that for some
0<d<do(B,e,m),n<mno(d,¢,B), and n > ng(d, 5,m,€), we can couple Zy ~ G(n,p* + 9)
with X and Yj such that with probability at least 1 — exp(—£23 5.,.¢(n)), the following hold:

1. Xo = Z() and YO = Zo, and
2. X0,Y0,Z0 €T pec.

Now, we consider the Markov chain Zy, Z1, ..., Zp with respect to P. We consider the
monotone coupling between Yy, ..., Yy and Zy, ..., Zp as in Definition 4.3: conditional on
Yo X Zy, we have Y; < Z; almost surely for every ¢ <T'. Recall I',« . from (11) and the
set A:={(2,y) € Tpr c X [pe o : x <y} defined in Lemma 4.4. Now, (V;, Z;) € A% implies
either Yo A Zo, Y, €'y« ¢, or Z; ¢ I« . The first of these is ruled out by monotonicity of
the coupling. For the latter two, Lemma 4.9 shows that starting in I'« . the trajectory stays
there for some time, and it follows that

P((¥, Z0) € A%) < exp (= Qg s.en(n)
Applying Lemmas 4.1 and 4.4 with Hamming distance dy over &X', we conclude that
whenever T' < exp(con) for small enough ¢y as a function of €, 9, n, 8
2

Ed(Yr, Z7) < % [(1 - C(;’f ))T +- <Z2 % exp(—ﬂn,ﬁ,e,g(n))} .

Similarly, we have

2 2

B, zr) < | (1- 292) el st

Combining the two displays above, the coupling characterization of TV distance implies
drv (X7, Yr) <P(Xp #Yr) <P(Xp # Zp) + P(Zr # Yr)
<P(d(Xr,Zr) > 1) +P(d(Yr, Zr) > 1)
< Ed(XT, ZT) -+ Ed(YT, ZT)
T n2
14 <n? (1—C<6’5)) —0 .
(14) =n [ n2 + c(e, B) exp( 77767675(”))

Y

Now, we will allow €,6 to be small enough constants as a function of 5 such that Lem-
mas 4.9 and 4.4 hold. Whenever 7 is small enough as a function 8 and n is large enough,
combining Equations (12), (13), and (14), yields

T 2T
(€, ﬁ)) R
n2 c(e, B

This yields the second part of the theorem statement by considering 7" = Cg ,n? log(n?/d).
O

drv(Xr,Yr) < n? [(1— ¢ ] exp(—ang(n))} .

5.3. Proof of Theorem 3.1, Part 3. Whenever |Ug| = 1, the concentration result of [6]
(stated here as Theorem 1.3) implies that

drv (p (1B, (7)) < exp (= Qg,(n%)) .

Meta-stable mixing to u follows from the second part and the triangle inequality. O
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6. Uniform Subgraph Concentration and Proof of Theorem 4.5. In this section we
reduce the proof of Theorem 4.5 on the concentration of A%, (X) := Ng(X1¢) — Ng(X )
to control of both the vertex degrees p,, (X ) and common neighbors p,,, (X ). The latter are
stated here as corollaries and will be proved via the cavity method in Section 8.

Theorem 4.5 states that if we sample X ~ (- |BZ(p*)). then X € T . with probability
1—C(B,€,n)exp (—Qs,en(n)). Unpacking the definitions, it suffices to show that for some
small enough h(e, L),

2B(G)|(p) P ’ < Me L)

(15) AG(X) ;

n
forevery G € Gp and e € ([g}) , with probability at least 1 —C (3,7, €, L) exp(—Qg,n.e,.(1)).

We start with a lemma (proved in Appendix B) which shows that (15) (and hence The-
orem 4.5) follows from uniform control of both the vertex degrees p,(X) and common
neighbors p,,, (X). Some notation is needed. Given a fixed graph G = ([k], ') and vertices
i,j € [k] such that (7, 7) € E, let

In words, d;;(G) is the number of common neighbors of vertices ¢ and j in G.
LEMMA 6.1. Suppose X € X, e = (u,v), and p* € [0,1] are such that

SUPyefy) [Pu(X) — p*| < €. For any fixed graph G and for some constant Cc depending
only on G, we have

uv dij _ C o _
A0 -5 3 (Pl or)E e < O (o £at).
(1,J)EE(G)

COROLLARY 6.2. Let C(L) =maxgeg, Cq for Cq in Lemma 6.1 and h(e, L) be as in
(15). Let a(e, L) = h(e, L) /3C(L). Then X € T,- . holds if

1. X is a(e, L)-close to the constant graphon p* in the cut-metric,
2. py(X) is uniformly close to p* for every vertex u, i.e., sup,, |p.(X) — p*| < a(e, L), and
3. puw(X) is close to (p*)? uniformly for every pair of vertices u # v, i.e.,

(17) up [puv(X) — (p")?| < p*ale, L)/3L.

It follows that Theorem 4.5 is proved if these conditions are each shown to hold for
X ~ ,u(~|BE(p*)) with probability at least 1 — C'(5,¢€,n, L) exp(—Qg,c.n, (1)) whenever
we choose 0 < 1 < ¢(f3, €) to be a small enough constant. Item 1 holds by Theorem 1.3. We
address Items 2 and 3 below.

6.1. Uniform Control of Degrees. Section 8 develops the cavity method for the ERGM
and demonstrates the following uniform control on vertex degrees.

COROLLARY 6.3.  Suppose p* € Ug and let € > 0 be an arbitrary fixed constant. Then,
for any 0 < n < ¢(B,¢€) and n > ng(f3, €,n), we have:

(5 Ipul(X) = 97 €[ BY07)) 21— exp(-c(m).
uen
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We take 7 < ¢(3, a(e, L)) in Corollary 6.3, implying that if we sample X ~ /(- ’BE (p*))
then Item 2 of Corollary 6.2 holds with probability 1 — C (3, €,1, L) exp(—3,¢.5,.(n)).

It remains to show Item 3 of Corollary 6.2. As a step towards this, it turns out that if p,, (X)
is close to p* uniformly for every vertex u (as stated in Corollary 6.3) and X is close to the
constant graphon p*, then most of the common neighbor counts p,,,, (X) are close to (p*)2.
This follows from the definition of cut-metric.

COROLLARY 6.4. Suppose that p* € Ug. Given arbitrary €, > 0, suppose 1 < ¢(3, €, )
and n > ng(d,€,3,n). Then, for every u € [n], there exists a random set S,, C [n] \ {u} such
that |.S,| < én and

u( sup sup [puu(X) = (0")2] < €| BY()) = 1= exp(~25.0(n))
u€n] vest

We refer to Appendix D.1 for the proof.
Next, to establish Equation (17), we boost control of p,,, (X) from most pairs u, v to all
pairs.

6.2. Uniform Control of Common Neighbors. Let X’ be obtained from X ~ u( .
‘BWD (p*)) via one step of the Glauber dynamics with respect to 4 - ’BE (p*)), so that we
also have X' ~ p( - ’BWD (p*)). As shown in Lemma 4.8, with high probability X is n/2
away from the boundary of BE (p*) (thatis, X € BF(p*)) and the expected Glauber update

2
for pu. with respect to 4 - ’BWD (p*)) is the same as with respect to 4(-), which is
2
E [ uv(X/”X} = <1 - N)puv(X)

+ %(n_l Z quw (quw)Xvw + ¢vw(X~vw>qu> .
we[n]\{u,v}
The next lemma shows that under the conditions shown in Corollaries 6.3 and 6.4 to hold with
high probability for X ~ ,u( . ‘BnD (p*)), each of the normalized sums in the last displayed
equation is close to (p*)? uniformly for every u # v. The Glauber dynamics with respect to
1( - |BY(p*)), therefore, tries to regress every py.(X) close to (p*)?.

LEMMA 6.5. Suppose X € X, p* € [0,1] are such that the following conditions hold:
L. SUPye[n) |p’u(X) —p*‘ <€ and
2. Forevery u € [n|, there exist sets S,, C [n] such that |S,,| < én and

sup sup [puw(X) — (p*)2| <e.
u€[n]west

Then, for every u,v € [n], we have

‘n_l Z ¢uw(X~uw)Xvw - (p*)Q‘ Scﬁ (6+5+5D(X,p*)+n_1) .
we[n]\{u,v}

The lemma is proved in the next subsection.

Intuitively, this suggests that the stationary distribution of the Glauber dynamics, u( .
‘BnD (p*)). should be such that p,,(X) & (p*)? for every u # v with high probability. The
next lemma formalizes this sentiment using Stein’s method for concentration developed in
[5, Theorem 1.5]. We refer to Appendix B for its proof.
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LEMMA 6.6. For any u,v € [n] such that u # v, define

9uoX) = pun(X) — 3 S (X)X + G Ko Ko )

we[n]\{u,v}
Then, for any v > 0 which is independent of n, we have

(18)  u({lgun (X)| > 7} U (B0 |BY (") < C, B) exp(~ 2y s(n) -
COROLLARY 6.7. Item 3 of Corollary 6.2 holds with the desired probability.
PROOF. Combining the last two lemmas with Corollary 6.3 proves (17). O

6.3. Proof of Lemma 6.5. First, note that by definition
exp(Lison* A" (X))
L+ exp(35 0 n2 841" (X))

Now, suppose w € S C. Then, using Lemma 6.1, we conclude that

¢uw (quw) -

ZnQBZA“w Z2|E |8i (p*) 1 Fil= '+ 0p (e+6n(X,p*) +n~ ) .

Using the fact that the function x — is 1-Lipschitz, we have for w € S}, C that

Trer
exp( ity 2 il Bi(p7) 1)
L exp( i 21Ei] Bi(p) #17)
Now, the fact that p* € Ug implies that L7;(p*) = 0. It can be easily checked that this implies
p* = ¢g(p*). It follows that whenever w € s¢,
Guw(Xeww) =p" £O0g (e+0(X,p*) +n7") .

An application of the triangle inequality now shows that

¢uw(X~uw): OB (€+6D(X,p*)+n71) .

_ « Su « -
‘n ! Z quw(XNuw)Xvw*p pv(X)’S |TL| (6+5|:|(X,p )+n 1) .
we[n]\{u,v}
The assumption that |.S, | < én and the fact that |p, (X ) — p*| < e imply the result. O

7. Some Graphon Estimates. We state three technical lemmas below, whose proofs
appear in Appendix A.

LEMMA 7.1.  For any graph X over n vertices, p € [0,1], and § > 0, there exists a set
S C [n] such that |S| < on and

200(X, p1
(19) sup |pu(X) —p| < (5)
u€eSet
It follows as an application that for X ~ ERGM(n, 3) and any given fixed constants 5,1 > 0,
with probability at-least 1 — C(n) exp(—c(n)n?), there exists a (random) set S C [n] such
that |S| < on and
2n

inf su —pFl < =,
pEUﬁuegclpu( ) =P < 3
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LEMMA 7.2. IfY = X < Z, then 6p(X,pl) < max (5[,(?,])1),55(2,]71)).

LEMMA 7.3. Consider any fixed graph G = (V, E). For any vertex i, let d; denote the
degree of the vertex i. Suppose p,q € [0,1]. If G = Gy, the graph consisting of a single edge,
then

V|
(20) > qhplPImd = 2gl Bl (V] — 2)pl P

i=1
If G is connected and G # Gy, then there is a constant C depending only on (d;);cy and |E)|
such that

2¢/P1+ ([V] - 2)plEl - C|p — g

V]

<> qhpP T <2 P (V] = 2)p " = ¢(Ip—dl)
=1

where  : [0,1] — R™ is a continuous function depending only on G such that {(x) > 0 for

x #0.

8. The Cavity Method. In this section we address the degrees and show that every
vertex u has nearly the same degree p,(X) ~ p* € Ug with high probability for X ~
,u(-|B77D (p*)). While the cut-metric based convergence does not allow us to control all the
degrees, it is nevertheless possible to conclude that a large portion of the vertices have degree
pu(X) =~ p*. We boost this to a uniform statement, in Theorem 8.9 and Corollary 6.3, via the
cavity method: most of the vertices and the corresponding edges are conditioned on being
close to the constant graphon p*1, which generates the mean field with which the remaining
cavity vertices interact. We can then reason about the behavior of the cavity vertices.

We start by adapting several of the graphon definitions to incorporate a cavity.

8.1. Restricted Homomorphism Densities and Restricted Cut Metric. Recall from Sec-
tion 2.2 the function representative f* (x,y) of a graph X over n vertices. We will need the
homomorphism density of a graph forced to contain a particular vertex v of X. To that end,
for every u € [n], define the event

Aﬁvi::{Ie[(),l]k:xie {1;;17%)}

and
u—1

(21) Aﬁ:{xe[o,l]k:me [ ,E> forsomeie[k]}: U ARt
K i€[k]
For the sake of clarity in the results below, given a fixed graph G, we take its vertex set
V(G) = [k] during calculations.

DEFINITION 8.1 (Homomorphism density w.r.t. a vertex). Define the homomorphism
density of G in X with respect to vertex u (which counts only homomorphisms which include
the vertex u) as

k
22) Ne(X:u) ::/ 145 T 7@y [ dee.
[O,l}k =1

(1,5)€E(G)
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For ease of computation, we also introduce the quantity

(23) N2(X;u) Z/o Akl) H X (xi, ) Hdml

(i,7)€E(G)
The next lemma follows from elementary arguments; see Appendix A.
LEMMA 8.2. 0< NZ(X,u) — Ng(X,u) <|V(G)[]?/n?.

We will now show that whenever the graphon corresponding to X is close to a constant
graphon pl, then Ng(X,u) can be approximated as a polynomial of p,(X) and p. This
will allow us to control the fine-grained structure of X in terms of the counts N (X, u) just
based on nearness to a constant graphon and the normalized degrees of the vertices of X.
The proof, given in Appendix A, follows from a slight modification of the proof technique of
[2, Lemma 4.4], which establishes the continuity of homomorphism densities with respect to
the graphon metric via a repeated application of the triangle inequality.

LEMMA 8.3.  Suppose Dg = (di, .. .,djy(q)|) is the degree sequence of the fixed graph
G considered above. For any graph X with vertex set [n] and u € [n], we have

oK) |, VG
2
n n

Na(X5u) =n~' Y pu(X) PO < V(@) B(G)]
deDg
Let S C [n] be the “cavity set". Define
Algv = UUESAE and AI;,’L = UuesAﬁ7Z .
We have that
NG(X):NG(X;S)Jr/ { A I i) dez,
[0.1)* (1,1 €E(G)

where the subgraph count N¢(X';S) restricts to subgraphs containing a cavity vertex,

Ng(X;9) ::/ IL{A } H X (x4, 25) Hdl‘l.

(i,5)€E(G)

The proofs of the next two lemmas are deferred to Appendix A.

LEMMA 8.4. Let X be any simple graph with vertex set [n] and let S C [n] be arbitrary.
Then

k‘3| S|2
Ne(X;8) — Y Ne(Xiu ’ .
u€es
We now define the graphon metric restricted to .S C,

DEFINITION 8.5 (Restricted Graphon Metric). Let p* € [0, 1]. Define

(24) FSP (g, 20) = {fX(xth) if [nan ], [rizz] € 5°

. .
p* otherwise,
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and let X5%" be the graphon corresponding to fX:5?" We define the restricted cut metric
to be

SSP (X, p*) = 0p(X5P pY).
The restricted graphon distance to p* can be approximated in terms of the unrestricted
distance:

LEMMA 8.6. Forany S C [n], we have

> e 15120 —1S])

6|:’<X7p*> S&é’p*(j&,p*)ééu(‘ijp*)

n2
We are now ready to establish the cavity decomposition of the Hamiltonian.
8.2. Cavity Decomposition of the Hamiltonian. It will be convenient to let r := |S].

Given a simple graph X over n vertices, we define p,,(X) to be the number of edges from
vertex u € [n] to the set ST, normalized by n:

Here and throughout we hide the dependence on S to streamline the notation. Additionally,
whenever it is clear, we will denote p,,(X) by p,,. Note that |p, (X) — p,(X)| <|S|/n.
Denote the portion of the Hamiltonian associated to the cavity by

K
HEFY(X;9) = anﬁiNi(X; S),
i=0

which is the same as Hg except that the homomorphism densities are restricted to have at
least one vertex in the set .S. Denote the rest of the Hamiltonian by
nga“(X; S)=Hp(X) — H%aV(X; S).
We next bound the difference between H(X) and HF<"(X;.S5).
LEMMA 8.7 (Cavity Decomposition). Assume that 3; > 0 for some i =1,... K. We
have the following upper and lower bounds.

1. Upper Bound:

K
Hp(X) < HFZ"(X58) + Op(nrdiy” (X,p7) +17) + > Bonr |Vi] () P
=0
@) +20 30 [La(pa) + 1) = Lo(p") ~ 1) — Go(1pu — ')

uesS

2. Lower Bound:

K
Hp(X) > HF2"(X;8) — Op(nrdy” (X,p*) +12) + Y Binr|Vi|(p) P!
=0

(26) +20 |Ls(Ba) + 1(pa) = o) — 1(57) = Cslpu — "]
u€sS

Here (g is a function with the same properties of the function ¢ in Lemma 7.3
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PROOF. Let D; be the tuple of the degrees of vertices in G; (as in Lemma 8.3). In the
equations below, we will take d4,ep, 10 mean summation over all elements of the tuple. We
have

Hﬂ (X) — meean(X; S) _|_ HCaV(X; S)

—Hmeanxs+225l i(X;u) £ 0s(r%)

u€S i=0

_/Hmean X; S +ZZ Z anpu E —d; :EOg(nT(SD(X p )+7" )

ueS i=0d;€D;

27) = HPe"(X; ) +ZZ Y By (p7) P £ Op(nrdn (X, p7) +17).

u€S 1=0d;eD;

The first step is by the definition of the cavity Hamiltonian. The second step uses Lemma 8.4
to approximate N (G; S) and the third step uses Lemma 8.3 to approximate N;(X;u). In the
fourth step, we have used the fact that |p,, — p,,| < r/n.

We now apply Lemma 7.3 to the second term of Equation (27), yielding

2 S Bl (p) P d7<25[2p'E'+<|vw—2>< 9 = Collpa — p))

1=0d;€D; =0

(28) ZBZ\VI 'E1'+2{L6(pu)+1(pu) Lp(p™) = 1(p") = ¢(Ipu = P7))| -

In the first step we have used Lemma 7.3 and the fact that for GG the inequality is an equality
which allows for all 3y € R. For 7 > 0, notice that /3; > 0 and the inequality goes in the right
direction. The function (g is as defined in the statement of Lemma 7.3 and exists since 3; > 0
for some i € [K]. To see this, observe that the Equation 20 is an equality when G = Gj.
Therefore, in order to establish the strict inequality involving ¢ as shown in Lemma 7.3, we
need at-least one of the 5; > 0.

The upper bound in the lemma statement follows by combining Equations (27) and (28)
along with Lemma 8.6 to show that

nrég(X,p*) < m’éé’p* (X,p*) +2r2.
The lower bound on the Hamiltonian follows from a similar argument by replacing the upper

bound in Lemma 7.3 with the lower bound. O

8.3. Controlling Degrees of Cavity Vertices. Given a sequence ¢, € {0,1/n,2/n,...,1}
for u € S, we define the tuple qs = (Gy )ues- Given arbitrary and fixed n > 0, p* € [0, 1], we
define the events

(29) A(S,as,p* 1) = {X 1 pu(X) = g, foru e SyN {557 (X.p*) <n}
and
(30) B(S,p*,n) = {657 (X,p*) <n}.

Note that by definition, B((),p*,n) = BnD (p*). We want to show that whenever p* € Ug,
if qg is not close to p*, then the event A(S,qg,p*,n) has exponentially small probability
compared to the event B(S,p*,n), whenever n and S are small enough.
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We now note that HZ*"(X;S) and 5%’7’*()2',1)*) depend only on X, for u,v e SC.
Therefore, whenever |S| is small, we will think of HJ*"(X;S) as the mean field which
controls the behavior of the cavity, i.e., the edges emanating from the vertices in .S. Now,
fixing X such that (5%”’ ’ (X,p*) <n, we look at the joint law of (X,,) such that at least one
of w or v is in the set S. By Xnean(S) we denote the coordinates (XUU)U,UGSU' We denote
the rest of the coordinates by X, (.5). Therefore, we want to understand the conditional law

Xeav(S)|Xmean (S) under the measure . We first record the following combinatorial lemma,
whose proof can be found in Appendix A.

LEMMA 8.8.  Suppose r/n <1/2 and Xmean(S) is fixed. Let the count of Xcay(S) such
that p,(X) = qu for u € S be denoted by Hea,(qs). Heav(qs) satisfies

exp (—r? [1+2log(2)] - S 10g(2n) ) < Heay(as)exp (20 Y I(a)) < 1.
ueS

Below we present the main result of this section.

THEOREM 8.9. Let p* € Ug be such that r/n < p* <1 —r/n and r < n/2. Given any
ds = (Gu)ucs as defined above for n sufficiently large as a function of 3,7, we have

1(A(S,qs,p",1m)) ) ) o
el <o (zn > (L6(@) ~ Low") — (1. —p*])) +lower d) |

where lower order = Og(nrn + r?log(n/r) + rlogn).

PROOF. Fix a p* € Ug. For the sake of convenience, only in this proof, we will denote
A(S,qs,p*,m) by A, B(S,p*,n) by B and Og by O. Let C be the event {X : p,(X) =
Gy for u € S}. Let n be large enough so that the sets A, B and C' are non-empty. Note that
1{X € B} is a function of X ean and 1{X € C'} is a function of X,,. Therefore we write
Xmean € B and X,, € C'in place of X € B and X € C, respectively.

With this notation in place, we have

fu(A ZZZeXpHB )

CEVECX"IEQHGB
1 mean * A *
<7 2 D ew(HE(X:S))exp O+ +T(") + Alas,p"))
CaVGCXmeaﬂEB
Hcav m n % — %
Z() Y exp(HF"(X; ) exp (O(nrn +17) + T'(p*) + Aas, p*))
B XmeaneB
G <= —exp (O +1%) + 203" [Lala) - Latr") — Calla — 2] )
ues
where

Zﬂmr|V| ) Bl

Alasp") =23 [La(@) + (@) — L") — 10") = (g — 7))
u€eS
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and

Zg\ean — Z exp(rlegean(X; S)) exp(—Qn‘SU(p*) + P(])*)) .
XmeaneB

In the second step of (31) we have applied the cavity decomposition from Lemma 8.7. In the
third step, we have used the fact that |C'| = Hcay(qs) and in the fourth step, we have used
Lemma 8.8 to upper bound this count.

Now, note that under the condition p* < 1 — |S|/n, there exists an admissible restricted
degree g € {0,1/n,...,1 —|S|/n} such that |§ — p*| < 1/n. Denote by q the degree tuple
with q,, = ¢ for every u € S. Clearly, u(B) > u(A(S,q, p*,n)). Repeating the calculation in
Equation (31), but with corresponding lower bounds instead of upper bounds, we conclude
that

dean

(32) wB) ==

exp(—O(nrn +r*log(2) + rlogn) + A(q,p*)),

where
Afas.p) =20y [La(@) = Ls(p") = Cslau — vl -
u€esS
Using the properties of the Shannon entropy (i.e, Sup,,co,1-1/5) [H(p) — H(p+ 1/n)| =
|H(0) — H(1/n)| <n~'(1+logn)), we have that

1

Ls(p) — Lg (p+ ;)‘ < Cﬁlogn

sup
pel0,1—1/n]

n

for some positive constant C'g. This implies that A(g,p*) < Cgrlog(n). Plugging this into
the lower bound on p(B) in Equation (32), and then combining it with the upper bound on
1(A) in Equation (31), we obtain the claim. O

From this result we derive the following corollary, which establishes that
SUPyefy) [Pu(X) — p*| must be close to zero with high probability under the measure

,u(-}BnD(p*)). Recall that this corollary was stated and used in Section 6.1 in order
to prove Theorem 4.5, which is the important component behind the proof of The-
orem 3.1. Observe that in the statement of Theorem 8.9, the term in the exponent,
Ls(qu) — La(p*) — €s(|qu — p*|) < —do < 0 whenever |g, — p*| is large. Therefore, this
the event where |G, — p*| is large incurs an exponentially small probability. We refer to
Section D for its complete proof.

COROLLARY 6.3.  Suppose p* € Ug and let € > 0 be an arbitrary fixed constant. Then,
for any 0 < n < ¢(3,€) and n > no(S, €,n), we have:

p(( sup Ipu(X) =" < | BIG) ) 21— exp(-Qs.. ).

u€(n]

Recall that in Lemma 7.1, we showed that whenever X is close to the constant graphon
p*, then most of the degrees concentrate close to p*. In the result below we show that when
pu(X) is close to p* uniformly for every vertex u (as shown in Corollary 6.3) and X is close
to the constant graphon p*, most of the degrees p,,(X) concentrate close to (p*)?. Recall
that this lemma was stated in Section 6, where it was used to prove Theorem 4.5.
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COROLLARY 6.4. Suppose that p* € Ug. Given arbitrary €, > 0, suppose 1 < ¢(3, €, )
and n > no(d, €, 5,n). Then, for every u € [n], there exists a random set S, C [n] \ {u} such
that |S,| < dn and

,u< sup sup |pus(X) — (p*)?| <e BE(p*)) >1—exp(—Qz.(n)).

u€[n]ve st

The corollary states that with high probability, for every u, most p,,(X) are such that
puv(X) = (p*)2. The proof of this fact is essentially similar to the proof of Lemma 7.1.
That is, we show that for any w, if |py,(X) — p*pu(X)| > € for én number of vertices v,
then X violates the assumption that d5(X,p*) < 7. We then apply Corollary 6.3 to con-
clude that p*p,,(X) is uniformly close to (p*)? with high probability for every u. We refer to
Appendix D.1 for the full proof.

9. Proof of Theorem 3.3. Before proceeding with the proof of Theorem 3.3, we will
establish generalizations of [1, Lemma 12 and Lemma 17]. Therefore, we will not instantiate
to the model parameters given in Example 3.2 but consider a general ERGM with parameter
5. We need to treat the vertex 1 separately from the other vertices. Following the notation
preceding Lemma 12 in [1], we define for some fixed, finite set of graphs G:

Fmax(X) i= max ( max pu(X),  sw  ro(X.e))
wiuFEl e=(u,v):u,v#£1
Geg

and
Trmin (X :zmin(min w(X), inf T X,e).
( ) ummﬁlp ( ) e=(u,v):u,v#1 (;( )
Geg
Here, we consider the evolution of the vertices 2,...,n — 1 when they are close to G(n —

1,p*) in terms of the subgraph counts and the edges connecting vertex 1 are arbitrary. Notice
that we have included the degrees p,, (X) here in addition to r¢(X, e), which will be useful
to us later in the proof. The lemma below follows from a rewriting of the proof of Lemma
17 in [1], by noting that the edges connected to vertex 1 do not influence the evolution of
AZ(X) in the leading order term as considered in [1, Lemma 12 and Lemma 14] and a
straightforward tweak to also consider p,, (X ). Therefore, we skip the proof.

LEMMA 9.1. Suppose G = Gy, (the set of all graphs with at-most L vertices) and let
€ > 0 be a small enough constant independent of n. Suppose p* € Ug and let Xy, X1, ...
are drawn from the Glauber dynamics with respect to the measure 1. For some large enough
L €N, independent of n, if X is such that p* — € < Fiin(X0) < Tmax(Xo) < p* + €, then
for some o depending only on 3, ¢, L, we have

IP’( SUP Trmax(Xt) > p" + 26) <exp(—Qg,1,e(n))
téean

and

]P’( inf Trin(Xe) <p* — 26) <exp(—Qg,1.e(n)).

t<ex

We now instantiate our discussion to the case of the exponential random graph model
defined in Example 3.2 and use the notation established in this example. Recall p; (X) and
P14 (X). Define

w(X
L) = max (pa (X), max 222
uzl Py
u€[n] u€ln]

and (1) (X) =min <p1 (X), min

Priin




24

LEMMA 9.2. Consider the same setting as Lemma 9.1 instantiated to the parameter 3
given in Example 3.2, with p* = p}. Given €1 > 0, we can pick € in Lemma 9.1 small enough
such that the following holds: Suppose q* — €1 < pfii)n (Xo) < ,(mix(Xo) < q* + €1, then for
some « depending only on (3, €, €1, L, we have

P( sup pl(Xe) = ¢" +261) < exp(—Qs..e(n)

t<eam

and

IP( inf pfn)n(Xt)<q —261> <exp(—Qs,1.e(n)).

t<exm

PROOF. Let N := (g) Recall the function g defined in Example 3.2 and ¢ as defined in
Section 2. It is easy to show using similar techniques as in [1, Lemma 12] that

)

_pl(Xt)+g(pm1n _pl(Xt)+g(pmaX )

N N N N
Similarly, for every u € [n] and u # 1, denoting 7pmax(X+), Tmin(Xt) DY Tmax, Tmin T~
spectively,

(1) )

) <SEp1(Xiq1) —p1(Xy)]| Xy] <

_2p1u(Xt) _l_g(pg;x)fmax_’_pl(n}ﬁ)ix (Fmax)

[pl( t+1) Pl( t)| t] N N N

and
(1)

2p1u (Xt) 9(13 )rmln p Qb(rmm)
_ > min min )
E [pru(Xi41) — pra(Xe)| Xe] > N T N + N

Now, notice that by Lemma 9.1, Frmax(X¢)/pT <1+ 2.5 and 7iin(X¢)/pf 2 1 — 2.5 with
probability at-least exp(—£2(n)) whenever ¢ < exp(om) Therefore we can consider the evo-

lution of 2 mp(Xt (x)H: . Notice that
1

) akin to the evolution of p; (X;) with g(z) replaced by £

the functions g and § (g(x) + z) play the role of ¢() in the proof of [1, Lemma 12] and satisfy

the relationship g(¢*) = ¢* and ¢’(¢*) < 1 (same for QT). This allows us to conclude the

statement of the lemma with minor modifications to the proof of Lemma 17 in [1] ]

PROOF OF THEOREM 3.3. Let the initial state Xy be sampled as in the theorem state-
ment.

1. Recall 5%”) ’ given in Definition 8.5. Consider this with S = {1}. By Lemma 8.6, in order

to show that X, € BnD (p*) itis sufficient to show that 515”’* (Xt,p*) < n/4 with high prob-
ability. With similar arguments as in the proof of Lemma 4.11 with r,i,, "max replaced
With 7min, Tmax We conclude that with probability at-least 1 — 7" exp(—£2, 3(n)), we have
that every point in the trajectory Xg, X1,..., X7 € BnD (p*). Using Lemma 9.2 and the
result above we conclude the statement.

2. This follows from a straightforward application of Theorem 8.9 along with Theorem 1.3
and the fact that pj is the unique global maximizer of Ug.

3. This follows from the same considerations as the proof of Item 2.

O]
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APPENDIX A: PROOFS OF TECHNICAL LEMMAS
A.l. Proof Sketch of Lemma 4.8.
p(n < 6o(X,p*) <n+9)
100 (X, p*) <n)
Note that by Theorem 1.3, we know that
p(n < 60 (X,p*) < n+6) < Ci(n, 6) exp(—c1(n, 8)n?)

This is true since X in this set is not within an n neighborhood of M 3 whenever ¢ is small
enough as assumed. The proof follows once we demonstrate that:

< 0(777 5) eXP(—C(Wa (5)712) :

log iy (00(X, p*) <
(33) lim inf 108 Hn( 5(2 p*) <n)
n—o0 n
Here, we denote p by p,, in order to explicate the dependence on n. Taking the partition
function to be Zg = exp(n2¢n), we conclude from Theorem 4.1 in [6, Theorem 4.1] that

i ¥ = LalP")-

Let Zg(1,p") = 3 x50 (x,p) < XP(H (X)) = exp(n®¢y, (0, p*)). Therefore, showing
Equation (33) reduces to sEowing that:

lim inf ¢n(77>p*) > lim wn = Lﬁ(p*) .
n— 00 n—o0
We now follow the proof of [6, Theorem 3.1] with some modifications. Note that the
Hamiltonian Hg(X) := ZiK:O n?3; N;(X) can be viewed as a function on the graphon coun-
terpart of X with Hz(X)/n? being a continuous function over the space of graphons. This
is identified with the function 7" in [6]. ~ ~ ~
Now, replacing U with T~ ((a,a + €)) N {h € W: ég(h,p*) < n}, we conclude that:
liminf i, (n,p*) > sup T(h)—I(h).
" 60 (h,p*)<n
Where the function I is extended to the space of graphons via. a pointwise application like
in [6]. By [6 Theorem 4.1] and its proof, it is clear that T'(h) — I(h) is maximized at the
constant p* graphon and the corresponding value is Lg(p*). Therefore, from the discussion
above, we conclude:

>0

liminf v, (n,p*) = Lg(p") =limy,
n n
This establishes the lemma. O
A.2. Proof of Lemma 7.1. Fix any p € [0,1] and § > 0 and consider the sets S :=

{u:p,(X)—p> 26g()~(,p1)/5} and S~ := {u: pu(X) — p < —20(X,p1)/5}. By the
definition of the cut-metric it follows that

% 1 2|S+‘6D(X7p1>
So(X,p1) == Y pu(X)—p> o :

ueSt

Thus, |ST| < dn/2 and similarly |S~| < én/2. Therefore, |ST U S™| < dn, which allows us
to conclude the first inequality by taking S = ST U S~. The second inequality follows by
directly applying Theorem 1.3 to Equation (19). O
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A.3. Proof of Lemma 7.2. We note that when considering distance from any constant
graphon pl we have 64(X,pl) = do(f~,pl), since measure-preserving operators do not
affect the constant graphon. Now, notice that since fY (z1,22) —p < fX(21,72) — p <
f?(x1,22) — p, for any Borel measurable sets S, T C [0, 1] we have

/ (FX (21, 02) — p)dardas < / (F7(21,22) — p)drdas < 6(Z.p)
SxT

SxT
Similarly,

/ (fX(z1,22) — p)dzydzy > / (fY (z1,22) — p)dordas > —5p(Y,p).
SxT SxT

These together establish that

‘ / (f* (z1,2) —P)dxld%'z‘ <max(6g(Y,p),00(Z,p)).
SxT
Taking the suprememum over S, 7T yields the lemma. O

A.4. Proof of Lemma 7.3. 1In case d; < |E| for some i, we start with Young’s product
inequality, which states that for every a,b > 0 and o, 3 > 0 such that a1 4+ =1 = 1, we have
ab<a ta®+ B’ We take a = ¢%, b= plFI-% o = |E|/d; and B = |E|/(|E| — d;).In
case d; = | /|, we check that the inequalities below hold trivially. Hence

\4 4

. d; B|—d;
ai jB-d; < N~ i 15| i |5
2" S D g T

14 %
S Wdi gy IVIEI =X di
R B p

(34) =2¢"1 + (V] -2)p"l.

In the last step, we have used the fact that for any finite simple graph G, Zl‘;'l d; =2|E|.
Equality when G = G follows by a straightforward calculation.

Now suppose that G # Gy. Then, it is easy to show that there exists a vertex j such
that d; < |E|. We note that Young’s product inequality is strict whenever a® # b”. For the
choice of a, b, a, 3 above, this condition means p # q. Now, consider the function: f(p,q) =
—qdiplBl=d; 4 ‘%lqw + %pw. This is continuous over the set [0,1]2. Define As :=
{(p,q) €10,1]? : |[p — q| > &}. Clearly, As is a compact set for every § > 0. Define ((§) =
inf(,, gyea; f(p,q). It is clear from the strictness of the Young’s inequality that f(p,q) >0
for every (p,q) € As whenever 0 > 0. Therefore, we conclude by compactness of As and
continuity of f that {(J) > 0 whenever § > 0. The continuity of ¢ follows from the continuity
of f. Therefore, we conclude that there exists ( as in the statement of the lemma such that:

Bl-a; _ 4 my  [El—di

—Clp—q|<q%p plEL< —¢(lp—ql).

|E] |E]
The inequality above holds with ¢ = 0 for every 4, even when d; = | E|. This allows us to sum
the inequality above and conclude the result. O

A.5. Proof of Lemma 8.2. Since the proof is elementary, we only provide a brief sketch.
The statement N (X, u) > Ng(X,u) follows from the fact that A¥ = UF_ AF! and the
union bound. Now, note that 0 < Zle 1(A%!) — 1(AF) < k and the sum is non zero only
when the event A%! " AX:™ holds for some I # m, I, m € [k]. Noting that under the uniform
measure over [0,1]* the measure of A%! N A%™ is n=2 and using the union bound, we
conclude the result. O
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A.6. Proof of Lemma 8.3. Suppose d; is the degree of vertex ¢ € [k]. In light of
Lemma 8.2 we may replace Ng(X,u) in the lemma statement by N2 (X;u) and then by
considering a specific term in the sums we see that it is sufficient to prove that

X )i p| B(G) |~ Sa(X
‘/ ]]'(AZJ) H f (xzaxj dez X)%p §|E(G)|M
[Ovl]k ( n n
1,J)EE(G)
Notice that
/ 148 I @) del
[0.2]* (1,)) €E(G)
(35) :/ (A" H X (i, 24) H X (w,25) del
[0,1]% (1,i)€E(Q) G, ])efl(c)
7]

A simple computation shows that

P (X)dlp\E(G”—dl

(36) = n —/ H(Aﬁ’l)< H 5 (g, 2 > E@G)- ledm .
[0,1]%

i:(1,i) €EE(G)
Therefore,
X di | E(G)|—dy
‘/ 1(AR H X (s, 25) Hdazl )Tp
[0,1]% ( n
4,J)EE(Q)
(37
k
:] [y T PAaa| 1] fX(:m,xj)—p'E@”dl]dei].
[0,1]% (1L,i)EE(G) (i,j)ggl(G) i=1
7’7]

Following the proof of [2, Lemma 4.4] with minor modifications, consider any ordering
among the set of edges (i,j) € E(G) such that 7,5 # [ and index these ordered edges by
(41,41),-- -, (in,jn) where h = |E(G)| — d;. Then

[ I @iz —pP@- dl]

(i,4)€E(G)
1,771
[E(G)|-di—1 |E(G)|—di |E(G)|—di
= Z p H fX(-Tim»??jm) —p ! H fX($imaxjm)-
r=0 m=r+1 m=r—+2

Now, we use the above decomposition in Equation (37) and consider the terms in the sum-
mation one by one. We then follow the technique used in the proof of [2, Lemma 4.4] along
with the fact that A*! depends only on x,, and the fact that the measure of the event A%
under the uniform measure over [0,1]* is 1/n to conclude the result. O

A.7. Proof of Lemma 8.4. Only in this proof, we will take the probability space to be
[0, 1]* equipped with the Borel sigma algebra and the uniform measure P.
First, note that by the union bound, » . Ng(X;u) > Ng(X;S). Now, almost surely

> (AN <k,

uesS
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since there are at most k vertices in the graph GG. We conclude that almost surely
> ou(Akh) - 1A <k-1.
ues

Now let B be the event that Y, 1(AF) # 1(A%). This can happen only when two events
Ak and A¥J hold simultaneously for some 4,5 € [k], u,v € S, i # j and u # v. Therefore,
we have

Bs=J | Abna.

u,v€S i,j€[k]
uFv ]
By the union bound,
. ) 2k2
P(BY) <SP P(AR 0 ak) = LK
n

Now combining the considerations above, we have

Y Na(X;1) = Na(X;S)
lesS

k
:/ “1 (a5 + S 14h| TT ) [ des
[0,1]* les (i,)EE(G) i=1
k
<te-v [ sy [ e[
[0,1]* (i) €B(G) i=1
‘5’2]{3
(38) <kP(BY) < meat
The lemma statement follows. O

A.8. Proof of Lemma 8.6. In this proof alone, we will abuse notation to denote the
set Uyes[“=2, %) C [0,1] also by S (and similarly for SC). Since we are considering the

n ’'n
cut-metric between X and a constant graphon, we can write

(5%”’* (X,p*) = sup /A ., [fX’S’p*(xl,xg) fp*} dxi1dxo
X

A,BC[0,1]
= sup / [fX(xl,xg) —p*] dzidzo
A,BC[0,1]| J ANSC x BNSC
(39) = sup / [fX(xl,xg) —p*] dxidxa| .
A,BCSCIJAxB

From the last equality above, we conclude that Sé’p ’ (X,p*) < 65(X,p*). To conclude the
lower bound, note that

00(X,p) < 00(X, X57) 4 65(X 57 p*) = 60 (X, X%7) + 557 (X p").

It is now easy to show that 6 (X, X57") < 1 — |SC|2/n2, which when combined with the
last display above proves the lower bound. O
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A.9. Proof of Lemma 8.8. By Stirling’s formula, we have that for any £ € N and p €
[0, 1] such that kp is an integer,

exp(=2k1(p))
V2k

A counting argument shows that Neay(qs) =[[,cq (”q;l?f'). For the upper bound, note that

(40) 1 (nq—u Jﬁ) . HS (ﬁ) <exp(—20 Y I(a,)).

u€eSs ueS

< (:p) < exp(—2kI(p)).

Now, for the lower bounds, we note that whenever ¢, < ¢ <1 and ¢ > 1/2: |2¢I(q./q) —
21(qu)| < (2+1og(1/(1 —q)))(1 — q). Taking ¢ = (n — |S|)/n =1 — r/n below, we have

o151\ _ P (— Lues 20— ISDI(2%))
n(,.): (Van)

41) > exp ( = 2nl(g,) —r* [4+ 21og(2)] — glog(2n)> .
ueS

APPENDIX B: PROOFS OF LEMMAS FROM SECTION 6

B.1. Proof of Lemma 6.1. Before proving the lemma, we derive an estimate for
AL(X).

Recall the event A¥ in (21) in Section 8. Suppose the fixed graph G has the vertex set [k].
We now define for u,v € [n],

ARG — {z €0, 152 (Inas], [nx;]) € {(u,v), (v,u)} for some (i, ) € E(G)}.
For i, j € [k] define
Ak = {2 € [0,1]%: ([nas), [na; ) € {(u,0), (v,u)}}
Now, the definition of homomorphism density yields

AG(X) =Na(XT) = No(X7°)

k
:/ H fX+e("L’i,l‘j)det7 H f :U“x] det

(,7)EE(G) t=1 (,7)EE(G)
k
+e
(42) :/]I(Aﬁf) H =~ ($i,$j)HdZL‘t.
(4,4)€E(G) t=1
A computation similar to the proof of Lemma 8.2 shows that
G)3
/ (A5 - 1(Aki) H da, <
(w)GE(G)

Using this in Equation (42), we conclude that

Ag(x)—/ YA 11 fX+e($a=xb)ﬁd“tiO<E(G)3>

3
(1,7)€E(G) (a,b)eE(G) t=1 "
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43) = ¥ /A’“f]) I 7 (@) deti()( G))

(i,5)€E(G) (a,b)€E(G)
(a,b)#(.)

We are now ready for the proof.

PROOF. We will prove the result by replacing py.,(X),p.(X), and o5(X,p*) with
Puo(XT€),pu(XT¢), and d5(X 1€ p*), noting that 6go(X, XT¢) < 2/n2, |pue(X) —
Puo (X ) <1/n, and |py(X) — pu (XT)[ < 1/n.

We will use E and E(G) interchangeably in this proof. For (i,j) € E(G), first consider
the quantity

k
/ 1A% T 7 () [ da
t=1

(a,b)EE
(a,0)#(4,7)
k
/ (A7) H fXﬂ (w4, 17) H f “(x4,21) H fX+L(xa,xb)Hdmt
(i,0)EE (J,HeE (a,b)€E t=1
I#]j 1#i a,b¢{i,j}
k
* —d;—d; 7 +e
SRl RGNS | [ANCRON | I ANER ) | O
(3,)eE G,EE t=1
1#j 1#i

| 2AB(G) (X, p")
2 .
n

(44)
In the last step we have used a similar peeling argument as in Lemma 8.3. Recalling the sets

Ak from Section 8, we note that whenever i # j, 1(AF9) = 1(AX N AR + 1(AKT 0 AR,
Now,

k
/11(A§jimA5J‘) I A~ @oe) T] £ gz [] dae
t=1

(i)EB GDEE
1] 143
:/ﬂ(AﬁimAﬁj) 11 7 @ m) 11 P (g m) %
(i,))eE (G,DEE
1£] 1£i
IZE;;(G) leE;;(G)
+: +; k
I 7 @ow) (e [ ] de
l€EE;; (G) t=1
1 eNds—1—d, exdi—1—d, s exvd s
(45) = (XY (X)) (py, (X))

In the last step, we have used the definitions of degrees p, and p,, given in Equa-
tions (4) and (5) in terms of integrals over f X, Using this in Equation (44), and shortening
pu(X 1), po(X) and pyy (X ) to pu, py and py,, we obtain

nQ/Il(Aﬁf}j) H fX+L (Ta,p Hdact

(a,b)€eE
(a,b)#(i,)
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— (p*)|E\—di—dj+1(pu)di—l—d” (pv)dj—l—dij(puv)dij
@6) 4 (p) Pl () (p )T ()T 4 2 B(G) |60 (X, ).
Using the condition sup,, |p,(X) — p*| < €, Equation (43), and the equation above, we con-

clude the statement of the lemma. UJ

B.2. Proof of Lemma 6.6. We first state a simple modification of [5, Theorem 1.5]
below, which follows by essentially rewriting its proof with minor changes.

LEMMA B.1 (Modification of Theorem 1.5 in [5]). Under the same notation as [5, The-
orem 1.5], we suppose the same conditions as the original theorem hold, except condition
(ii), where we replace the assumption A(X) < Bf(X) + C, with

1. A(X) < al(A) +~1(AC) for some event A€ o0(X), a,y e RT
2. |f(X)| £ M almost surely.

Then, we have

P(f(X)|>t) < (1 + yexp(QOM)]P’(AC)) inf exp (92206 - 4975)

a 0€[0,00]

PROOF. In the proof of [5, Theorem 1.5], in the display below Equation (7), we have for
RS [0, 00]

Im’(0)] < |0|E exp® ) A(X)
< |@]am(8) + 6]y exp(|6| M)P(A®)
< |0)am(8) + |6]y exp(|6o| M)P(A®).

In the second step we have used the hypothesis that A(X) < a1(A)+~1(A%) and | f(X)| <
M . Therefore

d c
d010g< (‘9)4_%) < fa.
The result then follows by an application of Gronwall’s lemma and the Chernoff bound. [

We will consider Glauber dynamics with respect to the measure u(-]BnD (p*)) (Defini-
tion 1.1) in order to generate the exchangeable pairs required by [5, Theorem 1.5] (and
Lemma B.1), where the event BnD (p*) is as defined in Equation (30). In the notation of
[5, Theorem 1.5], we consider

Fuv X X Z quXvw - Z X?’A’UJXTIJ’U)
we€[n] we[n]
wé{u,v} wé{u,v}

With the help of Lemma B.1, we will now prove Lemma 6.6.

PROOF OF LEMMA 6.6. By Lemma 4.8, we conclude that whenever p* € Ug and n > 0
is small enough,

n(Bar™)| BY(0")") < C(8.m) exp(—c(8,mn?).
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Let X be drawn from the distribution u(-\BnD (p*)) and let X’ be obtained by taking a

single step of Glauber dynamics with respect to the measure (- \BnD (p*)). Clearly, (X, X")
form an exchangeable pair. Let

Jun(X) =E[Fu (X, X")|X] .

Notice that |fy,,(X)| < 1 almost surely since |Fy,(X,X’)| < 1. For n large enough as a
function of 7, whenever X € BWD/Q(p*), the Glauber dynamics over u(‘BnD (p*)) is exactly

equal to the Glauber dynamics w.r.t. . Therefore, a simple calculation yields the following
for X € B7]D/2(p*):

Apu(X)  (n\
4 uv X T uw eruw Xvw vw X~vw qu'
an  fulx) =2 () 3 o) Yo 6
wé{u,v}
~ __exp(3iL, n®Bi AL (X))
For any edge e, we consider ¢.(X..) = ook, 25 A (X)) Note that
(48) |fe(Xne) = e(XLe)| < C(B)n? sup |AF(X) — AF(X)].

1€[K]

Now, X, and X/ _ can differ at most in one edge, by construction. Suppose this edge is
h. When e = h, then Af(X) = A§(X"). Now suppose e # h. Invoking Equation (42) with
k = |V;], we obtain

A7 (X) = AF (X

:’/H(A’;Gi)[ H fX:r (Ta,xp) — H f(X;H(%a,%b)] f[dxt

(.)€ B(G) (a.)€E(G)
k
. | |E(G)|?
(49) g/n(A’ng)n(AfLGz)det <
t=1

Combining Equations (47), (48) and (49), we conclude that whenever X € BE/2 (p*),

C
(50) | fun(X) = fun (X)| < Tizﬂ) :

Observe that whenever the Glauber dynamics does not update an edge of the form (u,w)
or (v,w), Fu(X,X') = 0. Let A"¢ denote the event where F,,(X,X’) # 0. Clearly,
P(A"Y|X) < 4/n. It is also clear that |F,,, (X, X")| < 1 almost surely. Therefore, we have
forany X € X

51) )| SE[F(X, X')||X] < P(4*9|x) gg.

Now consider the local variance proxy A, (X) (where the notation is once again derived
from [5, Theorem 1.5]) whenever X € BnD/2(p*),

B ()= 3B [0 (X)) Fun(X, X ]
) _c®) c(s)

- n? nd

E[1(4"%)|X] <
Here, we have used Equation (50). Whenever, X ¢ BE/Q(p*), we will use the crude bound

Aup(X) < ¢

=
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obtained by plugging in | f(X) — f(X")| < |f(X)| + | f(X")| < 8/n (which follows from
Equation (51)) into the the definition of A,,,,. Combining these bounds, we get that

C(ﬂ) 0(5)

Auo(X) < —37U(X € Byp(p*) + — 57 L(X & B, (07)).

By Lemma 4.8,
(X ¢ B (0")| BY2(0")) < Copexp(—c(B,mn?).

Now, applying Lemma B.1, with M = 4/n, and 6, = Cgn? for some large enough Cz and
t =4v/(n — 1), we conclude the result. O

APPENDIX C: DEFERRED PROOFS FOR PATH COUPLING

C.1. Proof of Lemma 4.1. Consider the following coupling between the trajectories
Xo,...,Xgand Yy, ..., Yk

1. Generate (X, Yy) from the specified initial distribution.
2. Given Xy, Y}, we generate X1, Yy as follows:

Qxy, v if (X, Vie) € 4
53 Kot 1, Yiwr) ~ 4 5y
(53) (Xk+1, Yit1) {P(Xk, ) x P(Yg,-) otherwise

Now we consider the distance d( X1, Yi+1). We have

Ed(Xk+17Yk+1) Ed(XkJr]_, Yk+1) (Xk, Yk) €Ax A)

+Ed(Xps1, Yies1)L((Xp, Vi) € AD)
<E(1 —v)d(Xg, Yi)1(( Xk, Yi) € A)
(X, V) € AS)

(
)1
)1
+Ed(Xkt1, Yit1)
< (1= )Ed(Xk, Vi) + Ed(Xps1, Vir1) 1((X5, Vi) € A°)
)

<( VEd(Xy,, Vi) + DP (X, Ys) € A%

We conclude the result by unrolling the recursion. O

C.2. Proof of Lemma 4.10. In both this and the next proof, we let

Tmin(X) := inf rg(X,e) and Tmax(X) := sup rg(X,e).
e€(3) ce(?)

GeGr GeGyr,

PROOF. We will only prove the coupling for G(n,p* + €). The other coupling fol-
lows analogously. Let N = (2). Let ey,...,en be any enumeration of (I21). Let X ~
,u(-|B77D (p*)) and obtain the sequence Xy, ..., X by updating as follows: Given X;_1, de-
fine (X;)e = (X;—1). Whenever e # ¢; and let (X;)e, be independently re-sampled from the
conditional distribution (X;_1). i‘(XZ,l) ¢, In other words, we obtain X; by re-sampling
the coordinate e; in X;_1. Clearly, Xy ~ M(-\BE (p*)).

Now, consider Yy = 0 € A almost surely. Let ey, ...,ex be the same as before. We will
construct Y1, ..., Yy as follows: Given Y;_1, we construct Y; such that (Y;)e, = (Yi—1)~e,
and (Y;)e, is freshly drawn from Ber(p* + ¢€). It is clear that Y ~ G(n, p* + €).
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By Theorem 4.5, we have that p* — € < ryin(X;) < Tmax(X;) < p* 4 € with probability
at-least 1 — C'(n, 8, €) exp(—c(n, 5, €)n). Recall the definition of ¢ 5 from Section 2 and note
that P((X;)e, = 1/Xi—1) < ¢s(rmax(Xi—1)) < p* + €. Therefore the fresh draws can be
coupled such that (X;)., < (Y;)., with probability at least 1 — C'(7, 3, €) exp(—c(n, B,€)n).
Since (X;)e, = (Xn)e, and (Y;)e, = (YN )e,;,» We conclude via a union bound over ¢ < N that
Xn = Yy with probability at least 1 — C(n, 8, €) exp(—c(n, 5,€)n). This gives the desired
coupling by taking X = X and Y = Yy in the statement of the lemma. O

C.3. Proof of Lemma 4.11. We first show that with probability at-least 1 —
0(77) eXp(_C(n)n)’ we must have p* - 77/4 S Tmin(XO) S rmax(XO) S p* + 77/4

This can be shown for example by using Lemma 6.1 and simple concentration bounds
for the degrees p,,(Xo) and pu.(Xo). The fact that 65(Xo,p*) is small follows from Theo-
rem 1.3 since G(n,p*) is also (a very special case of) an exponential random graph. Now, in-
voking Lemma 4.9, we conclude that with probability at least 1 — T'C(3,7n) exp(—c(5,n7)n),
we have for every ¢ < T that

(55) p* - g < rmin(Xt) < rmax(Xt) < p* + g .

Now consider Markov chains Yy, ..., Yr and Z, ..., Zy where Yy ~ G(n,p* —n/2) and
Zy ~ G(n,p* + ). Here, we generate the respective trajectories by Glauber dynamics with
respect to G(n,p* —n/2) (resp. G(n,p* + ) ) We couple the trajectories as follows:

1. Atstep 0, we pick Xy, Yy, Zg such that almost surely
Yo = Xo =X 2%p.
2. Atstep t, pick the same edge I, ~ unif(([g])) to update for each X,_1,Y;_; and Z;,_;.
3. Pick u; ~ unif([0, 1]) independently of everything else and set
(Xo)r, = Wue <1, ((Xe)~r,)); (Yo)r, = Wwe <p*—13); (Z)r, = W(u <p"+3).
For n small enough, we verify that under the event in Equation (55)

P =3 < 05 (rmax(Xe)) < 65, (Xo)om) < G3(rmax(X2)) Sp* + 7.

This implies that (Y;)7, < (X¢)1, < (Z:)1,. We conclude that with probability at least 1 —

TC(B,n) exp(—c(B,m)n) we have Y; < X; < Z;. Now, we will apply Theorem 7.2 to obtain
(56) 0n(Xy,p") < max (00(Ye, p*), 00(Ze, p")) -
Now, since Y; ~ G(n,p* —n/2) and Z; ~ G(n,p* +n/2), we have

P(max (90(Vip*), 00(Z:, ")) > ) < 1= Cln)exp(—c(mn?).

Using this in Equation (56), we conclude the statement of the claim. 0

APPENDIX D: PROOF OF COROLLARY 6.3

PROOF. Let § > 0 and n > 0. We are given X € & such that X € BWD(p*), ie.,
60(X,p*) < . Consider the set S(X) := {u : |p,(X) — p*| > 21/5}. By Lemma 7.1, we
note that |S(X)| < dn, so

{sx)#£0 = J {s(x)=s}.
SC[n)
1<|S|<on
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By the union bound,

on
p(ISX)#0[BF ") <3° 3 u(S(x) =SB ("))
sk
on
57) =Y (M)u(se0 = pIER ).

Here, the second step follows from the permuation invariance of the vertices with respect to
the measure p. In order to evaluate the upper bound in Equation (57), we will consider the
measure of the event {S(X) = [r]|} for r < dn.

Consider the restricted degrees p,, with respect to the set [r] and suppose that 62 < 2. Let
the set D(p*, o, S) :={qg : infy,cs |G, — p*| > a} and note that

{5(X) =[r]} ={lpu(X) —p*[ > 21/6,Yu € [r]}
C{lpu(X) =p*[>2n/0 — 6,Vu € [r]}
(58) = U {Pu(X) = qu,Yu € [r]}.
q[r] ED(p*»QTn_67 [TD
Therefore whenever 0, 7 satisfy €/2 =21/ — §, we have
59 {SX)=[rn{X eB(rl.p"n)} < U Alrlaw.p ).
a[r] GD(p* 7%7[7‘])

Note that with the above choice of 7 in the definition of S(X), we can take § < €/2
to conclude that for all u € S(X)C, |p.(X) — p*| < e. We will note a simple result which
follows from standard arguments in calculus.

LEMMA D.1.  Suppose p* € Ug and q € [0, 1] is such that |q — p*| > €/2. Then, Lg(q) —
Lg(p*) — ¢allg —p*|) < —C(B,€) <0.

Pick ¢ to be small enough such that p* € (§,1 — §). Combining Lemma D.1 with Equa-
tion (59) and Theorem 8.9 we conclude that whenever r < nd:
pUS(X) =r} 0 B([rl,p",m) _ 3 1(A(lr], ap,p",m))
u(B([rl,p*,n)) - w(B([r],p*n))

q[r]eD(p*7§7[T])
< [D(p*, 5, [r])| exp(=nrC(B, €) + Og(nrn + 1 log(
< exp(—2nrC(B,€) + Og(nrn + r?log(2) + rlogn)

= exp (—nr (20(6,6) — Op(n +dlog(5) + 10%)»

(60) =exp (—Qg.(nr)) .

The first step follows from the union bound on Equation (59) and in the second step we used
Theorem 8.9 along with Lemma D.1. In the third step, we used that |D(p*,¢, [r])| <n". In
the last step, we have picked 7, § small enough (as functions of €, 3) so that 2r/0 — 0 = €/2,
d < €/2,m <no(e, B) and n large enough as a function of €, 3 such that Og(n + dlog(1/6) +
n~togn)) < C(B,¢).

) +rlogn))

)
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By Lemma 8.6, whenever < dn, we must have B,7D (p*) = B(0,p*,n) € B([r],p*,n) C
B(0,p*,n + §). Along with Lemma 4.8, we conclude that whenever 7, are smaller than
some constant cg > 0, we have

w(By (p) = e(B,n,8)u(B([r],p",m)) -
Therefore whenever n is larger than a constant depending only on 3, € and 79, we have

pASX) = [} B0,p*,m) _ p{SX) = [r]} 0 B([r],p*,n))
w(B(0,p*,n)) - w(B(0,p*,n))
C(.m,6)" p({S(X) = [T]}ﬁB(H,p*m))

w(B([r],p*,n))
61) <exp(—Qg,(nr)).

Using the fact that () < n", it follows using Equations (57) and (61) that

no
(\S %@‘BD SZnTexp(—nge(m’))

r=1
< exp(—=Qs.(n)),
which proves the corollary. O
D.1. Proof of Corollary 6.4. Recall the sets A% := {z € [0,1]" : z; € [“=1, %)}, Let

1 > 0 be arbitrary for now. Suppose that X € BE (p*). We have by definition

Pun(X) = n? / FX (01, 29) £ (22, 23) 1 (ABL) 1 (A32)day dvadrs

A simple calculation reveals that
Puv(X) — pu (X)p" = n2/fX(:U1,x3) (fX(:L"g,a:Q) —p*) ]l(Ai’l)ll(Ai’Q)dxldxgdxg.

Now, define S} := {v : pup(X) — p*pu(X) > €/2} and S, := {v : pup(X) — p*pu(X) <
—€/2}. Summing the display above for v € S, we have
S le
2n?

< Z /fX x1,T3) (fX(xg,a:g)—p*) 1(A>N)1(A32)dx dwodes

vEST

= / N fX(gzl,xg) (fX(xg,zg) —p*) 1(A3Y)dxydeodas
xo €A

_ X *
_/mle[u 1 u {/:EzEA;r (f ($3,$2)—p )d$2d$3:|d$1

n "ﬂ) z3€C(z1)

= n 5

where Af :=U, g+ [, 2) and C(x1) :={x € 0,1]: fX(z1,2) =1}.
Taklng 1 < de/2, we conclude that
2ndn(X,p*) _ on

<

S < —
|u‘— € 2
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and similarly

2nég(X,p*) _on

S < < —.
Therefore, whenever (X, p*) < n < d¢/2, the sets S, := S; U S, are such that
N €
(63) sup sup [pu(X) = ppu(X) < 5.
u€[n]ve s

Now, invoking Corollary 6.3, we conclude that for any 1 < ¢(3,¢€,d) and whenever n is
larger than a constant depending only on /3, ¢, 1 and § we have

u sup [pul(X) '] < 2B 21— exp(—Qa.c(n)

u€ln

and from Equation (63), we have

* € *
u( sup sup [puy(X) —ppu(X)] < 5’35(10 )) =1.
u€[n]vest

Combining the two displays above, the statement of the corollary follows. O
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