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We propose a simple method for simulating a general class of non-unitary dynamics as a linear
combination of Hamiltonian simulation (LCHS) problems. LCHS does not rely on converting the
problem into a dilated linear system problem, or on the spectral mapping theorem. The latter is the
mathematical foundation of many quantum algorithms for solving a wide variety of tasks involving
non-unitary processes, such as the quantum singular value transformation. The LCHS method can
achieve optimal cost in terms of state preparation. We also demonstrate an application for open
quantum dynamics simulation using the complex absorbing potential method with near-optimal

dependence on all parameters.

Introduction— Fault-tolerant quantum computers
are expected to excel in simulating unitary dynamics,
such as the dynamics of a quantum state under a Hamil-
tonian. Most applications in scientific and engineer-
ing computations involve non-unitary dynamics and pro-
cesses. Therefore, efficient quantum algorithms are the
key for unlocking the full potential of quantum comput-
ers to achieve comparable speedup in these general tasks.
Quantum phase estimation (QPE) [1, 2| is the first algo-
rithm to bridge this gap. QPE stores the eigenvalues
of the Hamiltonian in an ancilla quantum register, and
can be used to solve a wide range of problems, includ-
ing amplitude estimation [3], linear systems [4], and dif-
ferential equations [5, 6]. There have been two signifi-
cant improvements over QPE based methods. The first
is linear combinations of unitaries (LCU) [7], which pro-
vides an exponential improvement in precision for tasks
such as the Hamiltonian simulations [8, 9] and linear
systems [10]. Here the exponential improvement refers
to the cost of preparing a quantum state in a regis-
ter, which also directly translates into a polynomial im-
provement in precision when the final measurement cost
is taken into account. The second is quantum signal
processing (QSP) [11], and its generalization including
quantum singular value transformation (QSVT) [12], and
quantum eigenvalue transformation of unitary matrices
(QETU) [13]. Compared to LCU, QSP based approaches
can achieve a similar level of accuracy but with a much
more compact quantum circuit and a minimal number of
ancilla qubits.

The unifying mathematical argument that underlies
many of these approaches is the spectral mapping the-
orem for Hermitian matrices: Let A be a Hermitian ma-

trix and f(A) be a real-valued matrix function defined on
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the eigenvalues of A. Then, the eigenvalues of the ma-
trix f(A) are equal to the values of the classical function
f applied to the eigenvalues of A, i.e., if A\1,..., Ay are
the eigenvalues of A, then the the eigenvalues of f(A)
are f(A1),..., f(An). Furthermore, f(A) is diagonalized
by the same unitary matrix that diagonalizes A. For in-
stance, the quantum linear system problem corresponds
to f(A) = A~!, Hamiltonian simulation corresponds to
f(A) = cos(At), sin(At) (for the real and imaginary parts
of e~#4*) and Gibbs state preparation corresponds to
flA) =e 2.

The limitation of this matrix-function-based perspec-
tive can be readily observed when solving a general dif-
ferential equation

Ou(t) = —At)u(t) + b(t), u(0) = up. (1)
When b(t) = 0 and A(t) = A € CV*¥ is a general time-
independent matrix, the system has a closed form solu-
tion u(t) = e~ 4*ug. Even in this case, the eigenvalues of
A may not be real, the eigenvectors of A may not form a
unitary matrix, or A may not be diagonalizable at all.
These difficulties prevent us from applying techniques
such as QSVT to implement f(A) = e~4* on a quan-
tum computer, and the situation becomes much more
complicated when A,b are not some fixed matrices and
vectors, but are time-dependent. To solve Eq. (1), most
existing quantum algorithms convert the problem into
a quantum linear system problem (QLSP) with a fixed
and dilated matrix (i.e., a matrix of enlarged size). The
resulting QLSP can then be solved using many of the
aforementioned techniques based on the spectral map-
ping argument. However, both the construction of the
linear system problem and the solution of the QLSP with
near-optimal complexity (in order to achieve desired de-
pendence on parameters such as the precision and the
simulation time) can be very involved. We shall compare
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our new proposals with the QLSP approach later in the
paper.

In this work, we propose a significantly simplified so-
lution to the non-unitary process in Eq. (1). Our pro-
cedure is not based on the spectral mapping theorem,
but on a surprising identity expressing the solution as
a linear combination of Hamiltonian simulation (LCHS)
problems. LCHS can be viewed as a special case of
LCU. Namely, each Hamiltonian simulation problem is
described by a unitary operator. Unlike LCU for Hamil-
tonian simulation or solving linear systems, these uni-
tary operators do not commute with each other. LCHS
is a very flexible procedure. The linear combination can
be implemented in a hybrid quantum-classical fashion to
compute observables related to the solution, using a small
amount of quantum resources and is thus suitable for the
setting of early fault-tolerant quantum computers. The
linear combination can also be coherently implemented
to prepare the solution directly in a quantum register
and to reduce the complexity. In this case, we show that
the cost of LCHS is optimal in terms of state prepara-
tion, which is useful when the initial state ug is difficult
to prepare.

When the anti-Hermitian part of the matrix A(t) is
fast-forwardable, we may incorporate the interaction pic-
ture Hamiltonian simulation in the LCHS to obtain fur-
ther improvements. A practical example with such a fea-
ture is the open quantum system dynamics. Many prob-
lems in quantum dynamics, such as molecular scatter-
ing [14], photodissociation [15], and nanotransport [16],
are defined in an infinite space. Unlike solving the ground
state of molecules in quantum chemistry, replacing the
infinite space by a finite-sized box in these quantum dy-
namics problems may lead to significant errors at least
along certain extended dimensions. Therefore boundary
conditions need to be carefully designed and implemented
to balance the accuracy of the simulation and the compu-
tational cost. One widely used method in quantum chem-
istry is the complex absorbing potential (also called the
imaginary potential) method [15, 17, 18]. In this case, we
show that our LCHS algorithm can achieve near-optimal
dependence on all parameters in both state preparation
and matrix input models.

Linear combination of Hamiltonian simulation— Let
us consider the homogeneous problem first with b(¢) = 0.

Theorem 1 (Linear combination of Hamiltonian sim-
ulation). Let A(t) € CN*Nt € T = [0,T] be de-
composed into a Hermitian and an anti-Hermitian part,
At) = L(t) + iH(t), where L(t) = AWA®
H(t) = %ﬁf(ﬂ. Assume L(t) = 0 for allt € Z. Then
(T is the time ordering operator)

and

—JtA(s)ds _ 1 —i [g (H(s)+kL(s)) ds g
Te Jo /Rﬂ(l—i—k2)7-€ 0 .
(2)

Theorem 1 can be viewed as a generalization of the

Fourier representation of the exponential function f(x) =
— ||
e

f(k) = %/Re*me*ﬂ” do = ﬁ (3)

Note that f(k) > 0 and [ f(k)dk = 1. Therefore

f(k) is the density of a probability distribution, called
the Cauchy-Lorentz distribution. If H(t) = 0 and
L(t) = L is time-independent, Theorem 1 can be readily
proved from Eq. (3) and the spectral mapping theorem.
This special-case formula has been applied to simulating
imaginary time evolution dynamics [19, 20]. However,
our Theorem 1 works in a more general setting where
the matrix can be time-dependent and non-Hermitian.
Our general proof hinges on a special instance of the ma-
trix version of the Cauchy integral theorem, which is a
key for avoiding the spectral mapping argument (see the
Supplemental Materials).

The condition that the Hermitian part L(t) is positive
semidefinite can always be satisfied without loss of gen-
erality. Indeed, by redefining u(t) = e“‘v(t), the equation
for v(t) is
Ov(t) = —(L(t)+el +iH (t))v(t) +e b(t), v(0) = up.

(4)
By choosing —c to be the minimum of the smallest eigen-
values of L(t) on t € Z, L(t)+cI is a positive semidefinite
matrix.

When b(t) = 0, the solution to Eq. (1) becomes u(t) =
Te—Jo A®) ds44. By discretizing the integral with respect
to k using a grid k; with quadrature weights w;, Eq. (2)
becomes

u(t) =~ Z c; U (t)uo, (5)

where ¢; = 7“1‘?]62), and U,(t) = Te—iJo (H(s)+hk;L(s)) ds
is the propagator for a time-dependent Hamiltonian sim-
ulation problem. Therefore Eq. (2) compactly expresses
the solution as a problem of LCHS, which can be co-
herently implemented using LCU (see the Supplemental
Materials).

If we are only interested in obtaining observables of the
form u(t)*Ou(t), we may implement the linear combina-
tion in a hybrid quantum-classical fashion. Notice that,
since U;’s are unitary, the observable can be expressed as

u(t)*Ou(t) = 3 ciew (ol UL (H)OUw (Dlua) . (6)

K,k

We can then use the quantum computer to evaluate a se-
ries of correlation functions <u0|U,I (t)OUy (t)|ug) via the
Hadamard test for non-unitary matrices [21] and ampli-
tude estimation [3], and perform the summation on a
classical computer (see the Supplemental Materials).

In the presence of the source term b(t), we can use
the Duhamel’s principle (a.k.a. variation of constants)



to express the solution as

1 .
t) = —i [J(H(s)+kL(s))ds dk
u(t) /Riﬂ(l—l—kQ)Te 0 UQ

t
1 R o
= gt Ji(H()FRL(s)) ds
* /0 /R (1 + k2)T€ b(s)dkds.
(7)

We may again use LCU to coherently prepare the state
u(t), or use an expression similar to that of Eq. (6) for
hybrid computation of observables.

Implementation— The LCHS can be implemented in
a gate-efficient way by combining LCU with any Hamilto-
nian simulation algorithms. Here we discuss the simplest
implementation of LCHS based on the product formula,
and we will discuss the one based on the truncated Dyson
series method later in the paper.

We first truncate the integral in Eq. (2) on a finite
interval [—K, K] and discretize it by a trapezoidal rule

with (M + 1) grid points. We obtain Te~Jo A dsyg ~

YLy e Te Ho Tkt duyy. - Here ¢; = TR
w; = W and k; = —K + % are the weights

and nodes of the trapezoidal rule. To implement each
U;(T) = Te~iJo HE)Tk L) s we yge a p-th order
product formula with a fixed number of steps r for all
j. Then,

Te~ fo A(s)d

M
~ 2 e
j=0

r—18p— <<z +6,)T) 8T _ZL<(L’+-”)T> ok T
e T
v = I | I | Uug.

(®)

Here =, is the number of the exponentials in the product
formula, «;’s and ;s are the corresponding coeflicients,
and 7y;’s and §;’s determine the discrete times at which the
time-dependent Hamiltonians are evaluated (see [22] for
an example of the product formula via Suzuki recursion).

Suppose that we are given the state preparation ora-
cle Oprep @ |0) — |ug), the Hamiltonian simulation ora-
cles Op(s,7) = e~ (75 for |s| < 1/||L| and Og(s,7) =
e~H(T)s for |s| < 1/||H||, and the LCU coefficient or-
acle Ocper : |0) — \/chTZfio\/@m According to
the binary representation of j’s, we may first construct
a coherent encoding of the time evolution as the se-
lect oracle SELf (s, 7) = ZjM:O 15) (j| ® e~iE(Dkis yging
O(log(M)) queries to O (s,7) (see Supplemental Mate-
rials and, e.g., [10, 23, 24] for details). Then Eq. (8) can
be implemented following the standard LCU approach
by first applying Ocoet ® Oprep, then sequentially apply-
ing SELy (eqT'/r, (' +v)T/r) and Oy (BT /r, (l +0,)T/r)
for I € [E,] and I’ € [r], and finally applying OCOef on the
ancilla register. Such a procedure yields the quantum

state approximating o HuoH |0), Te™ Jo Al dsy 4 |L1),
encoding the homogeneous part in its first subspace.

For the inhomogeneous term in Eq. (7),
after  discretizing the integral for both &
and s using the multidimensional trapezoidal

T ’ ’
rule,  we obtain fOT TeJo AN p(5) ds ~
- T ’ . ’ ’
S g e o T ),
Here ¢, = W, wj, k; are as defined be-
J
fore, v = w and s;; = JMT This can

also be 1mplemente(i by the same Trotterization and
LCU approach as the homogeneous case (see Sup-
plemental Materials for details).  Notice that the
evolution time of different Hamiltonians in the LCHS
of the inhomogeneous term varies, so we will assume
the input model of H, L to coherently encode the
evolution of different Hamiltonians with different
time periods, as O} (s,79,71) = Z;'\/io 1) (' ®
_iL(TOjI+T1(Mt_j/))s(Mt_j/) and 0}1(577—0,7'1) —
Z]W" |j > <J/| ® e_iH(Toj/-i-Tl(Mt—j/))S(Mt—j/) for
|s \Mt < 1/||H||- The input for b(t) is also in a time-
dependent manner as Oy, : |5') [0) — [5)|b(s;7)). All of
these oracles are an extension of the time-dependent
encoding proposed in [23].

To linearly combine Te~Jo Als)ds ug and
fOT Te IS A(S/)dslb(s) ds, we append an extra an-
cilla qubit, prepare both states controlled by this ancilla
qubit, and implement the LCU again at the outer
loop using a single-qubit rotation. The final step is to
measure all the ancilla registers, and if all the outcomes

are 0, then the resulting state approximately encodes
the solution u(t) of the ODE.

Computational cost— The complexity of our algo-
rithm for solving Eq. (1) is given as follows. Here |u(T))
is the solution to Eq. (1) at the final time T

Theorem 2. There exists a quantum algorithm that pre-
pares an e-approrimation of the state |u(T)) with Q(1)
success probability and a flag indicating success, using

1. queries to the aforementioned input models of H
and L a total number of times

[u(T)| 1+2/p

T
olle, =[5 lIo(s)lds  and /(Fp -
1/(g+1
maxo<g<p,refo,r) (1 ()] + [ILO(n)])) 7,

where

2. queries to the state preparation oracle Oprep and

IUUH+|IbHL1>

the source term input model Oy, for O ( Tu(T)]]

times,
3. O(log(T'1||b||c2T'/€)) ancilla qubits, where ||b]|cz =
Yoo max, o7 [ ()],



4. O (%) additional one-qubit gates.

The proof of Theorem 2 can be found in the Supple-
mental Materials. Our algorithm uses a small number
of queries to the state preparation oracle. This is be-
cause each run of the LCU procedure only requires O(1)
uses of such oracles and the overall complexity only re-
lates to the success probability, which contributes to a
(llwoll + 1Bl £2)/|u(T)|| factor. The query complexity to
the matrix input in each run depends linearly on the
number of Trotter steps, which contributes to the scal-
ing I‘,l,H/pTlH/p/el/p according to the p-th order Trot-
ter error bound. The extra 1/e'/? scaling is due to the
relative error scaling. Notice that in the matrix query
complexity there are still extra terms including 1/€ and
((Jluo |l + 115l £1)/Jw(T)||)*+1/P. The former is because we
need to simulate the Hamiltonian up to K = O(e 1),
while the latter arises from the necessity of bounding the
relative Trotter error. Ancilla qubits are used to imple-
ment quadrature.

Our algorithm and Theorem 2 can be directly applied
to the special case where A(t) = A is time-independent.
In this case, we may further simplify the implementation
and reduce the computational cost. First, the coherent
encoding of the time evolution is no longer needed, and
the select oracles in the LCU procedure can be efficiently
constructed using Or(s) = e *L* and Opy(s) = e i3
with O(log(M)log(M;)) cost. Second, the parameter
I', can be improved to the commutator scalings between
H and L thanks to the improved error bound for time-
independent product formula [25]. We refer to the Sup-
plemental Materials for more details.

Optimal state preparation cost and comparison with
other methods— The query complexity of the LCHS
approach to the state preparation oracle Oprep is

@) (%) In fact, when b = 0, this corresponds

to the dependence of a quantity denoted by ¢ = ”17(1:‘}‘)'“
in quantum differential equation solvers. Such a linear
scaling of g cannot be improved. From the perspective
of quantum complexity theory, the renormalization from
||uol| to ||u(T)|| could be utilized to implement postselec-
tion, and it would imply the unlikely consequence BQP =
PP (similar discussions appear in Section 8 of [26] and Sec-
tion 7 of [27]). Moreover, as shown in [28, Corollary 16],
any quantum differential equation algorithm must have
worst-case query complexity (g) to the state prepara-
tion oracle, indicating the optimal state preparation cost
that our LCHS approach achieves.

Most generic quantum differential equation algo-
rithms [5, 6, 26, 29, 30] convert the time-dependent dif-
ferential equation problem Eq. (1) into a QLSP. The ef-
ficiency of these quantum algorithms relies on the effi-
ciency of the quantum linear system algorithms (QLSA),
which typically take a large number of queries to the
state preparation oracle. In particular, the state-of-the-
art QLSA takes O(rlog(1l/e)) queries [31], where & is
the condition number of the QLSP matrix and depends

4

on T and [|A(¢)||. However, our algorithm directly im-
plements the time evolution operator by LCHS with-
out using QLSA, so the number of the state prepara-
tion oracle is significantly reduced. For example, when

[luoll

b = 0, our algorithm takes O (Hu(T)H) queries to the

state preparation, while the state-of-the-art QLSA-based
quantum Dyson series method [30] queries the initial

state O (”'j;;')'” ||A||T10g(1/e))

moves the explicit dependence on ||A||, T and e, and
matches the lower bound. Additionally, in the QLSA-
based approaches, the value of k can be difficult to esti-
mate in practice, and it is common that the theoretical
bound significantly overestimates the value of x [29]. We
also note that the time marching method [32] does not

involve QLSP and can query the initial state O (”llﬁ%‘)lu)

times as well. In this case, our LCHS approach removes
the need of implementing the uniform singular value am-
plification procedure and can thus be simpler to imple-
ment. It also outperforms the time marching method in
terms of the number of matrix queries with respect to

the evolution time, with an improvement from O(T?) to
O (T1+0(1)).

Applications to open quantum system dynamics with
complex absorbing potentials— In its simplest form, the
complex absorbing potential method [15, 17, 18] replaces
the real potential by a complex one, and the time-
dependent Schrédinger equation becomes

times. Our algorithm re-

i0u(r,t) = (;Ar + Vg(r,t) — Z'V[(r)> u(r,t). (10)

Here Vg(r,t) is the real time-dependent external poten-
tial, and —iV;(r) is the absorbing potential and can of-
ten be chosen to be time-independent. The minus sign
reflects that this is a damping potential, and V; can be
chosen to be bounded and non-negative. For simplic-
ity we only discuss Eq. (10) in the context of single-
particle dynamics, and this formulation can be gener-
alized to accommodate multi-particle dynamics. Our
method can also be generalized to other more boundary
treatment methods such as the perfectly matched layer
(PML) method [33, 34]. In these applications, we are
interested in the case before the scattering wave leaves
the region of interest, i.c., |[u(T)||> = [|u(r,T)]* dr is
not too small. Such a condition can also be satisfied
if up is a near-resonance state. Another widely used
method for modeling open quantum system dynamics
is the Gorini-Kossakowski-Sudarshan-Lindblad (GKSL)
quantum master equation [35-37]. The non-Hermitian
quantum dynamics (10) is also related to a class of nu-
merical methods for solving the GKSL equation, known
as the quantum jump or the Monte Carlo wavefunction
method [38, 39].

To solve Eq. (10) using our LCHS algorithm, we first
discretize the spatial variable using N equidistant grid
points, and the Laplace operator is discretized by the
central difference formula. In the context of Eq. (1), the



Hermitian part H(t) = —1A, + Vg(t) is the standard
Hamiltonian with ||H ()| = O(N? 4+ max; |Vg(t)||), and
the non-Hermitian part L = V7 is a time-independent
positive semi-definite matrix. Furthermore, the dynam-
ics eIt can be fast-forwarded in the sense that e~ **Lt
can be performed with cost independent of k,¢, and
[IL|| [40], so we may perform the Hamiltonian simulation
in the interaction picture with the truncated Dyson series
method [23] to avoid computational overhead brought by
K

In the interaction picture, the LCHS becomes

M

Te—Js Als)ds chefil/kjt (Tefifot HI(s;kj)ds) Lkt
§=0

(11)

where H;(s;k) = e'lksH(s)e™Lks. Eq. (11) can be di-
rectly implemented by LCU. Notice that the derivative of
H still scales linearly in K, but the cost of the truncated
Dyson series method scales only logarithmically with re-
spect to the derivative of Hy(s) and thus K [23].

Our main result is as follows, which achieves near-
optimal scaling in all parameters. The proof is given in
the Supplemental Materials. We remark that the follow-
ing result also holds in a more general case where H ()
is an arbitrary time-dependent Hamiltonian and L is a
time-independent fast-forwardable Hamiltonian.

Theorem 3. Consider the spatially discretized Fq. (10)
using finite difference with N equidistant grid points.
Suppose that we are given the oracles Oy, : |r)|0) —
1) [VE(r)), Ovy = [x) ) 10) — 1) |s) | Vir. s)), and the
state preparation oracle Oprep for the initial condition.
Then there exists a quantum algorithm that prepares an e-
approzimation of the state |u(T)) with Q(1) success prob-
ability and a flag indicating success, using

max; IVé(t)IIIVIII))

€

||U0||

© (nu(T)n
(12)

queries to Oy, and Oy, and O(||uo| / ||[u(T)|) queries
to Oprep. Here maxy ||H (t)|| = O(N? 4+ max; [|[Vr(t)|])-

T () poly o

Discussion— Linear combination of Hamiltonian
simulation (LCHS) provides a simple way for solving the
non-unitary dynamics in the form of Eq. (1). Compared
to existing approaches based on QLSP, LCHS is simple,
flexible, and achieves optimal state preparation cost. The
linear combination procedure can be implemented in a
hybrid quantum-classical fashion to facilitate the com-
putation of observables on early fault-tolerant quantum

computers. The most significant limitation of LCHS is
that the spectral radius of the Hermitian part L needs to
be multiplied by a factor up to the frequency cutoff K,
where K = O(1/¢) due to the quadratic decay of the ker-
nel (1+ £2)~1. This increases the maximal circuit depth
by a factor e~'. The problem can be ameliorated when
the dynamics of L can be fast-forwarded. For instance,
in the case of simulating open quantum system dynam-
ics using a complex absorbing potential, our LCHS-based
solver achieves near optimal complexity in all parameters.
However, Hamiltonian simulation in the interaction pic-
ture [23] may be difficult to implement. A more desirable
solution to this problem would be to replace the kernel
(1+k?)~! by a fast decaying one, so that the truncation
range can be dramatically reduced. It remains an open
question how to obtain the best possible solver that is op-
timal in all parameters for simulating general non-unitary
dynamics.

When a task can be solved using either LCU- or QSP-
based techniques, the latter are often preferred due to
their superior resource efficiency, as well as ease of imple-
mentation. However, all QSP-based techniques are based
on the spectral mapping theorem. LCHS avoids this
spectral mapping argument, and thus significantly ex-
pands the application range of LCU. It would be interest-
ing to see if the mathematical reformulation of LCHS can
inspire further generalization of QSP-based approaches,
particularly for applications involving non-normal matri-
ces. Additionally, exploring extensions of LCHS to other
quantum linear algebra problems can be a promising di-
rection for future research.
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Note: During the final stage of this work, we became
aware of a recent work called Schridingerisation [41],
which transforms a general class of linear partial differen-
tial equations into a dilated Hamiltonian dynamics, and
can be used to provide a complementary perspective of
our result in Theorem 1.
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I. PROOF OF Theorem 1

We first establish a lemma which is a special instance of Cauchy’s theorem applied to matrix functions without
relying on the spectral mapping argument.

Ye

Re

Figure S1. Contour used to prove Lemma 4.

Lemma 4. Let H,L € CN*N be Hermitian matrices, and L > 0. Then

1 , LS| .
_—  —i(H+EL) 1 —i(H+kL) _
P/RH—ike dio= Jlim [ e dk = 0. (S1)

Here P stands for the Cauchy principal value of the integral.

Proof. By a change of variable w = ik, and denote the imaginary axis by -y, we have

1 . 1 ,
—i(H+KL) } — / —iH-wL g, 5
P/Rl—i—ike P 7i(1+w)6 w (S2)

Let R be any positive number, and we choose a closed contour C in the complex plane as in Fig. S1, where ~¢ is
the half circle with a radius R in the right half plane. We will prove the lemma by deforming the integral along the
imaginary axis to the integral on along the half circle.
Note that each entry of the integrand on the right hand side of Eq. (S2) is analytic with respect to w in the region
enclosed by C. Therefore Cauchy’s integral theorem applies, and
iR 1

1 - ) 1 )
P/ e H 7wl qu = lim ———e 7wl qu = lim e Wl gy, (S3)
P Z(1+(JJ) R—o0 _iR z(l—|—w) R—o0 o Z(1+w)



We can parameterize ¢ = {Re' |0 € [-n/2,7/2]}, which can be separated into two parts. Choose 6y =
min(1/vR,7/4). The first part is § € I = [~7/2 4 0y, 7/2 — ], and the second is 0 € J = [—7/2,7/2]\I. We
also denote by Ag > 0 the smallest eigenvalue of L.

Changing the variable from w to 6 in Eq. (S3) gives

1 CiH-wl . /2 Reit o—iH- Re®T, Re® CiH—Re®L
i w -1 ‘ % e - 1 % e ] 4
P[Y i(1+ w)e dw R e 1+ Rei?© = e s 1+ Rei?© a0 (54)

Re® g peior 1 —XoRcos0
— e " e rdhl < _ ofrcost 49,
‘ /1 1+ Re? = /1 1+ R1e—0|° (S5)

Notice that Rcosf > Rsinfy > @. Therefore this term vanishes in the limit R — oo.
On the interval J, for R > 2, we have

On the interval I, we have

/ ﬂe*m ReL 49 / — df <20, < 2 (S6)
7 1+ Ret? 11+ R Te—if| "= VR
which vanishes as R — oo. This proves the lemma. O

Denote the right hand side of Eq. (2) by V (¢;ik) = Te—iJo (H($)+kL(s)ds  Then V is analytic with respect to w = ik
in the complex plane for any t. Furthermore, if the eigenvalues of L(¢) are uniformly bounded from below by Ao > 0,
then for 0 € I = [-7/2 4 0y, 7/2 — 6],

HV(t,R@ie)H S e—t/\oRcose (87)
still holds. This proves the following statement.

Lemma 5. Let H(t), L(t) € CN*N be Hermitian matrices on t € T = (0,T]. Assume L(t) = Ao > 0 for all t € T.
Then for any 0 <t < T,

1 ot
—i [J(H(s)+kL(s))ds —
P/]Rl_H,kTe ; dk = 0. (S8)

Here P stands for the Cauchy principal value of the integral.
Now we are ready to establish the proof of Theorem 1.
Proof of Theorem 1. We first prove the statement when L(t) = Ao > 0 for all ¢t € Z. The right hand of Eq. (2)

converges absolutely. Hence

1 e 1 St
1) = - —1i fo (H(s)+kL(s))ds — / - —q fo (H(s)+kL(s))ds )
W) /W(1+k2)Te k=P | T dk (89)

When ¢t = 0, both sides of Eq. (2) are the identity matrix due to the normalization condition of the Cauchy

distribution. For ¢ > 0, the definition of the time-ordered operator gives

%V(t ik) = —i(H(t) + kL(£))V (t; ik). (S10)

We will show that W (¢) satisfies the same differential equation for ¢ > 0. To this end, we choose a fixed § > 0 and
consider t € [§,T]. Differentiating W (t) with respect to ¢ gives

dIZt(t) _p / %M(H(t)+kL(t))V(t;ik) dk

(1—ik)L (14 ik)L(t) iH(t) y
_P/ ( o 1+k2 - 27T(1+k2) - 7T(1+k2)) V(t,’tk‘) dk (Sll)

_ (t) L(t)  iH(t) y
_P/R (27T(1 + ik) 271'(1 —ik) w1+ k‘2)> V(t;ik) dk.




Here in Eq. (S11), since the right hand side of the first line uniformly converges in ¢ € [§,T], we can exchange the
order of limitation (i.e., the principal value) and differentiation, so the calculations in Eq. (S11) rigorously hold. Now
use Lemma 5, the first term vanishes and we can flip its sign as

L(t) X — _ & 0 _
P/]R 2e(l ) A= P/R oL 4 iy (k) dk =0 (512)

Then, for ¢ € [4,T], we have

dwe) _ —L(t) L(t) iH (1)
dt 77)/]1@ (277(1 + ik) B 27(1 — ik) - (1 + k2)> V(t)dk

(S13)

— _(L(t) +iH{)) /R g Vb .

Since § can be chosen arbitrarily close to 0, Eq. (S13) also holds for all ¢ € (0,7]. This proves that W(t) satisfies the
same differential equation as the left hand side of Eq. (2)
dW (t)
dt

= —(L(t) + iH®)W(t) = —AR)W(t), W(0)=1. (S14)

By the uniqueness of the solution, we prove that W (t) = Te™ J5 A®)ds ynder for positive definite L(t).

Finally, each matrix entry of both the left and right hand sides of Eq. (2) are continuous functions with respect to
L(t). This allows us to take the limit Ag — 0 and finishes the proof. O

II. NUMERICAL INTEGRATION

We introduce the notation || H|| == max,cjo, 7] [|[H(7)||2, | L] = max o, 1) [|L(7)]|2, and ||b]| :== max (o, 7) [|b(T)]|2-
We further denote

T p
6] s ::/ [16(7)]|2 dT, lbllcr = max [|b@(7)|2, (S15)
0 q:OTE[O’T]
P P
Hllow = H@ Lllgr = L@ . 1
(Rzairers ;}Trgﬁ};}\l (T2 | Lllc» q:OTgl[g?;]ll (7)l2 (S16)

We assume H (t) and L(t) are Cl-smooth, and b(t) is C*-smooth in the following analysis.
Firstly, we consider numerical integration formula to estimate

K K
1 -t
_ —i [J(H(s)+kL(s))ds
/_K F(k) dk /_K e dk. (S17)

in which F is a matriz-valued function (but not a matrix function). We can choose the truncation parameter K = c/e
for some constant ¢, and the remainder is then bounded by

o 1 B B 1y
Q/K mdk =m—2arctan K = O(K~") = O(e). (S18)

We can simply apply a trapezoidal rule on Eq. (S17)

M M
ST wiF(ky) =Y e Te o O+ L) ds, (S19)
§=0 j=0

Here ¢; = w(fijkf.)’ w; = (2_11;}””)1( and k; = —K + % are the weights and nodes of the trapezoidal rule.

The global error of the trapezoidal rule is proportional to

(21<)3 "
max -——|F 2
cel %{,K] M2 | (5)‘7 (S 0)



where
L||?>T? 4k||L||T 2(3k2 -1
) < I ILIT 203k 1) s
1+ k%)  7(1+k%)2  =(1+k?)3
Thus, maxe [F”(£)] = O(||L||*T?). In order to reach precision ¢, the total number of points is
M = O(|LIT/é2). (522)
Secondly, we consider numerical integration formula to estimate
- o ! [ CH(S)HRL(S)) s’
F(k,s)dsdk = / / T ———-e M) TRLSAs b () 45 dk (S23)
/4( /o —xJo  m(1+k?)

in the inhomogeneous case, spatially truncated on [— K, K] with K = ||b||z1/€, and the remainder is then bounded by

T 00 1 T
2 [ ] bl dkds =2 [ (r — 2arctan K) )l ds = OB /K) = O (524)

We can simply apply a trapezoidal rule on Eq. (S23).

M, . t
S‘ (H(s")+k;L(s"))ds’
> Zw“/F ki, si) Z Zc“,Te ¥ b(s;) (S25)
/=0 j=0 =05=0
~ o 2-1jo0m)(2=1,1_g nr )KT
Here ¢; ;o = ﬂ(ul)’f]k?), wj = (-1 O,M)Q(MMZ =0t ) KT 14 kj=—K+23K s, = Af are the weights and nodes of the

two-dimensional trapezoidal rule.
As above, the global error of the trapezoidal rule is proportional to

2

€0+ =

2KT !

fe[—KI,IIl(a]‘,}EE[O,T] {Wu‘_‘kk Fss(f C)q (526)

where

|LIPT2 k| LT 2(3162_1)} -
T+ k) w1+ k2?2 n(l+ k)3

Bk )| < | (s27)

as above, and

[[6”]] 2||6/]]
T+ k) w1+ k)

0]
71+ k2)

Il

F. < _ o
| ss(kas)‘ = 7T(1+k2)

(A +EIL]) + (11 + KIL1)* + (H I+ EIL). - (S28)

Thus, max ¢ | Fur (&, ¢)| = O(| LIPT?||b])), maxe ¢ |Fua(€,C)] = O((| Hl|cr + K| Lllc1)?[[bllc2). Using [[b]lx < [1B]|T,
to bound the error of the trapezoidal rule by €, we should choose

o = O (LI B 2722 ) = O (L] [blPT? /), (529)
and

My = O((|Hller + I Elesl1blls /OIS T2 fe) = O((1H e + | Ellen)[bl12T#/e2). (830)

III. INTRODUCTION TO LINEAR COMBINATION OF UNITARIES

Linear Combination of Unitaries (LCU) [7, 42] is a quantum primitive that is widely employed for tasks such
as Hamiltonian simulations [8, 9] and quantum linear system algorithms (QLSAs) [10]. LCU offers exponential
enhancements in precision when compared to quantum phase estimation (QPE) methods.
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Let T = Zfigl «;U; be a linear combination of unitaries U;. Without loss of generality, we assume K = 2% and
a; > 0 since a phase factor can be subsumed into U;. The selection oracle

K-1
U= li)iloU (S31)
=0

implements U; conditioned on the value of the controlled register. The preparation oracle satisfies

K—1
a 1 .
V0% = [E1R > Vaili), (S32)
i=0
where |||y =), |a;]. As shown in [42, Lemma 2.1|, we can implement 7" in the following sense.
Lemma 6 (LCU Lemma). Let W = (VI @ I,)U(V ® I,,). Then for all states |1),
1
levlly

where | L) is an unnormalized state that satisfies (]0%) (0% @ I,)|L) = 0.

W0%) |¢) = 0) T |¢) + L), (S33)

The LCU Lemma is a powerful quantum primitive, since the number of ancilla qubits a only scales logarithmi-
cally in the number of linear combination terms K. Upon measuring the ancilla qubits of W |0%) [¢)) and obtaining
the outcome |0%), the resulting postselection state is proportional to T |¢). This successful outcome occurs with
probability (||T"[«) ||/]|a|l1)?. We can perform amplitude amplification [3] to boost success probability to Q(1), using
O(|laf]1 /11T %) ||) number of queries to U, V, and |¢)).

IV. HYBRID IMPLEMENTATION OF THE LCHS METHOD

We discuss the evaluation of Eq. (6) in a hybrid quantum-classical fashion. The idea is to use the quantum computer
to evaluate (ug|U, ,I (t)OUy (t)|uo) via the non-unitary Hadamard test and amplitude estimation, and then perform the

summation via classical Monte Carlo sampling. In this section, we first discuss how to estimate (uo|U ,I (t)OUp (t)|uo)
for a fixed pair (k,k’), and analyze the classical sampling complexity.

IV.1. Estimating observables via non-unitary Hadamard test

Hadamard test is a well-known quantum primitive to estimate the expectation value of a unitary matrix. It uses
one ancilla qubit, applies a Hadamard gate on it, then applies a controlled version of the target unitary operation,
followed by another Hadamard gate on the ancilla qubit. Then, the probability of obtaining 0 when measuring the
ancilla qubit is associated with the real part of the desired expectation value. The imaginary part can be obtained
similarly with a slight modification.

The Hadamard test can be modified to estimate the expectation value (¢|G|¢) of a non-unitary matrix G (see
e.g., Ref. [21, Appendix DJ]). The only modification is to replace the controlled unitary operation in the Hadamard
test by the controlled version of the block encoding of G. For simplicity, we assume there is a unitary Ug using m
extra ancilla qubits such that ((0]*™ @ I)Ug(|0)*™ @ I) = %G, ie., Ug is a (ag,0)-block-encoding of G. Here ag
is the block-encoding factor with ag > ||G||. Notice that when G is unitary, the quantum circuit implementing G
itself is the (1,0)-block-encoding of G. Then, the scaled expectation value é (¢|G|¢) can still be obtained via the
the probability of obtaining 0 when measuring the ancilla qubit. When combined with amplitude estimation, the
non-unitary Hadamard test has the following complexity.

Lemma 7 (|21, Lemma 7]). Suppose that Oy is the state preparation oracle of |¢), and Ug is an (ag,0)-block-
encoding of a matric G. Then, (¢|G|d) can be estimated to precision € with probability at least 1 — &, using
O((ag/e)log(ag/€)log(1/0)) queries to Oy, Ug and their inverses.

Using Lemma 7, we can directly obtain the complexity of estimating (uo|U ,I (t)OUy (t)|ug) in our case.

Lemma 8. Suppose that Oy, is the state preparation oracle of |ug), Uo is an (oo, 0)-block-encoding of O with
ap > ||O|l, and Uk(t) is a quantum circuit that approzimates Uy(t) with error smaller than eyg for any k. Then,
(u0|U,I(t)OUkI(t)|uO> can be estimated to precision € with probability at least 1 — &, by choosing egs = €/(4]|0]) and
using O((ap/€)log(ap/€)log(1/8)) queries to Oprep, Uo, U and their inverses.
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Proof. By [12, Lemma 53|, multiplying Up,Up and U ,I (with additional ancilla qubits) gives an («o,0)-block-encoding
of U ];r (t)OU (), so we may directly use the non-unitary Hadamard test to estimate the desired expectation value.
According to Lemma 7, with probability at least 1 — §, we can estimate <u0|U,I(t)OUk/ (t)|ug) to precision €/2 using

O((ap/e)log(ap/e)log(1/§)) queries.
There is another part of the error due to the imperfect implementation of Uy. Specifically, we can bound

[ (o T ()0 T (1) o) — (ol U (60U (1) o)

< Hﬁ,j ()OUw (t) — U} (t)OUk/(t)H (534)
< 2[|Oflens,
and thus we can choose egs = €/(4]|0O]|) to bound this part of the error by €/2. O

IV.2. Linear combination via classical Monte Carlo sampling

Let ¢ = (c) denote the vector of the coefficients ¢, = w;/(m(1 4 k3)). Notice that all ¢;’s are positive real number
and Y, . cxer = ||c||3. We describe a sampling-based hybrid algorithm for estimating Eq. (6) as follows, which is
similar to the sampling approaches from Fourier series in [43, 44]:

1. For each j = 1,2,---,J, independently sample (k,k’) with probability cici//||c||?. Denote the sample by
(k(5), K'(4))-

2. Estimate (uo|U. g(j)(t)OUk/(j)(tﬂuO) using the non-unitary Hadamard test. Denote the successful estimator by
X;.

3. Estimate u(t)*Ou(t) using [|c[|3X, where X = 1 Z;-le X;.

If there is no error in implementing U (t) or performing the non-unitary Hadamard test, then the the expectation

value EX is exactly u(t)*Ou(t). Taking into consideration these errors as well as the sampling errors, we can analyze
the complexity of our approach as follows.

Theorem 9. Suppose that Opyep is the state preparation oracle of |ug), Uo is an (ao,0)-block-encoding of O with

ap > ||O|l, and Ui(t) is a quantum circuit that approzimates Uy(t) with error smaller than eyg for any k. Then,
u(t)*Ou(t) can be estimated to precision € with probability at least 1 — 0, by choosing egs = O(e/ ||O||). Furthermore,

0 (”fz”z log <§>> , (S35)

2. Each circuit with sampling value (k, k') uses

0 (0‘60 log (O‘TO) log (”O” 1?5%(1/5))) (S36)

1. The number of the samples is

queries to Oprep, Uo and (NIk(t)

Proof. Notice that there are two sources of errors and failure probabilities: the non-unitary Hadamard test and the
sampling step. It suffices to bound both errors (resp. failure probabilities) by €/2 (resp. §/2).

We first consider the sampling step. Notice that, even in the presence of errors, each X; is bounded within
[—(]|O]] + 1), |O]| + 1]. Hoeffding’s inequality implies that

J J
_ — Je
P ([IeliX ~ IR EX| 2 ¢/2) =P |57, B3| 2 0
j=1 =1 1

(S37)

9 2
2((Jo)/2el}))
JE(ON+ 1)

=2exp | — 7 5 |-
8lelly (IO +1)

< 2exp




To bound the failure probability by 4/2, it suffices to choose

8 ||C||£11 (o] +1)? 4 HCIIf HOH2 1 ||OH2 1
> - | = " = = LA = .
J &2 log 5 @) 2 log 5 @) 2 log 5 (S38)

The last equality is because ¢;’s come from the numerical approximation of the integral [ ﬁ and ||c|; =

Wi dk_ _
Zj ﬂ(lJﬁkf) ~ f T(1+k2) — O<1)'
Let 6’, ¢ denote the upper bound of the failure probability and the error in the non-unitary Hadamard test step
for any (k, k'), respectively. Recall that X; denotes the estimator upon success of the Hadamard test step. Then

CkCpr
el EX — u(t)*Oult ‘7 lel D o PR ¢ = el e (S39)
k,k’ 1

To bound this by €/2, it suffices to choose € = ¢/(2 ||c||f) The overall success probability is at least (1—§")7 > 1—J§'.
To bound it from below by 1 — §/2, we can choose ¢’ = §/(2J). By Lemma 8, we need to choose the tolerated level
of the error in implementing Uy (t) as egs = €//(4||O||), and the query complexity for each circuit is

0(1 g( )1og(§,)>. (S40)

Plugging in the choices of ¢, §' and J yields the desired complexity estimate. O

In Theorem 9, the query complexity of each circuit is measured by the number of queries to the state preparation
oracle, the block-encoding of O and the circuit U, 1 (t) that approximates U (t). The final query complexity in terms of
the input models for A(t) still depends on how we actually implement I}k(t). This may introduce extra overhead if we
use low-order methods such as first-order Trotter formula. On the other hand, if we use high-order Trotter formula
or truncated Dyson series method, the complexity of implementing ﬁk( t) can be almost linear in ¢, k and certain
norms of A, and the dependence on eyg is 1/ eHS) In the worst case, the query complexity of the circuit still has an
almost hnear dependence on K. However, we remark that in the average case, such a K dependence can be improved.
This iszbe2cause the circuit with larger k£ and &’ is sampled with smaller probability, which decays quadratically as
~ 1/(k*k").

T/h(rough)out this section, we care about the expectation value u(t)*Ou(t) associated with the possibly unnormalized
solution u(t), which is the natural setup in various applications of classical non-unitary dynamics. If we want to
estimate (u(t)|OJu(t)) where |u(t)) is the normalized solution of the ODE, then we need to divide the previous
estimator by ||u(¢)||*>. This may affect the algorithm in two aspects. First, to ensure that the final estimator is still
an e-approximation, we need to change the tolerated level of errors in u(t)*Ou(t) to be € ||u(t)||*. Second, if ||u(t)]|| is
unknown a priori, then an extra algorithm to estimate it is required. In this case, one may consider a similar hybrid
algorithm specified in e.g., Ref. [43].

V. IMPLEMENTATION OF THE INHOMOGENEOUS TERM
The inhomogeneous term in Eq. (7) can be implemented following the same approach as the homogeneous case

discussed in the main text. After discretizing the integral for both & and s using another trapezoidal rule, we obtain
N qe! ~ (H(s")+k; L ds’ s .
fOT Te Jo A d"p(5) ds ~ Z;V/I;O ;\40 ¢y Te e, D (s |b(s;7)). A further Trotterization yields

T
/ Te~ o AGH 45"p(s) ds

M, r—1E8p—1 (841)
Z ZC],J H H ( —iH (s;r+('+8)(t—s;0) /) Bi(t—s;1) /7 —zL(s 1+ ) (E=sy0) /r)ark; (t—s; /)/T’) |b( )> ]
§/=04=0 —0 1=0

Suppose we are given the coefficient oracle O’

Lot 1 10) — \/FZM’ ZJ 0V G 17")|7), the matrix input ora-
cles O} (5,70,71) = Sy 1) (7] © e o +n M= D00 for |5\, < 1/L], Oyl 0,m) = S i) (7] &
e~ (m0j +m1 (Mi—="))s(Me=3") for |s|M, < 1/||H]|, and the source term input oracle Oy : |5/} [0) — |5') |b(s;+)). Notice



that the input models of H(s), L(s) and b(s) are given in a coherent manner, which is an extension of the time-
dependent matrix encoding proposed in [23]. According to the binary representation of j’s, we may construct the
LCU select oracle SEL/L(S7 70, 7-1) = Zyt:O ;_Vio |Jl> <J/| ® |]> <]| ®e—iL(Toj/-i-Tl(Mt—j/))kjs(l\/[t—j/) with logarithmic cost.
The main steps of the LCU are as follows. Starting with all-zero state |0), |0), |0) where two ancilla registers are for
encoding the time and space indices, we first apply O/, to create the superposition in the ancilla registers, then apply

Oy, to encode the information of b(t) into the output register, then apply SEL’ (ayt/(rMy),t/My, (I' +~,)t/(rM;)) and
Oy (Bit/(rMy), t/My, (U'+0,)t/(rMy)) for alll € [Z,],1" € [r], and finally apply O'T .. The resulting state approximately

coef*
encodes fOT e~ AT=5)p(s) ds in its first subspace with all ancilla qubits to be 0.

VI. PROOFS OF THE COMPLEXITY ESTIMATES

Here we present the detailed proofs of the complexity estimates of our algorithm. This section is organized as
follows. We first discuss how to construct the select oracles used in the LCU procedure with logarithmic cost. Then
we analyze the complexity of encoding the homogeneous term and the inhomogeneous term, followed by a result on
linearly combining two general quantum states. The proof of our main result (Theorem 2) is a direct consequence of
all the above results, which is presented at the end of this section.

VI.1. Construction of the select oracles

In the LCU approach, we need the select oracle Zj;ol |7) (jl ® U; for the unitaries U; to be combined. This can be

constructed with only log(J) cost if each U; can be efficiently implemented and different U;’s are related in certain
ways. Such a technique has been widely used in e.g. [10, 23, 24], and for completeness we state the result in the
following lemma.

Lemma 10. Let U; be a set of unitaries such that U; = UJ. Then the select oracle Zj;ol l7) (j|®U; can be constructed
with [log(J)] queries to controlled U;’s.

Proof. For all 0 <1 < [log(J)], we perform ¢-Usy on the system register controlled by the I-th qubit of the first register
if it is 1. Due to the binary representation of j, if the first register is |7), then the operator on the system register is
actually U; = UJ. Notice that when applying Uy, we directly perform the circuit for Uy rather than applying Uy for
2! times. O

Suppose that we are given an oracle Op(s,7) = e (s Notice that in the trapezoidal rule, we have kj =
—K + 2jK/M. We write the select oracle as

M
SELL(s,7) = »_ |j) (j| @ e H(kse
§=0
M
_ Z |j> <]| ® e HL(T)(=K+2jK/M)s (842)
=0
M i
— giL()Ks Z 5 Gl ® (efiL(-r)ZsK/M> .

j=0
The operator e'“(TKs can be directly implemented by O;, by noting that in our algorithm all the s’s will be chosen
sufficiently small such that K|s| < 1/||L||, and the second operator can be constructed by Lemma 10 with cost
O(log(M)).
The select oracle SEL (s, 79, 71) can be constructed via exactly the same approach, using O(log(M)) queries to
O7 (s, 7). Therefore in our complexity analysis, we will directly estimate the number of queries to the select oracles,
and the overall query complexity will be multiplied by log(M) at the end.



VI.2. Homogeneous term

We start with the homogeneous case. Let

r, = (1@ @) +1z0@)) " (543)
P 0<q<r2fi}é[0 7] T T '
Lemma 11. There exists a quantum algorithm which gives a (||c||1,log(M), €)-block-encoding of Te~ RO ds using
O(1) queries to Ocoef and
1/ppi141/p LT
141/ el T L]
O (F p sy log . (S44)
queries to Or(s,7) and Og(s,T).
Proof. According to [12, Lemma 52|, the LCU yields a (||c||1,log(}), 0)-block-encoding of
r—1 —‘pfl
ZCJ H H ( _7'H((l/+5l)T/T)BlT/Te_iL((l/+’yL)T/r)alij/r) , (845)
j=0 1'=0 1=0
which is in turn a (|¢||1, log(M), €)-block-encoding of Te~ Jo A(=)ds jf
ZC] H H ( —iH((I'+6,)T/r)B lT/Te*iL((l'+’Yl)T/r)oczij/r) —Te~ S A(s)ds <e (S46)

j=0 l'=0 I=0

We can guarantee this by choosing sufficiently large K, M and r.
First, based on Eq. (S22), we can choose

M=0 (”LJZ'T> L K=0 (1) (S47)

€

so that
T M T €
—Jo Als)ds _ T ot o (H(s)+k;L(s))ds|| ~ &
Te Jo ZC]TB 0 <3 (S48)
7=0
Next, according to [22], we have
r—1Zp—
H H ( —zH((l/+6l)T/T)BlT/re—i,L((l’-i-'yl)T/r)alij/r) _ et Jy (H(s)+k;L(s) ds
I'=0 1=0
1/(a+1)\ P+ e+l (S49)
<o((,_ mx  (1EOO1+ K1) )
0<g<p,7€[0,T] rp
<0 (FP+1 Kp+1Tp+1>
= p P ’
and
M M r—1 Ep_l
3 ¢ Te i Jo H(s)+kyL(s)ds _ 3¢ (eﬂ'H«z’m>T/r>BzT/refz‘L<<z’+m>T/r>azij/r)
=0 j=0 1'=0 1=0
T 1—p_1
< el max H H ( —iH((U'+6)T /)BT /7 o —iL(U+3) T/ 7)ok T/r) _ Te—iJd (H(s)+k;L(s) ds (S50)
=0 I=0
<O |(rett ||0||1K’7+1Terl
= p ’rP .
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To bound this by €/2, it suffices to choose

el/P

=0 <F1+1/p |C||1/pT1+1/p>

r=0 <1“1+1/p |C||1/pK1+1/pT1+1/p>

(S51)

61+—2/p

Query complexity in Ogoef is straightforward, and that in the select oracles are O(r). Using our estimate of r (and
noticing that the select oracle can be constructed with O(log(M)) cost), we complete the proof. O

Theorem 12. Consider the homogeneous ODE Eq. (1) with b(t) = 0. Then, there exists a quantum algorithm that
prepares an e-approximation of the state |Te~ 5 A) d5u0) with Q1) success probability and a flag indicating success,

using queries to Or(s,7) and Oy (s,T) a total number of times

I s [ 14
O F1+1/p HUOH 1 0 , 59
(p W) aw B e (552)
queries 10 Ocoef and Oprep for O (||u(T‘)|H) times, and O <log (%)) ancilla qubits.

Proof. Let V denote the (||c||1,log(M), €')-block-encoding of Te~ J& A ds a5 constructed in Lemma 11. We further
write

lels (0], V|0), = Te~ o A ds 1 (853)

where ||E|| < €. We start with the state |0), |0), where the ancilla register contains log(M) qubits. After applying
Oprep ON the system register and V, we obtain the state

V(L ® Oprep) [0}, 10) = = [0), (Te™Jo A d5) Jug) 4| 1) (S54)

1
llella

Using the inequality ||z/[|z|| — y/llylll| < 2||x — yl|/||z|| for two vectors z,y, we can bound the error in the quantum
state after a successful measurement as

2HE%H < 2€uoll
(Te Jo A®ds 4 Byyo) — ju(T H < . (S55)
H @] = Tu()]
In order to bound this error by e, it suffices to choose
;D] (
= S56)
2uol

Therefore the overall complexity of a single run of our algorithm can be obtained by Lemma 11 with €', which becomes

142/p || L/Ppi+1/p [[woll| LT
o | ri+i/re [lwoll llellx 1 . 7
<p [u(T)] ew2fe 8 u(T)e v

queries to the matrix input, and O(1) to the state preparation oracle.
The expected number of repeats to get a success, after amplitude amplification, is

el ol elhlluoll Y _ o (Ielluluol
O<Kﬂf% “+EMﬂ><O<WUW—€Wﬂ> O(nm>n)‘ (858)

Since ||c||; is the trapezoidal rule of the integral ff(K %, we have ||c|y = O(1). This completes the proof
of Theorem 12. O
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VI.3. Inhomogeneous term

Here we analyze the complexity of encoding the inhomogeneous term fOT Te I1 A ds/b(s) ds.

Lemma 13. There exists a quantum algorithm which maps |0) , |0) |0) to the state % 10),/10), w+|L) such that u is

an e-approximation of fOT Te= I A(Sl)dslb(s) ds and n = ||||;, using queries to the input models of H and L a total
number of times

= 1/p\p1+1/ppi41/p
141/p €L MBI T ILIIbIT
O (I‘p /p T/ log — /] (S59)
queries to O, . and Oy, for O(1) times, and log(I'1|[b||c=T/€) ancilla qubits.

Proof. According to Section V, the LCU procedure before measurement gives the state % |0),,|0), @+ |L) such that
n = ||l and

My M r—1
i=2.> &l
I'=0

i'=05=0

-1

P
(efiH(sj/+([’+5l)(Tfsj/)/7‘),81(T*S]‘/)/TefiL(sj,+(l’+,yl)(Tfsj/)/'r‘)alkj(Tfsj/)/T) |b(sj/)> ) (SGO)

=0

l

To bound the error by ¢, we use Eq. (S23) and [22] to obtain

T
17—/ Te_fsTA(s,)ds/b(s) ds
0

T M, M
< | [ Te AWy (s)ds — 373 Te LT HEHRLEN A ) (S61)
0 §/=035=0
M, M o
H1D 0D 0 Tt HEDTR BT s )) — )
j'=0 =0

Therefore, to bound the error by e, it suffices to choose Section II

=0 (1) a1 = (pay (D)) a0 ey (M7 ), 02
€ € €

and
ZIL/P 11/ p141/p
_ 1+1/ el K
r=0 (Fp p 7 . (S63)
The overall query complexity to the matrix input models is O(rlog(M)). O

VI.4. Linear combination of homogeneous and inhomogeneous terms

We state a more general result as follows on how to linearly combine two (“block-encoded”) quantum states. The
algorithm is a special case of LCU, but the errors in the quantum states need to be carefully controlled.

Lemma 14. Let x¢ and x1 denote two (possibly unnormalized) vectors. Suppose that we are given two unitaries Uy
and Uy such that U; |0), |0) = % 0),Z; + | L) where ||x; — Z;|| < €j. Then, for any real positive parameters (6g,61),
there exists a quantum algorithm which outputs an e-approzimation of the quantum state |Gpxo + 6121) with Q(1)

1080+1161

TPozo+frzi]] queries to Uy, Uy

success probability and a flag indicating success, using 1 extra ancilla qubit and O (

and additional one-qubit gate, where the tolerated errors are chosen as

_ ||90(I}0+91$1H€ _ H90x0+91x1||e
G=——, 6=

4
40, 40, (864)
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Proof. Let R be a single-qubit rotation such that
1
R|0) = ———— 6o |0) + 6,11)). S65
0) = = (V080 [0) + Vi1 1)) (365)
Then

(R'®@ I @1)(10) (0] @ Uy +10) (0] @ U1) (R@ I ® 1) |0),.|0), |0)

1 ot (S66)
" nofo + mby 10}, 10), (BoTo + 6121) + L) -

In order to bound the error in the quantum state by e, it suffices to bound ||(6pZ¢ + 6121) — (Bozo + O121)|| by
(1000 + 6121| €/2, so we may choose

||90:L‘0+91.T1H6 _ ||90$0+91$1||6

40, 40, (S67)

Since the complexity of each run is O(1), the overall complexity is the number of repeats to get a success, which, after

amplitude amplification, becomes
0 0 0 0
o (’W) _0 (770<>+’711> . (568)
[60F0 + 0171 |6owo + 011

O

VI.5. Proof of Theorem 2

Proof of Theorem 2. According to Lemma 11, we can apply Opwep and the (||c||;,log(M), €p)-block-encoding of
Te~Jo A®)ds ¢4 obtain the state
1

e 0), T + | L), 69
el Tl e % 1) (569)

where Hﬂo — Te~Jo A® dsuoH < €pl|ugl|. The algorithm in Lemma 13 gives the state
(0}, 10), 7 + 1) (570)
= a’ a1 ’
1elly

where Hﬂl - fOT Te I! A(s') ds"p () dsH < €. So an eapproximation of |u(T)) can be directly constructed us-

ing Lemma 14 with 6y = 01 = 1, 1o = ||c||; ||woll, m = ||€]|;, and choose
[u(T)] € [u(T)] €
— = . ST71

The overall complexity can be estimated using Lemma 11 and Lemma 13. Specifically, notice that ||c||; = O(1) as
bounded in the proof of Theorem 12 and |[¢]|; = O(]|b]|2) since ||¢]|1 is the discretized integral fOT I mw(sﬂ dkds
via trapezoidal rule. The number of queries to the matrix input oracles becomes

1/prrl41 <11/ 1+1/ P11
(77090+77191p1+1”<|0”1 il L P /p>1°g(M>>

[6oxo + 121 ¥ eé+2/p G}H/p (572)
242
_ o (Mol + Wbl \ ¥ oy TP ol 4 6 AT
[u(T)]| Py [u(T)] € 7
and the number of queries to Opyep, Op and additional one-qubit gate is O (%) -0 (%) O

Theorem 2 requires A(t) to be p-th order continuously differentiable due to the dependence on I',. This assumption
is solely due to the usage of the p-th order product formula and may be weakened using other methods for solving
the time-dependent Hamiltonian simulation problems. For example, the LCHS with the truncated Dyson series
method [23] only requires A(t) to be first-order continuously differentiable to achieve high order accuracy.
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VII. ODES WITH TIME-INDEPENDENT MATRIX A
When A(t) = A is time-independent, we will only assume the Hamiltonian simulation oracles Or(s) = el
and Op(s) = e 1% for fixed s. Then all the coherent encoding of the time evolution and the select oracles in LCU
procedure can be constructed using O(log(M) log(M;)) queries to O, and Og. In particular, SELj, can be constructed
in the same way as in Section VI.1. The oracle

My My .
0, =317 (| @ e oM = ST M, — ) (M — | @ (e70) (S73)
j3'=0 §/=0
which can be implemented by applying Pauli-X gates on each qubit of the ancilla register then using Lemma 10 with
O(log(My)) queries to Or. The oracle

M, M M M, ks
SELy = > > i) (7'l @ 15) (jl @ e R =D = N ") (il @ | D 15 (| @ e B0 | (S74)
j/:()j:O JIO j/:0

So it can be constructed using O’ for O(log(M)) times and thus Oy, for O(log(M)log(M)) times. The oracles for H
can be constructed in a similar (and even simpler) manner.

The algorithm described in the main text can be directly applied to this special case, and the product formula
degenerates to its time-independent version. For the time-independent product formula, we may use a better error
bound proved in [25] that the short time error (i.e., Eq. (S49)) now becomes

Tp+1 KpTp+1
D S N A ) R e | (579
H,c{Hk;L}
where
1/(p+1)
A= Do Hp-  [Hi Holl| : (S76)

Hqe{H,L}

Compared to Eq. (S49), we can replace the parameter I';, by A, and reduce the order of K by 1 in the Trotter error.
This will yield an improved complexity estimates since I'y > A,,.

For completeness, we state the complexity of our algorithm applied to ODEs with time-independent A in the
following two theorems.

Theorem 15. Consider the ODE Eq. (1) with time-independent A(t) = A and b(t) = 0. Then, there exists a quantum
algorithm that prepares an e-approzvimation of the state |e=ATug) with Q(1) success probability and a flag indicating
success, using queries to Op(s) and Oy (s) a total number of times

24+1/p r14+1/p
A 1+1/p [[uol T
7 <A” (ucr T (577
queries t0 Ocoef and Oprep for O (”11(‘%‘)'”) times, and O <log (%)) ancilla qubits.

Theorem 16. Consider the ODE Eq. (1) with time-independent A(t) = A. Then, there exists a quantum algorithm
that prepares an e-approzimation of the state |u(T)) with Q(1) success probability and a flag indicating success, using

1. queries to Or(s) and Og(s) a total number of times

A (( Joll 10l Y7y TP
O(( AP 1og (T lplle) | (S78)

[u(T)

. +1b .
2. queries to Oprep, Op, Ocoer and O/coef for O (%) times,

3. O(log(T1||b||c=2T/¢€)) ancilla qubits,

4. O (%) additional one-qubit gates.
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VIII. PROOF OF Theorem 3

Suppose we are given the oracle Oy; : |r) |0) — [r) [V;(r)). Here with a slight abuse of notation, |r) represents the
binary encoding of some related index of r after spatial discretization. Since V7 is a diagonal matrix, O (s) = e~*** can

be constructed fast-forwardly with a single use of Oy, for any s [40]. Then, the select oracle SEL(s) = Zjio l7) (] ®

e~%Lkis can be constructed by the same approach as in Section VI.1 using O(log(M)) queries to Oy;,.

For the matrix Vg, we assume the sparse input oracle Oy, : |r)|s)|0) — |r)|s)|VRr(r,s)), where, similar to Oy,
|s) represents the encoding of the related discrete index (and may vary on different sub-intervals). Note that Vg is
a diagonal matrix, and —A,/2 after spatial discretization is a tri-diagonal matrix with diagonal entries 1/N? and
off-diagonal entries —1/(2N?). For a fixed time step h and any integer m such that [mh, (m + 1)h] C [0, 7], we may
construct a HAM-T oracle that block encodes H(t) = —3 A, + Vg(t) for t € [mh, (m + 1)h], namely

Mpyg—1

(0], HAM-T g [0), = Y 1) (I ®
=0

H(mh + lh/Mp)

OH

(S79)

with O(1) uses of Oy, [12]. Here ay = O(N? +max, |Vz(t)|), and My is the number of the grid points used in each
step of the truncated Dyson series method.
Now we construct the HAM-T oracle of interaction picture Hamiltonian H;. We first construct the select oracles

M Mg—1
SELLm =3 3 1) (Gl @ 1) (1] @ e~ tFhstmhetin/Min) (S80)
j=0 1=0
and
M Mg—1 )
SEL, . =3 3 1) (Gl @ 1) (1] @ ek (mhttn/Min) (S81)
j=0 1=0

using the same approach as in Section VI.1 with O(log(Mp)) queries to SELf(s). Then
HAM-Ty, 0 = (I, @ SEL}, ) (Thog(ar) © HAM-Ty1,,,) (I, ® SELy ) (S82)
gives the HAM-T oracle of H;(t; k) that

M Mg-—1
N Hi(mh +lh/Mg;k,;
(01, HAM-Tr1, 0 [0), = D > 1D (@) @ 1 aH/ Hiky) (S83)
j=0 1=0

Constructing HAM-T g, ,,, requires O(log(Mpg)log(M)) queries to Oy, and Oy,,.
Notice that this HAM-Ty, ,,, serves as the input model of the truncated Dyson series method in (23] (which is
denoted by HAM-T; there). By [23, Corollary 4], for ¢ > 0, we may implement a select oracle

M

SELw =) _ 1j) (il © W; (584)
=0

where

HWj _ (Te*ifoT HI(s;kj)ds)

’ <é, (S85)

with failure probability at most O(€’). The number of the queries to HAM-Ty, ., is O(apgT log(ayT/€¢')), and My
should be choose as O ( L (a2, + K + max, ||V1’%(t)||)) Then, the operator

QHE

M
SELy := SELL(T)SELwSELL(-T) = Y _ |5) (j| ® U; (S86)
j=0

where

U, — e~iLhsT (Teﬂ-foT HI(s;k_,»)ds) eiijTH <é. (S87)
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The operator SEL; serves as the select oracle in the LCU step. After the LCU as in our general algorithm, we
obtain a quantum state m |0) % + | L), where

M
§=0
The final error in the quantum state can be bounded as

I[w(T)) = W]l < TalDl ( T [u(T) — all

M
2 ; )
< gy |0 ~ T I |+ |Z'CJ'HT€ S [
Jj=0
2o | T M T 2
0 — A(s)ds —1 H(s)+k;L)ds /
< TemJo Alhds N e emiJo (kL) ds ) = lell, [luol| €',
[[u(T)]| = lw(T)]

(S89)

where the first part is the quadrature error, and the second part is the simulation error. To bound the overall error
by €, we choose

Vi, _ elu(T)]
M = ;o= (S90)
e 4 lelly [fuoll

With this choice and by [[c]|, = O(1), agr = O(N? + max, |[Va(t)])) and My = O ( T_ (a2 + K + max; ||v1;(t)||)),

QHE
the number of queries to Oy, and Oy, in each run of the LCU step becomes

9] <aHTlog < > log(Mp) log(M ))

- o (ol (V2 4 s IVR(ODTY | (T + mas VRO, (1T
0 (0 s V)t (LS O o : s (5 >><§91>

With amplitude amplification, the number of repeats to get a success is O(||c||; ||uol / |©]]) = O(|Juo|l / [|u(T)|]). This
completes the proof.
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