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ABSTRACT. Recently James Martin [Marl8] introduced multiline queues, and used them
to give a combinatorial formula for the stationary distribution of the multispecies asym-
metric simple exclusion process (ASEP) on a circle. The ASEP is a model of particles
hopping on a one-dimensional lattice, which was introduced around 1970 [MGP68, Spi70],
and has been extensively studied in statistical mechanics, probability, and combinatorics.
In this article we give an independent proof of Martin’s result, and we show that by
introducing additional statistics on multiline queues, we can use them to give a new com-
binatorial formula for both the symmetric Macdonald polynomials Py (x;gq,t), and the
nonsymmetric Macdonald polynomials E(x;q,t), where A is a partition. This formula
is rather different from others that have appeared in the literature [HHLO5b], [RY11],
[Len09]. Our proof uses results of Cantini, de Gier, and Wheeler [CdGW15], which re-
cently linked the multispecies ASEP on a circle to Macdonald polynomials.
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1. INTRODUCTION AND RESULTS

Introduced in the late 1960’s [MGP68, Spi70], the asymmetric simple exclusion process
(ASEP) is a model of interacting particles hopping left and right on a one-dimensional
lattice of n sites. There are many versions of the ASEP: the lattice might be a lattice with
open boundaries, or a ring, among others; and we may allow multiple species of particles
with different “weights”. In this article, we will be concerned with the multispecies ASEP
on a ring, where the rate of two adjacent particles swapping places is either 1 or ¢, depending
on their relative weights. Recently James Martin [Marl8| gave a combinatorial formula in
terms of multiline queues for the stationary distribution of this multispecies ASEP on a
ring, building on his earlier joint work with Ferrari [FMO7].

On the other hand, recent work of Cantini, de Gier, and Wheeler [CAGW15] gave a link
between the multispecies ASEP on a ring and Macdonald polynomials. Symmetric Macdon-
ald polynomials Py(x;q,t) [Mac95] are a family of multivariable orthogonal polynomials
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indexed by partitions, whose coefficients depend on two parameters ¢ and t; they gener-
alize multiple important families of polynomials, including Schur polynomials (at ¢ = ¢,
or equivalently, at ¢ = ¢t = 0) and Hall-Littlewood polynomials (at ¢ = 0). Nonsymmet-
ric Macdonald polynomials [Che95, Mac96] were introduced shortly after the introduction
of Macdonald polynomials, and defined in terms of Cherednik operators; the symmetric
Macdonald polynomials can be constructed from their nonsymmetric counterparts.

There has been a lot of work devoted to understanding Macdonald polynomials from a
combinatorial point of view. Haglund-Haiman-Loehr [HHLO5b, HHLO5a] gave a combina-
torial formula for the transformed Macdonald polynomials H u(x;q,t) (which are connected
to the geometry of the Hilbert scheme [Hai01]) as well as for the integral forms J,(x;q,t),
which are scalar multiples of the classical monic forms P, (x;q,t). They also gave a for-
mula for the nonsymmetric Macdonald polynomials [HHLOS]. Building on work of Schwer
[Sch06], Ram and Yip [RY11] gave general-type formulas for both the Macdonald poly-
nomials P)(x;¢q,t) and the nonsymmetric Macdonald polynomials; however, their type
A formulas have many terms. Lenart [Len09] showed how to “compress” the Ram-Yip
formula in type A to obtain a Haglund-Haiman-Loehr type formula for the polynomials
Py(x;q,t). (However, for technical reasons, his paper only treats the case where A is
regular, i.e. the parts of A are distinct.) Finally, Ferreira [Fer] and Alexandersson [Alel6]
gave Haglund-Haiman-Loehr type formulas for permuted basement Macdonald polynomials,
which generalize the nonsymmetric Macdonald polynomials.

The main goal of this article is to define some polynomials combinatorially in terms of
multiline queues which simultaneously compute the stationary distribution of the multi-
species ASEP and also symmetric Macdonald polynomials Py(x;q,t). More specifically,
we introduce some polynomials F,(x1,...,Tn;q,t) = Fu(x;q,t) € Z[z1,...,2,](q,t) which
are certain weight-generating functions for multiline queues with bottom row u, where
= (p1,...,y) is an arbitrary weak composition. We show that these polynomials have
the following properties:

(1) When zy = --- =2, = 1 and ¢ = 1, F,(x;q,t) is proportional to the steady state
probability that the multispecies ASEP is in state p. (This recovers a result of
Martin [Marl8], but our proof is independent of his.)

(2) When p is a partition, F,(x;¢q,t) is equal to the nonsymmetric Macdonald polyno-
mial E,(x;q,t).

(3) For any partition A, the quantity Z)(x;q,t) := Zu F,(x;q,t) (where the sum is
over all distinct compositions obtained by permuting the parts of \) is equal to the
symmetric Macdonald polynomial Py(x;q,t).

In the remainder of the introduction we will make the above statements more precise.

1.1. The multispecies ASEP. We start by defining the multispecies ASEP or the L-
ASEP as a Markov chain on the cycle Z,, with L classes of particles as well as holes. The
L-ASEP on a ring is a natural generalization for the two-species ASEP; for the latter,
solutions were given using a matrix product formulation in terms of a quadratic algebra
similar to the matrix ansatz described in [DEHP93].

For the L-ASEP when ¢ = 0 (i.e. particles only hop in one direction), Ferrari and Martin
[FMO7] proposed a combinatorial solution for the stationary distribution using multiline
queues. This construction was restated as a matrix product solution in [EFM09] and was
generalized to the partially asymmetric case (¢ generic) in [PEMO09]. In [AAMP12] the
authors explained how to construct an explicit representation of the algebras involved in
the L-ASEP. Finally James Martin [Marl8] gave an ingenious combinatorial solution for
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the stationary distribution of the L-ASEP when t is generic, using more general multiline
queues and building on ideas from [FMO07] and [EFMO09].

Definition 1.1. Let A = (A\; > -+ > A\, > 0) be a partition. We let S,,(\) denote the set
of all distinct weak compositions p obtained by permuting the parts of .

For example, if A = (2,2,1), then S3(\) = {(2,2,1),(2,1,2),(1,2,2)}.

Definition 1.2. Let A = (A\y > A2 > --- > )\, > 0) be a partition with greatest part
A1 = L, and let ¢ be a constant such that 0 < ¢ < 1. Our state space will be S,,(\); note
that we consider indices of p € Sy, (A) modulo n; i.e. if p = py...p, is a composition, then
pn+1 = p1. The multispecies asymmetric simple exclusion process ASEP(A) on a ring is
the Markov chain on S, (\) with transition probabilities:

o If y = AijB and v = AjiB are in S,(\) (here A and B are words in the parts of
A), then P, = L if i > j and P,, = % if i <.
e Otherwise P, =0 for v # pand Py =1-3% ., Py
We think of the 1’s, 2’s, ..., L’s as representing various types of particles of different
weights; each 0 denotes an empty site. See Figure 1.

(5 o3
(» @)

FIGURE 1. A state in the multispecies ASEP on the lattice Zg. There is one
particle of type 3, three particles of type 2, one particle of type 1, and three
holes, so we refer to this Markov chain as ASEP(3,2,2,2,1,0,0,0). The
rates 1 and t represent probabilities 1/8 and ¢/8 respectively of swapping
the corresponding particles.

Remark 1.3. Note that in the literature on the ASEP, the hopping rate is often de-
noted by g. We are using ¢ here instead in order to be consistent with the notation of
[CAGW, CAGW15], and to make contact with the literature on Macdonald polynomials.
Furthermore, the convention used in [FM07, Marl8] swaps the roles of 1 and ¢ in our
Definition 1.2.

1.2. Multiline queues. We now define ball systems and multiline queues. These concepts
are due to Ferrari and Martin [FMO7] for the case t = 0 and ¢ = 1 and to Martin [Mar18|
for the case ¢ general and g = 1.

Definition 1.4. Fix positive integers L and n. A ball system B is an L x n array in which
each of the Ln positions is either empty or occupied by a ball. We number the rows from
bottom to top from 1 to L, and the columns from left to right from 1 to n. Moreover we
require that there is at least one ball in the top row, and that the number of balls in each
row is weakly increasing from top to bottom. See Figure 2 for an example.

Definition 1.5. Given an L x n ball system B, a multiline queue @ (for B) is, for each
row 7 where 2 < r < L, a matching of balls from row r to row » — 1. A ball b may be
matched to any ball ¥’ in the row below it; we connect b and b’ by a shortest strand that
travels either straight down or from left to right (allowing the strand to wrap around the
cylinder if necessary). Here the balls are matched by the following algorithm:
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FIGURE 2. A ball system.

e We start by matching all balls in row L to a collection of balls (their partners) in
row L — 1. We then match those partners in row L — 1 to new partners in row
L — 2, and so on. This determines a set of balls, each of which we label by L

e We then take the unmatched balls in row L —1 and match them to partners in row
L — 2. We then match those partners in row L — 2 to new partners in row L — 3,
and so on. This determines a set of balls, each of which we label by L — 1.

e We continue in this way, determining a set of balls labeled L — 2, L — 3, and so on,
and finally we label any unmatched balls in row 1 by 1

e If at any point there’s a free (unmatched) ball v’ directly underneath the ball b
we’re matching, we must match b to b'. We say that b and b are trivially paired.

Let u = (p1,..-,pn) € {0,1,...,L}™ be the labeling of the balls in row 1 at the end of
this process (where an empty position is denoted by 0). We then say that @ is a multiline
queue of type p, and we call MLQ(u) the set of all multiline queues of type p. See Figure 3
for an example.

Row 3

Row 2 .
Row 1 ?2)

FIGURE 3. A multiline queue of type (2,2,0,0,0,3,2,1).

Remark 1.6. Note that the induced labeling on the balls satisfies the following properties:

e If ball b with label i is directly above ball ¥ with label j, then we must have ¢ < j.
e Moreover if 4 = j, then those two balls are matched to each other.

We now define the weight of each multiline queue. Here we generalize Martin’s ideas
[Mar18] by adding parameters ¢ and x1,. .., Zy,.

Definition 1.7. Given a multiline queue ), we let m; be the number of balls in column
i. We define the x-weight of @ to be wt,(Q) = " x5 ...z,

We also define the ¢, t-weight of Q) by associating a weight to each nontrivial pairing p
of balls. These weights are computed in order as follows. Consider the nontrivial pairings
between rows r and r — 1. We read the balls in row r in decreasing order of their label
(from L to r); within a fixed label, we read the balls from right to left. As we read the
balls in this order, we imagine placing the strands pairing the balls one by one. The balls
that have not yet been matched are considered free. If pairing p matches ball b in row r
and column c¢ to ball ¥ in row r — 1 and column ¢/, then the free balls in row r — 1 and
columns ¢+1,¢+2,...,¢ —1 (indices considered modulo n) are considered skipped. When
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pairing balls of label i between rows r and r — 1, trivially paired balls of label ¢ in row r — 1
are not considered free. Let ¢ be the label of balls b and &’. We then associate to pairing p
the weight

(L—gye#skioped g e

1—qgi—r+1¢# free q lf c <c
Whq,t (p) = (1—¢)¢# skipped o

1— qz r+14# free lf c >c.

Note that the extra factor ¢°~"*! appears precisely when the strand connecting b to &
wraps around the cylinder.
Having associated a ¢, t-weight to each nontrivial pairing of balls, we define the g, t-
weight of the multiline queue @ to be
Q) = HWtq,t(p)
p

where the product is over all nontrivial pairings of balls in Q.
Finally the weight of @ is defined to be

wt(Q) = wt(Q) wtg(Q).
Example 1.8. In Figure 3, the x-weight of the multiline queue Q is m1$%$3x4z5m%a}7x8
The weight of the unique pairing between row 3 and row 2 is (1 t)t The weight of the

pairing of balls labeled 3 between row 2 and 1 is (1q2tt)5, and the Welghts of the pairings of

balls labeled 2 are (17 q)tg

t2. Therefore
1-tt (1—t) (1—1t)? 1—t
1—qtt 1—¢2> 1—qt3 a 1 — qt2’
We now define the weight-generating function for multiline queues of a given type, as
well as the combinatorial partition function for multiline queues.

wt(Q) = :rrlx%xgm:xg,xg:wxg .

Definition 1.9. Let p = (u1,...,pu,) € {0,1,..., L}"™ be a weak composition with largest
part L. We set

F,=F,(x1,...,2p;q,t) = Fu(x;q,t Zwt

where the sum is over all L x n multiline queues of type u.
Let A = (A1 > Ao > --- > A\, > 0) be a partition with n parts and largest part L. We
set
Zx=Zx(x1,...,2n;q,t) = Zx(x;5q,t) = Z Fu(z1,...,2n;q,1).
RESR(A)
We call Z) the combinatorial partition function for multiline queues.

1.3. The main results. The goal of this article is to show that with the refined statistics
given in Definition 1.7, we can use multiline queues to give formulas for Macdonald poly-
nomials. We also obtain a new proof of Martin’s result that multiline queues give steady
state probabilities in the multispecies ASEP.

Proposition 1.10. Let A be a partition. Then the nonsymmetric Macdonald polynomial
E\(x;q,t) is equal to the quantity Fx(x;q,t) from Definition 1.9.

Theorem 1.11. Let A be a partition. Then the symmetric Macdonald polynomial Py(x;q,t)
is equal to the quantity Zx(x;q,t) from Definition 1.9.

See Figure 4 for an example illustrating Proposition 1.10.
Although he used slightly different conventions, the following result is essentially the
same as the main result of [Marl8].
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FIGURE 4. The generating function for the multiline queues of type
(2,2,1,1,0,0) gives an expression for the nonsymmetric Macdonald poly-
nomial E3211,0,0)(X; ¢, 1)

Corollary 1.12. Let X\ be a partition and let p be a composition obtained by rearranging
the parts of . Set x1 =--- =z, =q=11in F, and Z). Then the steady state probability

of being in state p of ASEP(N) is %‘

We also show in Proposition 4.1 that for any composition 4, the polynomial F),(x;q,t)
is equal to a permuted basement Macdonald polynomial. Using Proposition 4.1 and Theo-
rem 1.11, we obtain the following corollary.

Corollary 1.13. The Macdonald polynomial Py\(x;q,t) can be expressed as

P t) = Y Efe
HESR(N)

where EZ .y 15 a permuted basement Macdonald polynomial [Fer, Alel6], inc(u) is the
sorting of the parts of p in increasing order, and o is the longest permutation such that
Ko (1) < Ho(2) << Ko (n)-

Remark 1.14. It would be interesting to extend Proposition 1.10 to give a multiline queue
formula for all nonsymmetric Macdonald polynomials, not just those indexed by partitions.
We leave this as an open problem.

Remark 1.15. The multispecies TASEP (i.e. the case ¢t = 0) and multiline queues have
been recently connected to the combinatorial R-matrix and tensor products of KR-crystals
[KMO15, AGS18]. Our main results are consistent with these results on KR-crystals, in
view of the fact that Macdonald polynomials at ¢ = 0 agree with the graded characters of
KR-modules [LNS*17b, LNS*17a].

Remark 1.16. A potentially useful probabilistic interpretation of a multiline queue when
q = 1 is as a series of priority queues in discrete time with a Markovian service process.
A single priority queue is made up of two rows, where the top row contains customers
ordered by priority with the column containing each customer representing his arrival time
(modulo n, the total number of columns). The bottom row of the queue contains services,
such that the column containing a service represents the time the service occurs (modulo
n). At his turn, a customer considers every service offered to him and declines an available
service with probability ¢ and accepts with probability 1 — ¢ (with the exception that if
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the service occurs at the time of his arrival, then he accepts with probability 1). Once a
service is accepted, the service is no longer available.

Note that we allow a customer to decline all services, but then wrap around and consider
the services again in order. Consequently, if f is the number of free (available) services the
customer is considering, and 0 < s < f — 1, the probability of a customer accepting the
next service immediately after declining s mod f services is

Zternf(l _ t) _ (1 — t)_

1—tf
n>0

To match the weight of a pairing in Definition 1.7, set f = free and s = skipped.
It would be interesting to extend this interpretation to the case of generic q.

1.4. The Hecke algebra, ASEP, and Macdonald polynomials. To explain the con-
nection between the ASEP and Macdonald polynomials, and explain how we prove Propo-
sition 1.10 and Theorem 1.11, we need to introduce the Hecke algebra and recall some
notions from [KT07] and Cantini-deGier-Wheeler [CAGW15].

Definition 1.17. The Hecke algebra of type A, _1 is the C-algebra with generators T; for
1 <¢<n—1 and parameter ¢ which satisfies the following relations:

(1) (Ti-t)(Ti+1)=0, TTiT, = T TiTiw, T = TyT; when |i — j| > 1.

There is an action of the Hecke algebra on polynomials f(z1,...,z,) which is defined
as follows:

tr; —
2) T, = ¢ — T

(1—s;) forl1<i<n-—1,
Ti — Ti+1
where the simple transposition s; acts on polynomials by
(3) Sif(T1,. i, Tig1, o, ) = f(X1, - T 1, Ty - oo, X))
One can check that the operators (2) satisfy the relations (1).
We also define the action of the shift operator w on polynomials via

(4) (W (z1,...,xn) = flqzn, 1, .., Tp_1).

Given a composition pu = (p1,. .., in), we let |p| := > ;. We also define
(5) Siph = Si(11y -y fin) = (M1, - ooy it 1y My - - i) for 1 <i<n—1, and
(6) wi =W, ooy ) = (fns B fln—1)-

The following notion of ¢KZ family was introduced in [KTO07], also explaining the rela-
tionship of such polynomials to nonsymmetric Macdonald polynomials. We use the con-
ventions of [CAGW, Definition 2], see also [CAGW15, Section 1.3] and [CAGW15, (23)].

Definition 1.18. Fix a partition A = (A1,...,A,). We say that a family {f,},ecs, ) of

homogeneous degree |\| polynomials in n variables x = (x1, ..., zy), with coefficients which
are rational functions of ¢ and t, is a ¢KZ family if they satisfy

(7) Tifu(x:¢,t) = fou(x:q,t), when pi > piy,

(8) Tifu(x;q,t) = tfu(x;q,t), when p; = iy,

(9) 0" [u(X:6:t) = funpirsopin—1 (@Tns 15 -, Tno13 ¢, 1),

Remark 1.19. Note that (9) can be rephrased as

q”"f‘u(x; q, t) = (wfl"nvﬂla“-u/‘nfl)(x; q, t)
The following lemma explains the relationship of the f,’s to the ASEP.
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Lemma 1.20. [CdGW, Corollary 1]. Consider the polynomials f,, from Definition 1.18.
Whenq=a1=---=z, =1, f,(1,...,1;1,t) is proportional to the steady state probability
that the multispecies ASEP is in state p.

As we will explain in Lemma 1.23 and Lemma 1.24, the polynomials f, are also related
to Macdonald polynomials. We first quickly review the relevant definitions.

Definition 1.21. Let (-,-) denote the Macdonald inner product on power sum symmetric
functions [Mac95, Chapter VI, (1.5)], where < denotes the dominance order on partitions.
Let A\ be a partition. The (symmetric) Macdonald polynomial Px(x1,...,2Zn;q,t) is the
unique homogeneous symmetric polynomial in z1, ..., z, which satisfies

<P)\7PM>:O7 )\751%

Py(z1,...,2n;q,t) = my(z1,...,25) + Z eplg t)my(zr, ... xp),
P<A

i.e. the coefficients cy ,(q,t) are completely determined by the orthogonality conditions.
The following definition can be found in [Mac96] (see also [Mar] for a nice exposition).

Definition 1.22. For 1 < ¢ < n, we define the g-Dunkl or Cherednik operators [Che91,
Che94] by
V=T, T, Ty ... T
The Cherednik operators commute pairwise, and hence possess a set of simultaneous
eigenfunctions, which are (up to scalar) the nonsymmetric Macdonald polynomials. Each
simultaneous eigenspace is one-dimensional. We index the nonsymmetric Macdonald poly-
nomials F,,(x; ¢,t) by compositions p so that

Bu(x;q,t) =x" + Y bu (g, t)x",
v<p
where the partial order on compositions is as in [Mar, (2.15)].
There is an explicit formula for each eigenvalue of Y; acting on the nonsymmetric Mac-
donald polynomial E,, [Mar, (2.13)]; in particular, when A = (\y > --- > A\, > 0) is a
partition, we have that for 1 <i < n,

(10) Y:E\ = yi(\)E)
where

yz()\) = int#{j<i|)\j:)\i}*#{j>i\)\j:)\i}‘

Lemma 1.23 below essentially appears in [KT07, Section 3.3]. We thank Michael Wheeler
for his explanations.

Lemma 1.23. Let A = (A1,...,\n) be a partition and let {f.},es, ) be a set of homo-
geneous degree |\| polynomials as in Definition 1.18. Then fy is a scalar multiple of the
nonsymmetric Macdonald polynomial Ey.

Proof. For 1 <i < n, we claim that (10) holds with E) replaced by fy, i.e.
Yifa=vi(A) fa

This is because acting by T;_1, followed by T;_», and so on, up to 71, means we apply
(7) when A; > X\; and (8) when A\; = \; for j < 4, where the latter contributes a factor of
t. Thus

Yify = (FUSI AT T o f

i1 Nig 1y An)
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Acting by @ 0 fix ar i 1 Aiesde) 81VES @Y FO0 a1 A, Finally, by (7),
T;l Ju = fs;n when p; < pji1, from which we obtain the desired equality by applying

Tn:ll, ... ,TZ»_1 in that order.
Therefore by Definition 1.22, fy must be a scalar multiple of E. O

Lemma 1.24. [CAdGW, Lemma 1] Let A be a partition. Then the Macdonald polynomial
Py(z1,...,2n;q,t) is a scalar multiple of

Z fu(xla‘- . uxn;Qvt)'

HESn(N)

Proof. The symmetric Macdonald polynomial Py is the unique polynomial in the subspace
Vi = Q(q,t){E, | p € Sp(N)} which is invariant under S,, and such that the coefficient of
x* is 1 [Mac03, Section 5.3], see also [Hai06, Section 6.18].

It follows from Lemma 1.23, the definition of the f, and the fact that V) is a module
for the Hecke algebra [Hai06, Section 6.18] that 3, f,, lies in V).

Finally it is straightforward to show that if f1; > piq1, then T(f, + fsip) = t(fu + Fsin),
which together with (8), shows that T; >, f, =t3, fu. This is equivalent to the fact that
> 4 fu is symmetric in 2; and x;41, and hence ) L fyu is invariant under S,,. O

The strategy of our proof of Theorem 1.11 is very simple. Our main task is to show that
the F),’s satisfy the following properties.

Theorem 1.25.

(11) TiFu(x;q,t) = Fy,u(x5q,t), when p; > pit1,
(12) TiFu(x;q,t) = tF,(x;q,t), when p; = pip1,
(13) q“nFM(X; q, t) = Fun,u1,...,un_1 (q$n7 TlyeeryTn-154, t)

Once we have done this, we verify the following lemma.

Lemma 1.26. For any partition X,

Fa(x5q,t) = Ex(x59,1),
where Ey is the nonsymmetric Macdonald polynomial.

Proof. By Lemma 1.23, we know that F) is a scalar multiple of F). It follows from the
definition that the coefficient of x* in F) is 1, and it follows from Definition 1.22 that the
coefficient of x* in Fy is 1, so we are done. O

Then Theorem 1.25, Lemma 1.26, and Lemma 1.24 implies Theorem 1.11, that our sum
over multiline queues equals the symmetric Macdonald polynomial Pj.

Note also that once we have verified Theorem 1.25, Lemma 1.20 implies Corollary 1.12,
the formula for probabilities of ASEP(\) in terms of multiline queues.

Remark 1.27. It is straightforward to check, using the definition of the action of the T;’s
in (2), that (11) is equivalent to the statement that if p; > i1,

(1- t)x”lFu(x; q,1) + (te; — zit1)

(14)
Ti — Ti+1 T — Tit+1

$iFu(%: 4,1) — Fap(x:0.1) = 0.

Similarly, (12) is equivalent to the statement that if p; = p;41,
(15) Fu(x5q,t) = siFu(x;q,1).

In other words, when p; = pit1, Fj(x;q,t) is symmetric in z; and 2;41.
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The structure of this paper is as follows. In Section 2, we prove that the F},’s satisfy
(13), the circular symmetry, and in Section 3, we use induction to prove that all multiline
queue generating functions satisfy (14) and (15). This completes the proof of our main
results. In Section 4 we show that our polynomials F), agree with certain permuted base-
ment Macdonald polynomials, and we compare the number of terms in our formula versus
the Haglund-Haiman-Loehr formula for ). In Section 5 we give a bijection between mul-
tiline queues and some tableaux we call queue tableaux; the latter coincide with permuted
basement tableaux precisely when p is a composition with all parts distinct.

Acknowledgements: We would like to thank James Martin, for sharing an early draft
of his paper [Marl8] with us. We would also like to thank Mark Haiman for several
interesting conversations about Macdonald polynomials, and Jim Haglund for telling us
about permuted basement Macdonald polynomials. We are grateful to Jan de Gier and
Michael Wheeler for useful explanations of their results [CAGW15, CAGW], and Sarah
Mason for helpful comments on our paper. Finally, we would like to thank the referee for
a remarkable referee report, whose 97 comments/suggestions were extremely helpful.

2. CIRCULAR SYMMETRY: THE PROOF OF (13)

In this section we prove (13), which we restate in Proposition 2.3 for convenience.

We start by proving a useful lemma regarding the weight of pairings in multiline queues.
Recall from Definition 1.7 that wty ¢ (p) is defined using the particular pairing order in which
within each row, balls with the same label are paired from right to left. The following lemma
says that any other pairing order would give rise to the same weight-generating function
for multiline queues.

Lemma 2.1. Let Q be a multiline queue, and let r,r — 1 be two consecutive rows. Let
k > r. Then the total weight of all possible pairings of the balls with label k from row r to
the balls with label k in row r — 1 is independent of the order in which we pair those balls.

That is, suppose that there are ¢ balls with label k in row r which are nontrivially paired
to partners in rowr—1. We denote the £ balls in row r by by, ..., by from right to left. Now
given a permutation m € Sy, let us modify Definition 1.7 by reading the balls {b1,..., b}
in the order by(1y, - - ., bx(e), and let Wt7 (pr(1)), - - -, W7 (Pr(e)) denote the resulting weights
of the pairings, where pr ;) denotes the pairing of by to its partner. Then for any two
permutations m, 7 € Sy, we have the following:

Z HWt% pﬂ") Z HWt p7r (3)

P1s.-5Pe 1=1 P1;.-5Pe 1=1

where the sums are over all possible pairings p1, ..., pe between the balls with label k in row
r and row r — 1.

Proof. 1t is enough to show this holds when 7’ = s;7 for some transposition s;. Consider
the balls by ;) and br(;41) in row r, and suppose a given pairing matches them to balls in
row r — 1 which we denote by b/ () and b/ () +1) respectively. We construct an involution ¢ on
pairings as follows. If the pairings by — b () and by(j41) — b
() bw(j) skips over ball o/ (41 w(j+1)

skips over ball b;r (j)) ¢ does nothing. If neither of these pairings cross each other, ¢ does

n(j +1) both cross each other

meaning that pairing b and pairing b, ) —
)’ (G+1)

nothing. Otherwise, ¢ swaps the two endpoints of the pairings, so that ¢(p,(;)) is a pairing
from by ;) to bn(3+1) and ¢(px(j+1)) is a pairing from b(;41) to b;r(j).
We claim that

(16) Vth t(pw( ))Wt;t(pw(j—l—l)) - Wt ( (pﬂ' (]))) (L(pw’(j+1)))-
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This is not hard to check. When ¢ acts trivially, wt7;(pr@;)) = th:t(b(pﬂx(i))) for i =
7,7 + 1. We will illustrate it in the case that ¢ swaps the endpoints of the pairings.
Without loss of generality, suppose the pairing p,(;) from by to b ) skips over the ball
b/
(

Suppose mq of the balls from the set S = {b;(jJrQ), .. ,b;(e)} lie between by(;)
my of the balls from S lie between b, ;1) and b;(jﬂ), and mg of the balls
) and b;(j), as in the figure below. Note that b;(jﬂ) lies be-

J+1)°

/
and bﬂ(jﬂ),

from S lie between b (Gt

ba(j41) brs) 1Q

Pr(j+1)

m; skipped ms skipped m; skipped ms skipped

me skipped ms skipped

tween br(;jy1) and b ) (cyclically), since otherwise both pairings would cross each other.

The/n wtg (L(Prr(j))) = Wtg (L(Pr(j+1)) = WG (D)) )™ ™™ and Wty (t(pr (1)) =
wtg  (L(Pr(j))) = Wt 1 (Pr(j+1)) )t ™2, which gives us (16). See Example 2.2.

We therefore conclude that when we sum over all possible pairings, the total weight is
the same with pairing orders 7 and 7’ = s;7, and hence this also holds for arbitrary pairing
orders. O

Example 2.2. Let Q be a multiline queue whose rows r,r — 1 are shown below, with
nontrivially paired balls by, by, b3 with label k in row r. Suppose 7 = (2,1,3) and 7’ =
s1m = (1,2,3). We show @ for this 7. (The example only includes balls having label k
since balls of other labels don’t interact with the label k pairing order.)

We compute all the relevant quantities, noting that the denominators of both sides of
(16) are equal.
® pr(1) is the pairing from by to b, and the numerator of wt7 ;(pr(1)) is t2(1 —t).
® Dr(2) is the pairing from b; to b} and the numerator of wt7;(pr(2)) is 1 —t.
® (prr(1)) is the pairing from by to by and the numerator of th:t(L(pﬂ./(l))) ist(1—1).
® (prr(2)) is the pairing from by to by and the numerator of th:t(L(pW/(Q))) ist(1—1).
We see that (16) is satisfied for 7, 7', j = 1.
Proposition 2.3.
(17) F,un,,uh...,unfl (q$n7 ZT1y---3Tn—-154, t) = anFul,...,,un (xla -y Iny 4, t)-

Let L = max{p, ..., ttn}. Both sides of (17) have an interpretation in terms of multiline
queues with L rows. In our proof, we will take advantage of Lemma 2.1 and use a different
pairing order for the multiline queues on the RHS versus the LHS.

We define a sequence of ball labels for any given column of a multiline queue to be the

word obtained by reading the labels off the balls in that column from bottom to top, and
recording a 0 for each empty spot. Let this word have the form i’fl e ifz with 0 <i; < L
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and k; > 0 for any j. In Figure 5, we show such a sequence of ball labels for the rightmost
column of a multiline queue.

Let § be the Kronecker delta, i.e. dg equals 1 or 0 based on whether S is a true statement.
We will prove (17) by proving the following combinatorial statement.

Proposition 2.4. Let Q € MLQ(u), and let w be the bijection from multiline queues to
multiline queues which maps @Q to the cyclic shift Q" € MLQ(wp) of Q, obtained by taking
the nth column of Q and wrapping it around to become the first column of Q’', see Figure 5
(all connectivities of balls are preserved). Let T be the pairing order for Q' that pairs balls
in the same order that they are paired in Q, regardless of their location in Q.

Then we have

(18) th17"'7xn (Q) = thn,xl,...,xn_l (Ql)

l

7 O(i k;

(19) ¢ wtg(Q) = wig,(Q) Hq (52007,
j=1

Proof. We first note (18) is immediate, and moreover that the cyclic shift of the multiline
queue doesn’t affect any of the pairings between the balls, so by Lemma 2.1 the t-weight
is unchanged: wtg (Q)|g=1 = wt;t(Q’ )|g=1. Furthermore, the denominators of @) and @’
are identical, since they depend solely on the set of trivial pairings, and those are also
preserved under the cyclic shift. Thus it is sufficient to show equality in the g-weights of
the numerators of both sides of (19).

We start by computing the weight in ¢ of the numerator of (). The sequence of ball
labels in the nth column of @ is ilfl .. .z’fz with 0 <4; < L, ¢ # ij41, and k; > 0 for any
j, as in the left side of Figure 5. Note that u, = i;.

We also note that any ball pairing that wraps in @ from a column other than the
n’th one, will also wrap in ', so its contribution to the weight in ¢ of the numerator is
identical on both sides of (19). Thus let us compute the contribution to the g-weight in
the numerator arising from pairings to or from balls in the n’th column of @), and compare
this to the ¢-weight in the numerator arising from the pairings to or from balls in the first
column of @', which that column is sent to after the cyclic shift.

A ball labeled i in column n and row r contributes a 1 if there is a ball with the same
label directly beneath it, and otherwise contributes ¢*~"*! to the g-weight of @, since its
pairing necessarily wraps. For 1 < j </, definer; =1+3 _ ; ku to be the row number of
the bottom-most ball labeled ; in its block. For any j = 2,...,¢ and ¢; > 0, the weight of
the ball pairing wrapping from row r; is therefore

ij—rj+1

q

Thus we get that the nth column contributes
: 4 ( )
i >0y (ij—rj+1
(20) H q (i;>0)8 T
j=2

to the g-weight of @) (note that the sum starts with j = 2 since the pairing from the ball
i1 in row r1 = 1 does not wrap). Using the fact that r1 = 1 and i1 —r; + 1 = i1 = pp,
multiplying (20) by ¢~ equates to rewriting the product:

l ¢

7LlI 8¢i.>0)(ij—rj+1) _ || (i, >0y (i5—7j+1)

(21) qu q (i;>0)\%5 =T — q (i;>0)\%5 =T )
=2 j=1
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T1 o Ty Tpno1 Tp Tn T Ty Tp_1

@) 0,

D b o

Row 7y @ @

T - s
() } { ()
ko ko

Row 7y @ @
@) @)

o W @

Rowry =1 @ @

FIGURE 5. The bijection w taking a multiline queue Q of type (1, ..., fin)

(left) to its cyclic shift Q" of type (pn, ft1,-- -, fn—1) (right). The column
that got wrapped around has the sequence of ball labels ilfl .. .ilzé. In Q
on the left, the arrow from the lowest ball labeled 7; represents a wrapping
ball pairing if i; > 0, contributing q‘s(ij>°>(zj_”+1) to the total weight. In Q’
on the right, whenever i; > 0, there must be an arrow going to the highest
ball labeled i; (which is in row 741 — 1) from some ball labeled i; in row

7j+1. This pairing contributes q6“1>°>(ij_rj“+1) to the total weight.

For the first column of @', the sequence of balls read from bottom to top of the multiline
queue is (again) " ...ifz with 0 < 4; < L and k; > 0 for any j, as shown on the right
side of Figure 5. As before, in Q’, all wrapping pairings to balls in columns other than the
first one were also wrapping in ). Thus let us compute the power of ¢ coming from the
pairings that wrap to the balls in the first column of @Q’.

The ball labeled 7 in column 1 and row r — 1 contributes 1 if the ball directly above it
has the same label 7, and ¢~ *! otherwise, due to the incoming wrapping pairing from ball
labeled 7 in row r. Note that if ¢ = r — 1, the ball numbered ¢ in row r — 1 is necessarily
the topmost ball in its string with no ball in row r connecting to it, and so there’s no
contribution from an incoming pairing; accordingly, ¢ — r + 1 = 0 in that case. Thus for
any j = 1,...,£ —11if i; > 0, the g-weight of the wrapping pairing going to the topmost
ball labeled ¢; (which is in row 711 — 1) is

ij—"j+1+1

q

(We exclude the j = ¢ case, since the topmost ball labeled i, is in the topmost row of the
multiline queue and by definition has no pairings going into it.) Therefore, we get that the
contribution to the g-weight to the right hand side of (19) coming from the first column of
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Q' is

/-1

H qa(i]->0)(ij_7d]'+l+1).

j=1
Now we use the fact that r; +k; = rj1 and ip = 6(;,50)(r¢ + ke — 1) (Where iy is necessarily
either 0 or L) to get:

, -1 ‘ ¢ '
qu=1 O(i;>0)K; H q5(i]~>o)(lr7"j+1+1) _ H q5(ij>0)(lj*7“j+1)’
j=1 J=1

which equals (21). Since we were comparing the difference in the g-weights in the numera-

tors arising from wrapping pairings associated to the nth column of @ vs. the first column
of @', this proves the equality (19). O

The proof of (17) now follows from Proposition 2.4 because

D q'm Wt (Q) wta(Q) = ¢"" Fy(x1,. .., 2ni . t)
Q

and for any pairing order 7,

= P~ L 5 ~0k;
S wtE QYW Qg GO = F (@@ Tt )
QI

3. THE HECKE OPERATORS AND MULTILINE QUEUES: THE PROOF OF (14) AND (15)
Recall from (3) and (5) that we use the notation

Fsiu(x; Q7 t) = F,Ufl7-'~7/1/i—1,/447j+17N7j,llzi+27~-~7lln (mla .. 7xn; q7 t)
SiFﬂ(X; q, t) = F#(xl, ey X1, Tt 1, Tiy Tig 2, - -+, Ty G t)
For conciseness we will sometimes omit the dependence on ¢ and ¢, even x, writing F),
or Fj,(x) as an abbreviation for Fj,(x;q,t) = Fu,, . . (21,...,2n;q,t).
We give an inductive proof of the main result which is based on the fact that, we can view
a multiline queue @ with L rows as a multiline queue " with L — 1 rows (the restriction
of @ to rows 2 through L) sitting on top of a (generalized) multiline queue Q¢ with 2 rows
(the restriction of @ to rows 1 and 2). Since Q" occupies rows 2 through L and has balls
labeled 2 through L, we identify @’ with a multiline queue obtained by decreasing the row
labels and ball labels in the top L — 1 rows of @ by 1, see Figure 6. (Holes, represented

Q/ _ Row3 + -« @\_;N e e Row?2  « = @\_;N .
N ORNololo RN i @ OO0

S

FIGURE 6. The multiline queue @ from Figure 3 decomposes into the mul-
tiline queue @’ and the generalized multiline queue Qo shown here.

by 0, remain holes.) If the bottom row of @’ is the composition ), then after decreasing
labels as above, the new bottom row is A~, where A;” = max(\; — 1,0). Meanwhile Q¢ has
just two rows, but its balls are labeled 1 through L; we refer to it as a generalized two-line
queue.
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Definition 3.1. A generalized two-line queue is a two-row multiline queue whose top and
bottom rows are represented by a pair of compositions A and u, respectively, satisfying the
following conditions: A has no parts of size 1, and for each j > 1, [{i : u; = j}| = [{i :
Ai = j}|. Moreover, for each i, either p; = 0, or A; < ;. (In other words, a larger label
cannot be directly above a smaller nonzero label, as in a usual multiline queue, and if this
condition is not satisfied, the multiline queue is not considered valid.) Let Qf; denote the
set of (generalized) two-line queues with bottom row p and top row A. For Qg € Q;\“ we
define

wt(Qo) = wtgt(Qo) - [ -

>0

and

Fy=F(x)= Y wt(Qo),

QoeQ)

For example the queue @y at the bottom of Figure 6 is a generalized two-line queue in
Qf; with © = (2,2,0,0,0,3,2,1) and A = (0,2,0,2,3,2,0,0).

Note that we only take the bottom row of () into account when computing the x-weight.
This is because we want wt(Q) = wt(Q’) wt(Qq), where the top L — 1 rows of Q give Q’
and the bottom two rows give Qo.

The following lemma is immediate from the definitions.

Lemma 3.2.
F,=> F,F\-.
A

Remark 3.3. Note that in Lemma 3.2, since F/j\ is only nonzero when \; € {0,2,3,4,...},
we have that if \; > A;y1, then \;” > A, ;. Also note that (s;\)™ = 5;(A7) so we can write
s; A~ without any ambiguity.

In this section we will prove (14) and (15). Actually we will prove a result which implies
(14) and (15).

Theorem 3.4. For all p

(22) (1= si)(Fu + Fi,) = 0.
If i > pia
(23) (1 - 5i)(t$i+1F’u + ffiFsiy) =0.

Lemma 3.5. Theorem 3.4 is true when each p; < 1.

Proof. When each p; <1, F,, = [[z; where the product is over all j where p; = 1. The
proof is now immediate. O

Lemma 3.6. Theorem 3.4 implies (14) and (15).
Proof. If p; = piy1, then Fy,, = F,, so (22) implies that (1 — s;)F, = 0. This implies (15).
If p; > piy1, by (23) we have that
toip1 by + xiFs, — twisiF, — 2418, Fg,;, = 0.
Using (22) to replace the quantity s;Fy,,, above, we get
teip1 Fy + xiFs,y — teisiFy, — xip1(Fy + Fs, — siF),) = 0.

This is easily seen to be equivalent to (14).
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Our next goal is to compare the quantities F lf‘, F 8); w B [ZM’ F;’;j‘ Without loss of gener-
ality, we can assume that p; > ;41 and A; > Ajy1. In Lemma 3.8 we will treat the case

that p; = piyr1, or \j = A\j11, and in Lemma 3.10 we will treat the case that p; > p;+1 > 0.

Definition 3.7. Let A and p be weak compositions with n parts. Recall the definition of
Qﬁ from Definition 3.1. Given two permutations m, 0 € S,,, we define ¢J : Ql); — Qgﬁ to be
the map from Qﬁ to Qﬁﬁ which permutes the contents of the bottom and top row of the
multiline queue according to m and o as T = (fr(1), - - - » Ha(n)) A0d TA = (Ag(1)s -+ 5 Ao(n));
while preserving the pairings between the balls. (Set ¢2@Q = 0 if the result is not a valid
multiline queue.) Usually we will choose 7,0 € {s;,id,w}, where wy is as in (6). Note that
@3t is a bijection. We also use the notation ¢ = ¢ and ¢, = qﬁg‘j. See Figure 7 for an
example of ¢°1.

For ease of notation, we will identify the balls of the multiline queue @) € Qﬁ with their
labels \; € A and p; € p. For Q' = qﬁgﬁQ, when we refer to the balls y; and A;, we are
referring to the balls in row 1, column 7(7) and row 2, column o (i) of @', respectively. For
instance in the example of Figure 7, the ball \; corresponds to the ball labeled 2 in the
top row of column 1 of Qg and column 2 of ¢*1(Q)g, respectively.

Lemma 3.8. If u; = pi+1 > 0, then
A oA opsih _ psid
FM_FSW_F/f _FSSW'

If \j = N\i11, then
Fy=F3* and F},=F3)

Proof. The equalities when A\; = \;41 are immediate since s;A = A, If u; = p01 = 0,
swapping A; and A; 41 does not change the weights of any pairings, since no balls are being
skipped in columns 4,7 + 1. If p; = p;41 > 0, we use the fact that A\; < p; if pu; > 0, and
Ait+1 < pit1, which means that the only possible pairings between elements in columns
1,7 + 1 are trivial ones, and thus no pairings from columns %,7 + 1 are skipping over the
balls p;, pi+1. For an example of the p; = ;41 case, see Figure 7. U

T T 000 T T 000

FIGURE 7. For 1 = (3,3,0,0,4,2,1) and A = (2,3,0,4,3,0,0), Qo € Q)
and ¢*1()y are shown, with equal weights of their respective pairings.

Having taken care of the cases in Lemma 3.8, we will now assume without loss of gen-
erality that p; > pi1 and A\; > Ajyq.

Lemma 3.9. Recall the action of w on compositions from (6). We have

max(pn—1,0)—max(A,—1,0) Fw)\ (
Wi

F’;\(:El,...,a:n):q Ty Ty v ey Tpye1)-

Proof. There are five cases for the last column of ) € Qz‘, which we show in Figure 8 along
with the corresponding multiline queues ¢(). When A, = p,,, the weights of all pairings
in Q vs. ¢¥(Q are identical. When \,, # p,, the weights of all pairings are identical except
for the pairings from A, and the pairings to py,:
e if 0 < )\, < 1, we have wt(¢“Q) = ¢ *» wt(Q), since the pairing to p, is now
cycling, but the pairing from A, is no longer cycling.
e if \, = 0, we have wt(¢“Q) = ¢* ! wt(Q), since the pairing to u, is now cycling.
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o if u, = 0, we have wt(¢4Q) = g Gn—1) wt(Q), since the pairing from A, is no
longer cycling.

Thus we get the desired equality.

e LE O L U U

z//\/\l/ WN w/l w/l O:;AA ()wﬂ
70 D %@ “. @ @ D
~(y- 1wt wt(Q

wt(¢3Q) wt(Q " rwi(Q

FIGURE 8. The five cases of the last column of Q) € Qﬁ: when p, = A\, =
x >0, when x = u, > A\, =y > 0, when p, = x and A\, =0, when p, =0
and A\, =y, and when A\, = u,, = 0.

Lemma 3.10. Suppose p; > piv1 > 0, and A\; > Ajy1 > 0.

(1) Ifﬂi—&-l > )\z’;
A A iA i\
tFM —FSW—tFj —FSSZ_M.

(2) If pit1 = A,
F),=tF3* and F)+F), = Fi*+ Foi

(3) If pis1 < Ai,

A SiA A SiA
Fp=Fj and Fg, =F; " =0.

(4) If piv1 < Xig1,
A msid  psih A
FH_F;N_FE _Fsi#_o'

Proof. Cases (1), (3), and (4) are straightforward, so we begin by taking care of these
cases. In Case (1), the maps ¢5;, #*, and ¢ define bijections between Qﬁ and the sets
Q;\i " Qfg“, and Qﬁzﬁ respectively. The only difference between the weights of the multiline
queues in these four sets comes from whether or not the pairing to ball u; skips over the
ball p;41. When this pairing does skip over ball u;+1, we get an extra contribution of ¢ to
the weight. Therefore we have tF: = tFji)‘ = FS): p= F;’;j‘

In Case (3), FQ o= F lj’“\ = 0 since a larger label cannot be above a smaller one in a
valid multiline queue. Thus we must show Flf‘ =F 55;:‘

If pu; = A, the equality is immediate. Otherwise, let @ € Qﬁ be a generalized multiline
queue, and let ¢giQ) € Qsl)‘ be the corresponding queue with the same ball pairings. In
Q, the pairing from i sklps over ball y;,1, contributing a ¢ to wt(Q), whereas in ¢5iQ
the pairing to y; skips over p;.1, contributing a ¢ to wt(¢3@). The rest of the pairings
contribute identical weights, and thus wt(Q) = wt(¢3!Q), so the equality follows.

For case (4), since we have assumed ;11 < A;, when p;11 < Ai11, Qﬁ = () by definition.
Combined with the assumption p;4+1 < p;, we get the rest from Case (3).

In what follows, we will write A; ~ ;11 or A; % ;11 based on whether ball \; is paired
with ball zt;41.
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FIGURE 9. This diagram illustrates case (2) of Lemma 3.10. Let p; = w,
Ai = pir1 =z, and A1 =y, with w >z >y > 0.

Finally consider Case (2), illustrated in Figure 9. In this diagram, Qﬁ consists of the set
of multiline queues where \; ¢ ;11 (the left multiline queue under the curly brace) and the
set where A\; ~ p; 41 (the right multiline queue under the curly brace). The images of the
maps ¢s,, 9%, ¢5i applied to Qﬁ are then the sets Q;\m, QZ@'A, and 2:\“ respectively, with
the arrows illustrating the various bijections. Thus the top row of the diagram consists of
the sets of multiline queues, the sum of whose weights is Fj + FS); > and the bottom row
consists of the sets of multiline queues, the sum of whose weights is F ,‘ji’\ + F, f;,f‘, and the
map ¢;! is the bijection between those sets.

We claim that to prove the lemma, it suffices to prove it for i = n — 1. To see this, note

that for ¢ <n — 1, Lemma 3.9 implies that

A A
FM (.%'1, o ’x”) — max(pn—1,0)—max(A,—1,0) Fsiﬂ(xl’ o ,.I‘n)

q = .
FsMn, 1, Tn—1) Fjém)(xn,xl,...,xn_l)

Therefore for i < n — 1 we have

<24) Fé#(l‘l, e ,.’L‘n) _ Fjéiu)(xnyxh CIEaE an—l) _ F;:ilw(#)<xn7xl7 CIEaE 73771—1)
E)Mw1,. .. m) FeM(@n, T15 .oy Tn1) FeM(@n, T15 ., Tn1)
Similarly for ¢ < n — 1 we have
iw(A
) Fr @y ) By o)
= an
Flf‘(:zl,...,a:n) Fu‘jﬁ(xn,xl,...,xn_l)
i A
(26) F;iili\(x17 e Tn) ;;15((#)) (Tn, X1y ey Tp1)
F) (w1, .., n) FeM(@n, 150, Tn1)

so by iterating (24), (25), and (26), we can reduce the proof of the lemma to the case
1 =n—1.

When i =n—1 and i+ 1 = n, the transposition affects only the rightmost two columns.
Write p;+1 = A\; = « and consider ) € Qﬁ.
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(1) Observe that wt(¢s,Q) = twt(¢* Q) when A\; ~ ;1 because the pairing to ball
(i in ¢, Q skips over ball p;11, contributing an extra ¢. This proves the equality
F), =tFs?
sift mo
(2) When \; # piy1 in @, we have wt(Q) = wt(¢5Q). This is because in @, the
pairing from ball A; obtains an extra ¢ by skipping over ball 1,11, whereas in ¢5Q
the pairing to ball p; skips over ball p;+1 = «.
(3) Now consider ¢® Q. This is only nonempty if in @, A\; ~ p; 1. Moreover ¢* defines
a bijection from {Q | Q € Q;\L, Ai ~ pit1} to QZZ)‘. So consider @ where \; ~ f;y1.
Let f be the number of free balls remaining in @ right before we pair the ball
\i. The weight of the pairing \; ~ pis1 in Q is 1_(;;2# Since i and i + 1 are
rightmost, ball A; is the first instance of label x to be paired. Thus every other
pairing in ) gets the same weight as the corresponding pairing in ¢* (), and so
. 1—
wt(Q) = wt(6" Q) =y
.. ) e—1gf=1(1— .
(4) Similarly, when \; ~ piy1, we have wt(¢5:Q) = Wt(gbsiQ)%,l(tlft), since the
pairing in ¢3'Q from ball A\; to ball p;11 cycles and skips all the free balls ex-

cept for ball p;iq, hence contributing t/~'. By Item 1, we have wt(¢3iQ) =
. z—14f(1_
Wt(CZSSZQ)%EL;)-
(5) By Item 3 and Item 4, for Q) € Qﬁ with A; ~ piy1, we have wt(43:Q) = ¢ wt(Q).
Let us now write down the proof:
Fr-Fi =3 (wHQ) - wi(¢3Q))
Qe
= > (W@ -wiez@) + > (@) - w63 Q))

QeQ), QeQy,
i1 Ayt

= > wt(Q)(1-¢" ')
QeQ;,
Ai~ i1

= > w(Q)(1-1)
Qe
= Fii)\ - Fs);u'

Here the equality between the second and third line follows from Items 5 and 2, and
the equality between the third and fourth line follows from Item 3. The last one is a
consequence of Item 1. O

A direct consequence of Lemma 3.8 and Lemma 3.10 is:

Lemma 3.11. If u;, pi+1 > 0 or p; = piv1 then

Now we consider the case that u; > ;41 = 0. Without loss of generality we assume

Ai 2 i1
Lemma 3.12. Suppose that p; > piv1 =0 and A; > A\ir1. Then we have the following:

(1) If A= )\i—I—l or i > A, )‘i+1 then
xH_le\ = :L“lFs);# == J,‘Z'_|_1Fii)\ = -TZFSSZ:\
In particular, both F[L\ + FS);M and Flji)‘ + Fﬁfﬁ\ are symmetric in x; and Tii1.
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(2) If i = N > )‘i+1 then
(27) tl’wH_lF + sz tl’wH_lF + i i iA

We also have that xiHFﬁ‘ = acZFsslu, and

(28) twi Fyt + (1 — )i F) = o, F2 .
(3) If \i > p; > Aig1 then
2l = twi FiYy F) =Fi) =0.
(4) If Xi > Xit1 > p; then

F)=F3)=F*=F}, =0.

Proof. Ttem 1, Item 3, and Item 4 follow easily from the definitions, as does the statement
i1 F, ﬁ\ = z;F, j;:‘ from Item 2. The proof of (27) is completely analogous to the proof of
Case ( ) of Lemma 3.10. Meanwhile (28) follows from (27) together with the fact that
:c,+1F = :c,FS iA

O

The following lemma is a direct consequence of Lemma 3.12.
Lemma 3.13. Suppose that p; > pi+1 = 0. Then we have
(29) twiHFli‘ + iL'iF = thlFS’ + szSl

In Proposition 3.14 through Proposition 3.18 below, we will prove (22) and (23) together,
by induction on the number of rows L in the diagrams (equivalently, on the value L of the
largest part in the composition p). The base case L = 1 is covered by Lemma 3.5. For
fixed L > 2, we will be assuming that all cases of (22) and (23) are true for diagrams with
at most L — 1 rows.

Proposition 3.14. Let L > 1. Suppose that (22) holds for compositions with mazimal
part at most L — 1. Then (22) holds for compositions p with maximal part L and such that
Wi = piv1; in other words, F), is symmetric in x; and T;i1.

Proof. We compute

2F, = Y (F)F\-+F; F,-)
= Y FMF\- +Fyy-)
A

The first equality comes from Lemma 3.2, and the second comes from Lemma 3.8, which
says that Fﬁ\ = Fji’\ when p; = phi41.

But now we have that (F)\- 4 F§, - ) is symmetric in x; and x;41 by induction, and F/f‘ is
symmetric in x; and x; 1 by definition (since p; = 41, the variables z; and x;11 appear
in the x-weight as either 1 or z;z;11, depending on whether y; = 0 or not, and only u
contributes to the x-weight of F ;i\) This implies that F}, is symmetric in z; and x; 1. U

Proposition 3.15. Suppose that (22) holds for compositions with mazimal part at most
L—1. Then (22) holds for compositions p with mazimal part L and such that p; > pi+q1 > 0.



FROM MULTILINE QUEUES TO MACDONALD POLYNOMIALS VIA THE EXCLUSION PROCESS 21

Proof. We have that

2AFut+ Fo) = 3 (B 4+ EA) B + (2 + FD P )
A
= D (Fp+FL)(Fa + Foy-)
A
= > (F)+ F))si(Fy- + Fon-)
A
= > si(F)+ F)siFa- + Fyp-)
A
= sy (F)+F) (P + Fo-)
A
= 53 (B4 FAB + (B + F)F )
A

= 281'(FM + Fsiu)‘

The first equality comes from Lemma 3.2. The second is due to Lemma 3.11. The third
uses the induction step. The fourth one uses the (trivial) fact that s;(F ﬁ\) = F/f‘ whenever
Wi and ;41 are both nonzero. O

Proposition 3.16. Suppose that (22) and (23) hold for compositions with mazimal part
at most L — 1. Then (22) holds for compositions p with mazimal part L and such that
pi > piv1 = 0.

Proof. We have that

Fy+Fop = > ((Fj + F) )Py + (Fot + F;;j)st)
Ai>Aig1

+ > (Fp+F,)F\-.
Ai=Ait1

By Item 1 of Lemma 3.12 and the induction hypothesis, the term on the right-hand side
where \; = ;11 is symmetric in x; and x;41. We need to show that the same is true for
the rest of the right-hand side.

Using Lemma 3.12, we have that

Z ((F/f + ) )P\ + (Fit + Fss;ﬁ)FsM_)

>\i>>\i+1
is equal to
(30) Z (F;i\ + Fs);u)(FA’ + Fsi)\*)
Hi>Ai>Nig1
(31) + Z <(F2‘F/\, + FSNF ) + (FirFyn- + Fgqu))
Hi=Xi >N 1
(32) + > (F) Py + FF, ).

Ai> i > Aiy1
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By induction and Item 1 of Lemma 3.12, (30) is symmetric in x; and x;4;. Meanwhile (32)
is equal to
A

>

Ai>pi > A1

E(twigp1 Fa- 4+ xiFg\-),
th-&-l

which by induction is also symmetric in x; and ;1.
Finally we use Item 2 of Lemma 3.12 to rewrite (31) as

t 1—1t)x;
Z (F)\F)\ + Tit+1 F)\F e + FSzAF(S )\) + Lit+1 F81>\F wFlj‘F)\_>

Hi=Ai>Nig1 Li
Fid Fj
= Z ‘ (ta;‘HlF)ﬁ + l’z‘F(siA)f) + Z ?(iﬁz + xi—i—l)(F)ﬁ + F(sM)*)
Hi=A>Ni11 ! pi=Ai>Aipr

an
_ Z ?(ta;i—HF/\* +xiF(si)\)*)-
i

Hi=Ai>Nif1
By induction all parts are symmetric in x; and x;41. O

Proposition 3.17. Suppose that (22) and (23) hold for compositions with maximal part
at most L — 1. Then (23) holds for compositions p with maximal part L and such that
pi > pip1 > 0.

Proof. We need to show that tx;1F), + x;Fy,;, is symmetric in z; and x;41. Towards this
end, we write

(33) tmipaiFutaiFou= Y (twipaF) +zFR,)Fx-+ Y (twi Fy +aiF),) Fy-.
Ai=Ait1 AiFENit1

In the first sum on the right-hand side of (33), where A\; = \; 11, we have
(t(IZH_lF + Hsz)\ )F)\* = (txz+1Flj\ + xl(tFli‘))F,\f = t((L’Z + xi+1)F/i‘F)\f .

Note that F\- is symmetric in z; and ;41 by induction (Equation (22)), so every such
term in the first sum of (33) is also symmetric in z; and z;41.
We write the second sum on the right-hand side of (33) as

> (twi Fy +iF2,) Fy-

AiFENit1
- Z <(txz+1F +sz/\ )FA* (t$z+1F +$ZFSZ )F A*)

Ai>Nit1

(34) - ¥ ((txiHFﬁ\quiFS’\m)F)\_ (txo41 FS +1:,FS’\)FSZ.)\_>
Ai> i1 2> A1

(35) + ) ((mHF @) Fy- + (twi it + 2 FE0) F k)

Hit1>Ai>Ai41
(36) + ) ((thHF + 2 ) )F,\_+(twiHFl‘ji’\+xiFjiil;\)FSi,\_).

Ai=pit1>Ait1

Note that the sums in (34), (35), and (36) include all terms in the original sum due to
item (4) of Lemma 3.10.
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For the terms in the sum of (34), when A; > piy1 > Ait1 we have
(tl’l+1F + szA )F)\ + (t$l+1F51 + IDLFSl )F A = tIL‘l+1F F/\ + ZL‘ZF F
= FH (t[L‘i+1F)\f + LUiFsi)\f),

which is symmetric in x; and ;41 by induction using (23).
For the terms in the sum of (35), when u;11 > A\; > A1 we have

(txZJrlF + x; FA )F)\— + (tCL‘Z’+1F5i>\ + xlFsSZ:\)Fsl)\—
= (twip1 F)) + 2i(tF)) Fy- + (twi1 Fj) + xi(tF))) Fy \-
= tF (2 + @ip1) (F- + Foo),s

which is symmetric in x; and ;41 by induction using (22).
Finally, for the terms in the sum of (36), when A\; = ;41 > A\i11 we have

(t:z:zHF +:c,F/\ )F\- +(txl+1F5/\+a:ZFSZ ) Es -
= (twi1 F) Fy- + 2 P30 Fo\- ) + (twip FiF - + 2, Fy-)

1 1
= <t$i+1F,f‘F,\— + z; (F’\ +F, ( t>> FS¢A—> + <tl‘z’+1 (th/\,-u> Fyn- +aiF), F)-

1
= F)(twig1 Fy- + 2iFyn-) + F2 (i + mig) (Fy- + Fyp-) — EFQM(txiJrlFA— + ziFgn-),

N—

in which all terms are symmetric in z; and z;11 by induction using (22) and (23). O

Proposition 3.18. Suppose that (22) and (23) hold for compositions with maximal part
at most L — 1. Then (23) holds for compositions p with maximal part L and such that

pi > i1 = 0.
Proof. We need to show that tw; 1 F), + z;Fy,;, is symmetric in x; and x;;11. We have that
Q(tSL‘H_lF + ZL‘Z'FSZ.M)

_Z(mmF + 2 F) )y + (tri F3A + 2 FS)F, A_)

= (twi1 F) + 2, ) (Fy- + Fon-),
A

where we used (29) in the second equality above. Since F; ﬁ\ is z; times a rational function
in the variables other than x;,z;y1, while FS/\Z 4 18 Tip1 times a rational function in the
variables other than x;, z;y1, it follows immediately that txi+1Flf‘ + Q%Fs); , 18 symmetric in
z; and x;41. Using this fact and the induction hypothesis (Equation (22)), the right-hand
side above is symmetric in z; and x;41. O

In summary, we have proved (22) and (23) together by induction on the number of rows
L in the diagrams (equivalently, on the value L of the largest part in the composition
). Proposition 3.14, Proposition 3.15, and Proposition 3.16 proved (22), while Proposi-
tion 3.17 and Proposition 3.18 proved (23). This completes our proof of (14) and (15).

4. COMPARING OUR FORMULA TO OTHER FORMULAS FOR MACDONALD POLYNOMIALS

In this paper we used multiline queues to give a new combinatorial formula for the
Macdonald polynomial Py and the nonsymmetric Macdonald polynomial E) when A is
a partition. We note that these new combinatorial formulas are quite different from the
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combinatorial formulas given by Haglund-Haiman-Loehr [HHLO5a, HHLO5b, HHLOS|, or
Ram-Yip [RY11], or Lenart [Len09].

While it is not obvious combinatorially, we show algebraically in Proposition 4.1 that
the polynomials F), (for p an arbitrary composition) are equal to certain permuted base-
ment Macdonald polynomials. Permuted-basement Macdonald polynomials F?(x; ¢, t) were
introduced in [Fer| and further studied in [Ale16] as a generalization of nonsymmetric Mac-
donald polynomials (where o € S,, and « is a composition with n parts). They have the
property that the nonsymmetric Macdonald polynomial E, is equal to Eﬁgg(#), where rev(u)

denotes the reverse composition (g, fin—1,- .., 1) of = (p1,...,pu,) and wy denotes the
longest permutation (n,...,2,1) (written in one-line notation). See Remark 5.7 for the
definition of permuted basement Macdonald polynomials.

Proposition 4.1. For p = (p1,...,uy), define inc(p) to be the sorting of the parts of p
i increasing order. Then

Fu = B
where o is the permutation of longest length such that pgsy < pg@) < - < lg(n)-

Proof. We prove this result by reverse induction on the length of o, with the case that u
is a partition and o = wy being the base case. For the base case, when u is a partition,
Proposition 1.10 implies that F,, = E,, = Effl(c)(u).

Suppose the proposition is true for g and ¢ when ¢ has length at least » + 1. Consider
¢ and o such that o has length r. Find adjacent positions i,¢ + 1 such that p; < pi11
and let ' = sjp = (p1, .oy [ie1, i1y Mis ity - - - fin)- Let o’ be the permutation of
longest length such that u;,(l) < /,L;,(Q) <. < u;,(n). Then o's; = o, where o’s; is the

permutation obtained from ¢’ by swapping the letters i and 7 + 1. Moreover the length

of 0/ is r + 1 and inc(y') = inc(p) so by the induction hypothesis, F, = Eianlc(u). By
Theorem 1.25, F,, = T;F},. To prove the result, it suffices to show that Eﬁlc(u) = EE{’I;C(M).

To prove this claim, we use the result from [Alel6, Proposition 15] that when 7 is an
anti-partition (i.e. its parts are in increasing order) and the length of os; is less than the
length of o,

Topr = J B0 et > o)

! tET™ Ng—1(i) < No—1(i41)-
(Note that T; is denoted by 6; in [Alel6].) Applying the result to analyze TZ-E,‘;/ with
n = inc(u), we have 1gr—1(;y > Ngr-1(i41), SO TZ-E,‘;/ = Eglsi. Since ¢'s; = o, this proves the
claim. g

Example 4.2. Let = (2,3,1,2,2,1), so that inc(u) = (1,1,2,2,2,3) and 0 = (6, 3,5,4, 1, 2).

To prove that F), = E((f f 25 ;121 §)) we start with the base case
_ 77(6,5,4,3,2,1)
F(3,2,2,2,1,1) - E(1,1,2,2,2,3)

and then apply operators T4, T}, then T3. We inductively obtain F(o3291,1) = E((fls;;;;)),
E(6:4,5,3,1,2) _ p(6:354,12)

(1,1,2,2,2,3) (1.1,2,2.2,3) 28 desired.

then Fiog0121) = , then Fla31291)

144

The permuted basement Macdonald polynomials can be described combinatorially us-
ing nonattacking fillings of certain diagrams [Fer, Ale16] which we call permuted basement
tableauz (the reference [Fer| cites personal communication with Haglund for their intro-
duction). Note that these permuted basement tableaux generalize the nonattacking fillings
from [HHLOS]. In light of this, one may wonder if there is a bijection between multiline
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queues and these permuted basement tableaux. As we explain in Remark 5.8, this is the
case when the compositions have distinct parts. However, for general compositions, the
number of permuted basement tableaux is different than the number of multiline queues.
There are more permuted basement tableaux (See Table 1). We conjecture that there is a
way to group permuted basement tableaux so that the weight in a group equals the weight
of one multiline queue, see Figure 12 for an example.

To illustrate that our formulas are reasonable in terms of the number of terms, Table 1
records the number of permuted basement tableaux (respectively, multiline queues) in the
Haglund-Haiman-Loehr formula (respectively our formula) for nonsymmetric Macdonald
polynomials Fy, where A is a partition. Note that for any composition g whose parts
rearrange to form A, the number of multiline queues that contribute to F), equals the
number of multiline queues contributing to F); similarly for the number of permuted
basement tableaux contributing to the formula for the corresponding permuted basement
Macdonald polynomial.

‘ ‘# permuted basement tableaux ‘# multiline queues ‘
| (2,1,1,0,0) |3 |3 |
| (2,2,1,1,0,0) 19 |7 |
1(2,2,2,1,1,0,0) | 27 | 13 |
1(2,2,2,2,1,1,0,0) | 81 |21 |
1 (3,2,2,1,1,0,0) | 135 | 105 |
| (3,3,2,2,1,1,0,0) | 2025 | 1029 |
1 (3,3,3,2,2,1,1,0,0) | 30375 | 6643 |
1 (3,3,3,3,2,2,1,1,0,0) | 455625 | 30723 |
| (4,3,3,3,2,2,1,1,0,0) | 3189375 | 697515 |

TABLE 1. A comparison of the number of terms in the Haglund-Haiman-
Loehr formula versus our formula for E. The first formula uses nonattack-
ing fillings (which are a special case of permuted basement tableaux) and
the second uses multiline queues.

5. A TABLEAU VERSION OF MULTILINE QUEUES

In this section we introduce some new queue tableaux which are in bijection with mul-
tiline queues. These tableaux are similar to the permuted basement tableaux, though the
definitions of attacking boxes, coinversions, major index, and arm are all slightly different.

Let u = (p1,- .-, n) be a composition with p; € {0,1,...,k}. The diagram D = D,
associated to p is a sequence of n columns of boxes where the zth column contains p; boxes
(justified to the bottom). Meanwhile the augmented diagram D = D“ is D, augmented
by a basement consisting of n boxes in a row just below these columns, see Flgure 10. We
number the rows of D from bottom to top (starting from the basement in row 0) and the
columns from left to right (starting from column 1). Abusing notation slightly, we often
use D or D to refer to the collection of boxes in D or D. We use (i,7) to refer to the box
in column ¢ and row j (if u; < j that box is empty). For a box x, we denote by d(z) the
box directly below it.
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Note that we will always be working with a diagram associated to a partition .

Definition 5.1. Let D) be the diagram of shape A, and let (i,j) € D). The boxes
attacking (7,7) in the augmented diagram are (see Figure 10 (a)):
(i.) (¢,7) € Dy where i # ¢/,
(i) (i, — 1) € Dy where @’ > i,
(iii.) (#',5 — 1) € Dy where i’ < i such that A\; = Ay

Note that our definition of attacking boxes differs from that in [HHLO8, Alel6] due to
the third condition.

Definition 5.2. Let A = (A1,...,\,) be a partition and o € S,, a permutation. We say o
is compatible with A if whenever \; = \; 41, we have that o,_; > 0y,_;41. Given a partition
A and a permutation o € S, that is compatible with A, we say that an augmented filling
of shape A and basement o is a filling of the boxes of Dy with integers in [n], where the
basement is filled from right to left with oy,..., 0,.

We use the notation ¢ : Dy — [n] to denote an augmented filling. Given a filling ¢, we
say that a box x is restricted if the labels of x and d(z) are equal, i.e. if ¢p(d(z)) = ¢(x),
and unrestricted otherwise.

Note that this definition of an augmented filling is consistent with the skyline fillings
used in [HHLOS8]; it is equivalent to the definition of the same object in [Alel6], though
[Ale16] uses English (rather than French) notation for diagrams.

| |

FIGURE 10. (a) A tableau of shape A\ = (4,3,3,3,2,1,1,1,0) is shown, with
the grey boxes representing the basement. The boxes attacking x are: a,
b, and ¢ (due to the first condition of Definition 5.1), h and ¢ (due to the
second one), and f (due to the third condition). The box e is not attacking
z, and g = d(x). (b) The black box belongs to the leg and the grey boxes
belong to the arm of x, with the box y belonging to the arm provided that

y # d(y).

Definition 5.3. Let A = (A1,...,\,,) be a partition and let o = (01,...,0,) € S, (written
in one-line notation) be compatible with A. A queue tableau of shape A with basement o
is an augmented filling ¢ : Dy — [n] with basement o such that no two attacking boxes
contain the same entry. Let QTS denote the set of all queue tableaux of shape A with
basement o.

Note that due to the non-attacking condition, the entries in the basement must match
the entries in row 1 directly above them, if they exist.

Definition 5.4. Let A = (A1,...,\,) be a partition and let ¢ : Dy — [n] be a queue
tableau. Let x = (1, j).
We define leg(z) = A\; — j to be the number of boxes above x in its column.
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The major index is given by

maj(¢) = > (leg(z) +1).
z€Dy + p(d(z))<e(x)
We define

arm(z) = ’{(z",j—l)eDA il > A < A

+ ’{(i',j) €D, : i <i, \y = N\,and (7,7) is unrestricted}‘

to be the number of boxes to the right of x in the row below it, contained in columns
shorter than its column, plus the number of unrestricted boxes to the left of and in the
same row as x, contained in columns of the same length as z’s column.

In Figure 10 (b), the black box shows the leg of box x, while the grey boxes show the
arm (assuming that none of the grey boxes to the left of x are restricted).

Definition 5.5. A type A quadruple is a quadruple of boxes {x,d(z),y',y} in D) such
that y = d(y'), the columns containing x,y’ are of the same length, and = and 3’ are in the
same row. The two possible configurations for type A quadruples are shown in Figure 11.

A type B triple is a triple of boxes {x,d(z),y} in D) where y is to the right of and in
the same row as d(z), and the column of y is shorter than the column of x. See Figure 11.

We say the triple or quadruple starts at the cell x.

A type A quadruple is a coinversion if all entries in its four cells are distinct, ¢(z) > ¢(v'),
and either ¢(z) < ¢(y) < ¢(d(x)) or ¢(y) < ¢(d(x)) < d(x) or p(d(x)) < P(x) < B(y).

A type B triple is a coinversion if ¢p(y) < ¢(d(z)) < ¢(x) or ¢(d(x)) < ¢(x) < ¢(y) or
6(z) < 9ly) < B(d(x)).

We then define coinv(¢) to be the number of coinversions coming from type A quadruples
and type B triples, as shown in Figure 11.

type A quadruple: \; = A, type B triple: A; > A;
all four entries distinct and ¢(z) > ¢(y") with y = d(y’)

y T T Y x
Yy D d(x) > d(z) C Yy d(z) C Yy

i J J i i J

FiGUrE 11. Quadruples and triple which are coinversions

Definition 5.6. Let A = (\1,...,\,) be a partition and let ¢ : Dy — [n] be a queue
tableau. The weight of ¢ is

) ) 1—t
__ _maj(¢)coinv(¢ | I
(37) Wt(¢) =q J( )t ( ) 1— qleg(x)—i-ltarm(:l?)-f—l’
z€Dy : ¢(d(z))#d(2)

We also define z¢ = HyEDA Tg(y) tO be the monomial in z1,...,z, where the power of x;
is the number of boxes in D) whose entry is 7.

The top line of Figure 12 shows the three queue tableaux of shape A = (2,2,1,0) with
basement (1,2,4,3), along with their weights.
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Remark 5.7. Let us compare our queue tableaux to the permuted basement tableaux
from [Ale16]. To make the permuted basement tableaux from [Alel6] look more like queue
tableaux, we first reflect the tableaux from [Alel6] from bottom to top, then rotate them
90° counterclockwise. Having done so, permuted basement tableaux which have shape
a = (a1,a9,...,a,) (in the convention of [Alel6]) and basement ¢ are the same as the
queue tableaux from Definition 5.3 of shape rev(a) = (ap,...,a2,a1) and basement o
except that the definition of attacking boxes for permuted basement tableaux only uses
the first two conditions in Definition 5.1. All further definitions for permuted basement
tableaux assume we have reflected and rotated the tableauz from [Alel6] as above.

We again use coinversion triples to define coinversions for permuted basement tableaux.
Type B coinversion triples are defined as in Definition 5.5. However, for permuted basement
tableaux, a type A’ triple is a triple of boxes {z,d(z),y} in D) where y is to the left of
and in the same row as x, and the column containing y is at most as long as the column
containing x. Such a triple is a type A’ coinversion triple if ¢(x) < ¢(y) < ¢(d(x)) or
o(y) < d(d(z)) < ¢p(x) or ¢(d(z)) < ¢(x) < d(y). We set coinv’(¢) to be the total number
of type A’ and B coinversion triples.

The leg of a box is defined as before, as is the major index maj(¢).

Given a box z, we define arm’(z) to be the number of boxes in D) to the right of z in the
row below it, contained in columns shorter than its column, plus the number of boxes to
the left of and in the same row as x, contained in columns of length at most the length of
x’s column. If our shape is a partition, the definition of arm’(z) agrees with the definition
of arm(z) from Definition 5.4, up to dropping the adjective “unrestricted.” If our shape is
a partition with distinct parts, the two definitions of arm agree.

Given all these definitions, the weight of a permuted basement tableau is

. . 1-—1t
/ _ maj(¢) scoinv’(¢) | |
(38) wt (¢) =4q t 1— qleg(x)Jrltarm’(x)Jrl ’
z€Dy : ¢(d(z))#d(2)

(We note that there is a typo in [Alel6, (2)]; the formula there has the product over boxes
u where F'(d(u)) = F(u), but it should have F(d(u)) # F(u).)

Let = (g1 ..., pn) be a weak composition and o = (01, ...,0,) be a permutation. Let
PBT], denote the set of augmented fillings ¢ : ﬁrev(u) — [n] with basement ¢ which are
permuted basement tableaux. Then the permuted basement Macdonald polynomial is

(39) El(x;q,t) = Y wt'(¢)z?.

$EPBTY,

Remark 5.8. Our queue tableaux are the same as permuted basement tableaux [Alel6,
Fer|, and their weights agree, when \ is a partition with distinct parts. To see this, note
that any non-attacking filling of a queue tableau is automatically non-attacking as a filling
of a permuted basement tableau. Moreover, when the parts of A are distinct, all non-
attacking permuted basement fillings are also non-attacking according to Definition 5.1, so
the two sets of tableaux are equal. Finally, note that when the parts of A are distinct, the
definitions of arm agree on both sides; moreover, there are no type A quadruples or type
A’ triples, so the coinversion statistics match as well.

Recall from Definition 1.9 that F), is the generating function for multiline queues of
type p. Theorem 5.9 below gives a tableau formula for F},, and hence for the Macdonald
polynomials Py = Zu F,,, where the sum is over all distinct compositions ;1 obtained by
permuting the parts of A\. This is the tableaux version of the multiline queue formula from
Theorem 1.11.
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Theorem 5.9. Let pn = (pu1,...,1n) be a weak composition, and let X := dec(u) be the
partition obtained from p by rearranging its parts in decreasing order. Choose o € Sy, to
be the longest permutation such that pig(1)y < fig2) < =+ < fig(n) (which implies that o is
compatible with \). We have that

Fo= > wt(¢)a?.

PEQT Gec(1)

Remark 5.10. As mentioned earlier, when A has distinct parts, there are no type A
quadruples. In this case the tableaux formula we obtain for Macdonald polynomials (by
combining Theorem 5.9 and Theorem 1.11) is essentially the one given by Lenart [Len(9]
(who gave a formula for Py only in the case that A has distinct parts). To generalize that
formula to arbitrary partitions, one needs the type A quadruples.

Example 5.11. Let us illustrate Theorem 5.9 for the case u = (0,1,2,2). Using the
notation of that theorem, we have A\ = (2,2,1,0) and o = (1,2,4,3), so we can compute
F,, not only by summing over the multiline queues of type p, but also by summing over
the queue tableaux in QTS, that is, the queue tableaux of shape (2,2,1,0) with basement
o =(1,2,4,3) (read from right to left). This is shown in the top line of Figure 12.

Meanwhile, we know from Proposition 4.1 that F,, = E(‘O,LQ,Q)’ So we can also compute
F,, using (39) as the sum over permuted basement tableaux which are augmented fillings
of ﬁ(272,1,0) with basement o. This is shown in the second line of Figure 12.

Note that the sum of the weights of the queue tableaux is the same as the sum of the
weights of the permuted basement tableaux; in particular, the sum of the weights of the
third and fourth permuted basement tableaux equals the weight of the third queue tableau.

3[4 . 1 .o 31 @ - @ -
3[4 3 342
QT 3l4]2]1] @ii 3 1] %i slaf2]1] - OO®

[V}
S

(3o}

2,.2 t(1—t) 2 t(1—t) 2
Lol D= XT3, D= X134
3 1—qt? s 1—qt? 3
314 1]4 301 1]3
PBT 3142 3142 3042 3142
IR 3l4]2]1] 3[4]2]1] 3l4]2]1]
2,.2 t(1-t) 2 t2(1-1) 2 t(1-t)* 2
XXl 2= X1X2X3T 2\ ) X1X2oXT3T4 [ .7 S— 14 [ S ¥ b
s 1—¢2 1 1—qf3 3 (1—¢t®)(1—qt%) 3

FiGURE 12. The top line shows the three queue tableaux of shape A =
(2,2,1,0) and basement o = (1,2,4,3) with the corresponding multiline
queues of type p = (0,1,2,2). The second line shows the four permuted
basement tableaux of shape rev(\) = (0,1,2,2) and basement (1,2,4,3).
Note that these correspond to the permuted basement tableaux from [Alel6]
but we are displaying them differently: to get ours from his, we first reflect
his tableaux from bottom to top, then rotate them 90° counterclockwise.

The total weight for both is zez3z] + (v1222374 + T1727327) a(i;ttg).

To prove Theorem 5.9, we show that there is a direct weight-preserving bijection between
MLQ(p) and QTS where A is the partition obtained from g by rearranging its parts in
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decreasing order, and o € S, is the longest permutation such that p,) < -+ < pig(n)-
Our bijection is the following.

Definition 5.12. Suppose p is a composition with maximal entry L and let Q € MLQ(u).
Choose A and ¢ as in Theorem 5.9. Let ¢ be an augmented filling of shape A with basement
labeled by o from right to left. Let i1, ...,74 be the columns containing the string of linked
balls of label A (1 < A < L) that begin from the ball at column 4; in row 1 of (). Label
the boxes of the column of ¢ with 41 in the basement by ¢1,...,74 from bottom to top.
Let Tab(Q) denote the resulting tableau.

In Figure 13 we give the tableau corresponding to the multiline queue in Figure 3.

3
)
6
6

1127|8345

FIGURE 13. Tab(Q) is shown, where @ is the multiline queue in Figure 3,
with a description of its statistics in Example 5.15.

Lemma 5.13. Let Q € MLQ(u), and choose A and o as in Theorem 5.9. Then Tab(Q) €
QTS. Moreover, this map is a bijection from MLQ(u) to QTS.

Proof. We claim that the filling Tab(Q) obtained from an MLQ in this way is non-attacking.

First, if a ball labeled j is directly above a ball labeled ¢ in @ in row r and column ¢,
then either j < ¢, or j = ¢ in which case the two balls are paired. There are two boxes in
Tab(Q) containing the label ¢ in rows r and r + 1 respectively. If j < 4, the box in row
r+1 of Tab(Q) is to the right of the box in row r since all columns corresponding to label
j are by construction to the right of all columns corresponding to label ¢. If j = 4, both
boxes labeled ¢ are in the same column, and thus non-attacking in Tab(Q) in both cases.

There is a simple map from a filling ¢ € QTS to MLQ(x). Note that if A and o are
as in Theorem 5.9, then p is determined from them by u; = A,11_o-1(;). Let M be a
multiline queue with A; rows and n columns. For each j, suppose the entries in column j
of ¢ are, from bottom to top, zg,z1,...,zy;, With zp = o(n + 1 — j) denoting the entry
in the basement of column j. If A\; > 1, then for 1 <7 < A;, we place a ball in row ¢ and
column z; in the multiline queue (), connecting pairs of these A; balls to each other when
they occur in successive rows, and giving them all label A;. In particular the bottom ball
has label A; and occurs in column z; = 29 = o(n + 1 — j). If A; = 0 then we do not add
any balls and so we get an empty spot (or 0) in column o(n + 1 — j) of the bottom row.
Therefore for all j, the bottom row of M contains A; in column o(n+1—j), or equivalently,
column ¢ of the bottom row contains A, 1 _s-1(;). In particular M has type p.

It is easy to check that this map reverses our construction Tab in Definition 5.12. g

Lemma 5.14. Let Q be a multiline queue and ¢ = Tab(Q) its corresponding queue tableau.

(1) Let x be a cell in row r and a column of length j of Tab(Q). Then leg(x) + 1 =
j—r—+1 and j is the label of the ball corresponding to x in Q.

(2) If for a cell z € Tab(Q), ¢(d(x)) < ¢(z), let b(x) and b(d(x)) be the balls in Q
corresponding to x and d(x). The ball pairing b(x) and b(d(x)) is wrapping, and
leg(z)+1=j—r+1 where j is the label of both balls, and r is the row containing
b(x) in Q. Thus maj(Tab(Q)) is equal to the power of q in the numerator of wt(Q).
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(8) Let U(r,j) be the set of unrestricted boxes in row r and columns of length j of
Tab(Q). Then the contribution

H 1—t

SCTr) 1— qleg(x)Jrltarm(x)Jrl
matches the analogous contribution of the ball pairings starting from a ball labeled
j i row r of the multiline queue.

(4) The coinversions of type B in Tab(Q) count the number of balls skipped of lower
labels in Q. The coinversions of type A count the number of balls skipped of the
same label in Q.

Proof. (1), (2), and (4) are immediate from the definitions.

For (3), fix 2 < j < A;. Let U(r,j) = {z1,..., 2} wbe the set of unrestricted boxes
contained in columns of size j in row 7 of Tab(Q). Here we suppose that for all i, z; is to
the left of z;11. Let £; be the number of cells in columns of length smaller than j in row
r—1. Then arm(x;) +1 = ¢; 44 and leg(x;) + 1 = j —r+ 1, and so we get the contribution

1t b 1t
<40) H 1— qleg(z)+1tarm(m)+1 - H W
zeU(r,j) i=1
to the weight of Tab(Q) for the entries U(r, j).

On the other hand, each z; € U(r,j) corresponds to a ball with label j in row r of @
that is not trivially paired. There are also ¢; balls of labels smaller than j in row r — 1
of (). Then the set of the numbers of free balls in row r — 1 before the pairing of each
ball corresponding to x; € U(r,j) is precisely {¢; + 1,¢; + 2,...,¢; + k}. Since every
ball corresponding to z; € U(r, ) contributes a factor of (1 —t)/(1 — ¢/ ~"+1¢# ) these
contributions to wt(()) match the contributions in (40) to wt(Tab(Q)).

Finally, comparing Definition 1.7 to Definition 5.6, we see that wt(Q) = wt(Tab(Q)). O

Example 5.15. We compare the weights of the pairings of balls in the multiline queue )
from Figure 3 to the statistics of the corresponding queue tableau ¢ = Tab(Q) in Figure 13.

e In @, one ball is skipped in the pairing of balls labeled 3 between row 3 and 2. This
pairing corresponds to the coinversion starting at the cell v = (1,3) in Tab(Q), which

is the type B triple o . The total weight of pairings from row 3 to row 2 in Q
is t(1 —t)/(1 — qt*). In Tab(Q) the quantity ¢(1 —t)/(1 — qt*) comes from cell u, with
arm(u) + 1 =4 and leg(u) + 1 = 1.

e In @), no balls are skipped in the pairing of balls labeled 3 between rows 2 and 1.
Accordingly, there are no coinversions starting at the corresponding cell v = (1,2) in
Tab(Q). The total weight of this pairing in @ is (1 —¢)/(1 — ¢*t%). This is consistent
with the contribution to wt(¢) from w with arm(u) + 1 =5 and leg(u) + 1 = 2.

e In (), the nontrivial pairings of balls labeled 2 (from row 2 to row 1) skip two and zero
balls, respectively The first of these pairings corresponds to two coinversions starting
at the cell u; = (2,2) in Tab(Q) contributing the weight #2: the type A quadruple

l l and the type B trlple l . The second pairing corresponds to the

cell ug = (4,2) in Tab(Q), which has no coinversions starting from it.

e In @, the weights of the nontrivial pairings of balls labeled 2 (from row 2 to row 1) are
qt* (1 —t)/(1 — qt3) and (1 —t)/(1 — qt?). The cell uy in Tab(Q) has arm(u;) + 1 = 2
and leg(u1) + 1 = 1, and has ¢(d(u1)) < ¢(u1), accounting for the additional weight
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q(1 —t)/(1 — qt?). The second pairing corresponds to the contribution from the cell
ug = (4,2), which has arm(ug) +1 = 3 and leg(uz) +1 = 1, accounting for the additional
weight (1 —t)/(1 — qt3); the products of these contribute equally in wt(Q) and wt(¢),
respectively.

Corollary 5.16. Let p be a partition, and choose A\ and o as in Theorem 5.9. Then the
bijection Tab : MLQ(un) — QTS is weight-preserving.

Proof. This follows from Lemma 5.13 and Lemma 5.14. g
Proof of Theorem 5.9. This follows immediately from Corollary 5.16 and Definition 1.9.
O

Remark 5.17. There is an alternative notion of type A quadruple and coinversion for
which Theorem 5.9 holds. Define a type A” quadruple to be a quadruple of boxes {z, d(z),y, y'}
in Dy where z,y" are in the same row and in columns j < i, respectively, A; = \;, and
d(y") = y. We say that this type A” quadruple is a coinversion if all four entries in the cells
{z,d(x),y,y'} are distinct, and either ¢(z) < ¢(y) < ¢(d(z)) or ¢(y) < ¢(d(x)) < ¢(x) or
d(d(x)) < ¢(x) < ¢(y) (the entries in the cells {z,d(x),y} are cyclically increasing when
read in clockwise order).

Then we can define coinv”(¢) to be the number of type B and type A” coinversions, and
replace coinv(¢) by coinv”(¢) in the formula for wt(¢) in (37).

This equivalence of weights is due to Lemma 2.1. We recall the correspondence briefly.
We think of columns of the same height in the queue tableaux as balls with the same label
in the multiline queue. We think of coinversions in the queue tableaux as skipped balls in
the multiline queue, and in particular, we think of type A quadruples as skipped balls of the
same label. In the multiline queue, the weight of each pairing is dependent on the pairing
order of balls of the same label. The condition ¢(x) > ¢(y') (from Figure 11) for type
A quadruples corresponds to a right-to-left pairing order in the multiline queue. On the
other hand, type A” quadruples correspond to another pairing order, that is determined
by the entries in the row containing the cells z,7’. From Lemma 2.1, we have that the
total weight summed over all multiline queues is independent of the pairing order, from
which we conclude that using coinv” gives the same total weight after summing over all
tableaux.
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