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Note that at 𝜉 = ±𝜋/2, the vehicle is oriented tangentially to the

obstacle; and at 𝜉 = 𝜋 or 0, the vehicle is pointing directly at or

away from the origin, respectively (see Figure 2).

We assume that the KBM has a steering constraint, i.e. 𝛿𝑓 ∈
[−𝛿 𝑓 max

, 𝛿 𝑓 max
]. However, we may use 𝛽 directly as a control vari-

able, since it is an invertible function of 𝛿𝑓 . Thus, 𝛽 is also con-

strained as 𝛽 ∈ [−𝛽max, 𝛽max]. We define the state and control vec-

tors for the KBM as: 𝜒 ≜ (𝜉, 𝑟, 𝑣) and 𝜔 ≜ (𝑎, 𝛽), with 𝜔 ∈ Ωadmis.≜

R× [−𝛽max, 𝛽max] the set of admissible controls. Thus, the dynamics

of the KBM are given by ¤𝜒 = 𝑓KBM (𝜒,𝜔) with 𝑓KBM defined by (1).

2.3 Barrier Functions and Shielding

In the sequel, we will use a controller łshieldž, which is a methodol-

ogy for instantaneously correcting the outputs produced by a con-

troller in closed loop; the objective is to make corrections such that

the original controller, however it was designed or implemented,

becomes safe ś hence the łshieldž moniker. Specifically, a controller

shield is designed around a real-valued function over the state space

of interest, called a (Zeroing-) Barrier Function (ZBF). The ZBF di-

rectly encodes a set safe states by its sign: states for which the

ZBF is nonnegative are taken to be safe. The ZBF in turn indirectly

specifies safe controls (as a function of state) in such a way that the

sign of the ZBF is invariant along trajectories of the dynamics.

Formally, consider a control system ¤𝑥 = 𝑓 (𝑥,𝑢) in closed loop

with a state-feedback controller 𝜋 : 𝑥 ↦→ 𝑢. In this scenario, a

feedback controller in closed loop converts the control system into

an autonomous one ś the autonomous vector field 𝑓 (·, 𝜋 (·)). In this

context, recall the definition of a Zeroing-Barrier Function (ZBF):

Definition 1 (Zeroing Barrier Function (ZBF) [38, Defi-

nition 2]). Let ¤𝑥 = 𝑓 (𝑥, 𝜋 (𝑥)) be the aforementioned closed-loop,

autonomous system with 𝑥 (𝑡) ∈ R𝑛 . Also, let ℎ : R
𝑛 → R, and

define C ≜ {𝑥 ∈ R𝑛 : ℎ(𝑥) ≥ 0}. If there exists a locally Lipschitz,

extended-class-K function, 𝛼 such that:

∇𝑥ℎ(𝑥) · 𝑓 (𝑥, 𝜋 (𝑥)) ≥ −𝛼 (ℎ(𝑥)) for all 𝑥 ∈ C (2)

then ℎ is said to be a zeroing barrier function (ZBF).

Moreover, the conditions for a barrier function above can be

translated into a set membership problem for the outputs of such a

feedback controller. This is explained in the following proposition.

Proposition 1. Let ¤𝑥 = 𝑓 (𝑥,𝑢) be a control system that is Lip-

schitz continuous in both of its arguments on a set D × Ωadmis.;

furthermore, let ℎ : R
𝑛 → R with Cℎ ≜ {𝑥 ∈ R𝑛 |ℎ(𝑥) ≥ 0} ⊆ D,

and let 𝛼 be a class K function. If the set

𝑅ℎ,𝛼 (𝑥) ≜ {𝑢 ∈ Ωadmis. |∇T
𝑥ℎ(𝑥) · 𝑓 (𝑥,𝑢) + 𝛼 (ℎ(𝑥)) ≥ 0} (3)

is non-empty for each 𝑥 ∈ D, and a Lipschitz continuous feedback

controller 𝜋 : 𝑥 ↦→ 𝑢 satisfies

𝜋 (𝑥) ∈ 𝑅ℎ,𝛼 (𝑥) ∀𝑥 ∈ D (4)

then Cℎ is forward invariant for the closed-loop dynamics 𝑓 (·, 𝜋 (·)).
In particular, if 𝜋 satisfies (4) and 𝑥 (𝑡) is a trajectory of ¤𝑥 =

𝑓 (𝑥, 𝜋 (𝑥)) with ℎ(𝑥 (0)) ≥ 0, then ℎ(𝑥 (𝑡)) ≥ 0 for all 𝑡 ≥ 0.

Proof. A direct application of ZBFs [38, Theorem 1]. □

Proposition 1 is the foundation for controller shielding: (3) and

(4) establish that ℎ (and associated 𝛼) forms a ZBF for the closed-

loop, autonomous dynamics 𝑓 (·, 𝜋 (·)) . Note also that there is no
need to distinguish between a closed-loop feedback controller 𝜋 ,

and a composite of 𝜋 with a function that shields (or filters) its

output based on the current state. Hence, the following definition:

Definition 2 (Controller Shield). Let ¤𝑥 = 𝑓 (𝑥,𝑢), ℎ, ℭℎ , 𝛼

and D ×Ωadmis. be as in Proposition 1. Then a controller shield is a

Lipschitz continuous function𝔖 : D × Ωadmis. → Ωadmis. such that

∀(𝑥,𝑢) ∈ D × Ωadmis. .𝔖(𝑥,𝑢) ∈ 𝑅ℎ,𝛼 (𝑥) . (5)

2.4 A Controller Shield for the KBM

In this paper, we will make use of the existing ZBF and controller

shield designed for the KBM in [14]. These function in concert to

provide controller shielding for the safety property illustrated in

Figure 2: i.e., to prevent the KBM from entering a disk of radius 𝑟

centered at the origin. In particular, [14] proposes the following

class of candidate ZBFs for the KBM:

ℎ𝑟,𝜎 (𝜒) = ℎ𝑟,𝜎 (𝜉, 𝑟, 𝑣) = 𝜎 cos(𝜉/2)+1−𝜎
𝑟 − 1

𝑟 (6)

𝛼𝑣max (𝑥) = 𝐾 · 𝑣max · 𝑥 (7)

where 𝛼𝑣max is per se a class K function, and 𝜎 ∈ (0, 1) parameter-

izes the class. Note also that this class of ZBFs ignores the state

variable, 𝑣 ; it is a result in [14] that this class is useful as a barrier

function provided the vehicle velocity remains (is controlled) within

the range (0, 𝑣max]. Note also that the equation has ℎ𝑟,𝜎 (𝜒) = 0 has

a convenient solution, which we denote by 𝑟min for future reference:

𝑟min (𝜉) = 𝑟/(𝜎 cos(𝜉/2) + 1 − 𝜎) . (8)

One main result in [14] is a mechanism for choosing the parame-

ter 𝜎 as a function of KBM parameters (e.g. ℓ𝑟 ) and safety parameter,

𝑟 so that the resulting specific function is indeed a ZBF as required.

Finally, we note that [14] also suggests an extremely lightweight

implementation of the barrier based on (6). That is, it contains a

łShield Synthesizerž that implements a controller shield by approxi-

mating a simple single-input/single-output concave function with

a ReLU NN [14, pp 6]. This construction will also prove advanta-

geous later. We denote by 𝔖KBM the resulting controller shield,

with associated barrier, KBM and safety parameters inferred from

the context.

3 FRAMEWORK

NOTE: In this section, we will denote by 𝑥 ,𝑦 and𝑢 the state, sensor and

control variables of an ADS, respectively; this abstract notation will

illustrate the EnergyShield framework free from specific modelling

details. A formal consideration of EnergyShield appears in Section 4.

3.1 EnergyShield Motivation and Context

The basic motivation for the EnergyShield framework is the fol-

lowing. Suppose that an ADS contains a large NN, NN𝑐 , that is

responsible for producing a control action,𝑢, in response to a sensor

signal,𝑦. Further assume that, by virtue of its size, computing an out-

put of NN𝑐 with on-vehicle hardware consumes significant energy.

Thus, it would be advantageous, energy-wise, to offload evaluations

of NN𝑐 to edge computing infrastructure: in other words, wire-

lessly transmit a particular sensor measurement, 𝑦, to off-vehicle
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edge computers, where the output 𝑢 = NN𝑐 (𝑦) is computed and

returned to the requesting ADS.

The problem with this approach is largely from a safety point of

view. In particular, the controller NN𝑐 was designed to operate in

real time and in closed-loop: i.e. the control action at discrete-time

sample 𝑛 is intended to be computed from the sensor measure-

ment at the same time sample2. In the notation of discrete-time

signals (see Section 2.1), this means: 𝑢 [𝑛] = NN𝑐 (𝑦 [𝑛]). However,
offloading a sensor measurement, 𝑦 [𝑛], to the edge entails that the

correct output of NN𝑐 (𝑦 [𝑛]) will not be back on-vehicle before

some non-zero number of samples, say Δ. Thus, NN𝑐 (𝑦 [𝑛]) will
not be available at time 𝑛 to set 𝑢 [𝑛] = NN𝑐 (𝑦 [𝑛]) as intended;
rather, the soonest possible use of the output NN𝑐 (𝑦 [𝑛]) will be at
time 𝑛 + Δ, or 𝑢 [𝑛 + Δ] = NN𝑐 (𝑦 [𝑛]). This delay creates obvious

safety issues, since the state of the vehicle ś and hence the correct

control to apply ś will have changed in the intervening Δ time sam-

ples. More importantly, even the łcorrectž control action applied

at 𝑛 + Δ may be insufficient to ensure safety: e.g., after Δ samples

have elapsed, it may be too late to apply adequate evasive steering.

3.2 EnergyShield Structure

If we assume the ADS has enough on-vehicle compute to obtain an

output NN𝑐 (𝑦 [𝑛]) in real time2, then the safety problem above is

one of making an offloading decision: ideally one that saves energy

without compromising safety. That is, should a particular evaluation

of NN𝑐 be offloaded to the edge? And how long should the ADS

wait for a response so as to ensure the situation is correctable?

The nature of the offloading decisionmeans that EnergyShieldmust

address two intertwined issues in order to ensure safety of the ADS

vehicle during offloading. On the one hand, EnergyShield must

be able to correct the control actions provided by NN𝑐 after an

offload decision (see explanation above). On the other hand, Ener-

gyShield must limit the duration it waits for each offloading request,

so that actions provided by NN𝑐 can be corrected in the first place;

i.e., among all possible offloading delays, Δ, it is not immediate

which may be corrected and which may not (e.g., Δ = ∞ likely

cannot be corrected). In this sense, knowing a particular response-

delay, Δ′, is correctable essentially characterizes how to take an

offloading decision, since it provides an expiration on safety: i.e.,

proceed to offload, and wait for a response until Δ′ samples have

elapsed ś at which point resume local evaluation of NN𝑐 .

In particular then, EnergyShield has two main components:

C1: Controller Shield. EnergyShield contains a controller shield

(see Section 2.3), which ensures that safety is maintained ir-

respective of offloading-delayed controller outputs; in other

words, it corrects unsafe behavior of NN𝑐 that results from

changes in vehicle state during offloading delays.

C2: Runtime SafetyMonitor. EnergyShield contains a runtime

safety monitor that provides the ADS an upper bound, Δmax

(in samples), on how long it should wait for a response to

one of its offloading requests to maintain safety, assuming no

updates to the control action in the meantime; i.e., provided the

offload delay is Δ ≤ Δmax, then C1, the controller shield, can

guarantee safe recovery after holding the last control signal

update through offload delay period (C1 may use on-vehicle

2In our formal consideration, we will model a one-sample computation delay.

computation if necessary). In other words, Δmax specifies

an expiration for the safety guarantee provided by C1

using on-vehicle computation.

Naturally, C1 and C2 need to be designed together, since their

objectives are mutually informed. Indeed, in the specific design of

EnergyShield, these components are designed from the same ZBF

(defined in Section 2.3): see Section 4 for formal details.

Unfortunately, neither component C1 nor C2 can operate effec-

tively on the same raw sensor measurements, 𝑦 [𝑛], used by the

controller; this is especially true given our intention to implement

them via ZBFs and controller shields. In particular, both require

some (limited) state information about the ADS in order to perform

their tasks. Thus, EnergyShield requires a perception/estimator

component to provide state information to C1 and C2. Note that

we deliberately exclude the design of such an estimator from the

EnergyShield framework in order to provide additional flexibility:

in particular, since the controller NN𝑐 may effectively contain an

estimator, we wish to allow for estimation to be offloaded, too ś

provided it is executed locally just-in-time before informing C1 and

C2 (see Section 3.3). Nevertheless such an estimator is necessary

for EnergyShield, so we include it as component:

C3: State Estimator. EnergyShield requires (minimal) state esti-

mates as input to C1 and C2. By convention, this estimator

will be a NN denoted byNN𝑝 : 𝑦 ↦→ 𝑥 .We assume thatNN𝑝

can be computed by on-vehicle hardware in one sample period.

The interface of C3with both C1 and C2makes the latter two com-

ponents (state-)context aware. That is, EnergyShield makes context-

aware offloading decisions based on the current vehicle state.More-

over, it is important to note that since the prior control action will be

held during offload Δmax, the output of C2 is control in addition to

state dependent: that is, C2 actually produces an output Δmax (𝑥,𝑢)
for (arbitrary) state 𝑥 and the control 𝑢 applied just before offload.

EnergyShield has one further important component, but one that

is motivated purely by energy savings with no effect on safety. Cru-

cially, the known expiration of safety provided byC2, i.e.Δmax (𝑥,𝑢),
affords the opportunity to use additional information in making an

offload decision. In particular, an estimate of the anticipated edge

response time, Δ̂, can be used to forego offloads that are unlikely to

complete before the expiration of the safety deadline, Δmax (𝑥,𝑢).
For this reason, EnergyShield contains an estimator of edge re-

sponse time to preemptively skip offloads that are likely to fail:

C4: Edge-Response Estimator. EnergyShield specifies that an

estimate of the current edge response time, Δ̂, is provided to

inform offloading decisions.

We note that EnergyShield doesn’t specify a particular estimator to

be used in this component: any number of different estimators may

be appropriate, and each estimator may lead to different energy

profiles. Moreover, since Δ̂ is never used to override Δmax (𝑥,𝑢),
safety is preserved irrespective of the specific estimator used.

The interconnection of the components C1 through C4 in Ener-

gyShield is illustrated in Figure 3. Note that componentC3, the state

estimator, is connected to components C1 and C2, the controller

shield and safety runtime monitor, respectively. Also note that the

output of C2 provides a signal Δmax (𝑥,𝑢) to the offloading decision

switch; also informing that decision is the estimate of immediate

edge-response times provided by component C4.
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4.1.2 Component Design Problems. There are two central problems

that need to be solved: i.e., corresponding to the design of the two

main components of EnergyShield, C1 and C2 (see Section 3).

The solutions to these problems are deferred to Sections 4.2 and

Section 4.3, respectively. We state them here in order to facilitate

the statement of our main result in the next subsection.

Problem 1 (Controller Shield Design (C1)). Let Assumptions

1 - 5 hold. Then the problem is to design: first, design functions ℎ and 𝛼

such that they constitute a ZBF for the KBM (see Section 2.3); and then

using this ZBF, design a controller shield,𝔖 for the KBM model. The

resulting controller shield must have the following additional property

for a discrete-time version of the KBMwith zero-order-hold inputs:

• Let 𝜒 [𝑛0 − 1] and 𝜒 [𝑛0] be KBM states such that ℎ(𝜒 [𝑛0 −
1]), ℎ(𝜒 [𝑛0]) > 0, and let 𝜒 [𝑛0] result from a feasible input

𝜔̂ [𝑛0 − 1] applied in state 𝜒 [𝑛0 − 1]. Then the control action

𝜔̂ [𝑛0] = 𝔖(𝜒 [𝑛0 − 1], 𝜔 [𝑛0]) (9)

must yield a state 𝜒 [𝑛0 + 1] such that ℎ(𝜒 [𝑛0 + 1]) > 0; i.e.,

the controller shield preserves safety under discretization of the

KBM and one-step estimation delay (associated with NN𝑝 ), as

in the case of no computations being offloaded.

Problem 2 (Runtime Safety Monitor Design (C2)). Let As-

sumptions 1 - 5 hold, and assume that ℎ, 𝛼 and𝔖 solve Problem 1.

Then the problem is to design a runtime safety monitor:

Δmax : R
3 × Ωadmis. → N (10)

with the following property:

• Let 𝜒 [𝑛0−1] be such that ℎ(𝜒 [𝑛0−1]) > 0. Then for constant

control, 𝜔 = 𝜔 [𝑛0], applied to the discretized KBM starting

from 𝜒 [𝑛0 − 1] the following is true:
∀𝑛 = 0, . . . ,Δmax (𝜒 [𝑛0 − 1], 𝜔 [𝑛0]) . ℎ(𝜒 [𝑛0 − 1 + 𝑛]) > 0 (11)

i.e. the constant control 𝜔 = 𝜔 [𝑛0] preserves safety for at least
Δmax (𝜒 [𝑛0 − 1], 𝜔 [𝑛0]) samples from state 𝜒 [𝑛0 − 1].

(The delay in 𝜒 [𝑛0 − 1] accounts for the computation time of NN𝑝 .)

4.1.3 Main Result. We can now state our main result.

Theorem 1. Let Assumptions 1 - 5 hold, and assume a ZBF for the

KBM dynamics, using which Problem 1 and Problem 2 can be solved.

Then the offloading policy described in Section 3.3 preserves safety

of the KBM-modeled ADS (Assumptions 1 and 2).

Proof. The proof follows largely by construction. Each offload

period is limited in duration by the runtime safety monitor; thus, a

safety monitor that solves Problem 2 will ensure safety under the

specified constant control action during the offload period. Then by

the additional property of the controller shield in Problem 1, safety

can be maintained after the offloading period ends: i.e., either by

performing a new offload if there remains significant safety margin,

or by executing locally if there is no offload safety margin. □

Corollary 1. Let Assumptions 1 - 5 hold, and consider the ZBF

for the KBM dynamics specified in Section 2.4. Then the controller

shield in Section 4.2 uses this ZBF and solves Problem 1; likewise, the

runtime monitor in Section 4.3 uses this ZBF and solves Problem 2.

Hence, our implementation of EnergyShield is safe.

4.2 KBM Controller Shield

Fortunately, we have access to a preexisting ZBF and controller

shield designed for the KBM: see Section 2.4 [14]. That is, the ZBF is

available after using the design methodology in [14] to choose the

parameter 𝜎 (see Section 2.4); for simplicity, we will omit further

discussion this design process. Thus, for this section, we refer to a

fully implemented controller shield as𝔖KBM, with the understand-

ing that it has been designed for the relevant KBMmodel and safety

parameter 𝑟 (see Figure 2); viz. Assumptions 1 and 2.

Thus, 𝔖KBM must be altered so that it satisfies the additional

property required in Problem 1, hence the following Lemma.

Lemma 1. Let Assumptions 1 - 5 hold as usual, and let𝔖KBM be a

controller shield designed under these assumptions as per Section 2.4.

Then there exists a 𝜌 > 0 such that the following controller shield:

𝔖
𝜌

KBM
: ((𝑟, 𝜉, 𝑣), 𝜔) ↦→





𝔖KBM ( (𝑟−𝜌,𝜉,𝑣),𝜔 ) 𝑟−𝜌≥𝑟min (𝜉 )

𝛽max 𝑟−𝜌<𝑟min (𝜉 )∧𝜉≥0

−𝛽max 𝑟−𝜌<𝑟min (𝜉 )∧𝜉<0

(12)

solves Problem 1; parameters other than 𝜌 are defined in Section 2.

The proof of this Lemma is deferred to Appendix A.

A further remark is in order about Lemma 1. Note that the altered

controller shield𝔖
𝜌
KBM

maintains the energy efficient implementa-

tion of the controller shield𝔖KBM as designed in [14]; the modified

shield in (12) amounts to a threshold override of the original shield,

𝔖KBM, using 𝜌 and the value of 𝑟min (𝜉), which is trivial to compute.

4.3 KBM Runtime Safety Monitor

Recall that the runtime safetymonitor of EnergyShieldmust provide

an expiration on the safety of the vehicle during an offload period,

throughout which only a single, fixed control input is applied. This

expiration must come with a provable guarantee that the vehicle

safety is not compromised in the interim. In the formulation of

EnergyShield and Problem 2, this means only that ℎ𝑟,𝜎 must remain

non-negative until the expiration of the deadline provided by the

runtime safety monitor: see the condition (11) of Problem 2.

This formulation is convenient because it means that the problem

can again be analyzed in continuous time, unlike our consideration

of Problem 1 above: the conversion back to discrete time involves a

floor operation; and compensating for the one-sample state delay

induced by computing NN𝑝 involves subtracting one sample from

the result. That is, to solve Problem 2 and design an EnergyShield-

safety monitor, it is sufficient provide a (real) time, 𝜈 , s.t.:

∀𝑡 ∈ [0, 𝜈] . ℎ
(
𝜁
0,𝜒[𝑛0−1]
1𝜔 [𝑛0 ]

(𝑡)
)
> 0. (13)

That is, the flow of 𝑓KBM started from 𝜒 [𝑛0 − 1] and using constant
control𝜔 [𝑛0] maintainsℎ > 0 for the duration [0, 𝜈]. We emphasize

that such a 𝜈 can be converted into the sample units expected for

Δmax (𝜒 [𝑛0 − 1], 𝜔 [𝑛0]) by using a floor operation and subtracting

one. Thus, we have the following Lemma, which solves Problem 2.

Lemma 2. Let Assumptions 1 - 5 hold as usual. Let

Δmax (𝜒 [𝑛0 − 1, 𝜔 [𝑛0]) ≜ max(⌊𝜈 (𝜒 [𝑛0 − 1], 𝜔 [𝑛0])⌋ − 1, 0) (14)

where 𝜈 = 𝜈 (𝜒 [𝑛0 − 1], 𝜔 [𝑛0]) solves the equation:
√
2·𝐿ℎ𝑟,𝜎 ·∥ 𝑓KBM (𝜒 [𝑛0−1], 𝜔 [𝑛0])∥2 ·𝜈 ·𝑒

𝐿𝑓KBM ·𝜈
= ℎ(𝜒 [𝑛0−1]) (15)
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A PROOF OF LEMMA 1

Proof. In this proof, let 𝜒 [𝑛′] = (𝑟 [𝑛′], 𝜉 [𝑛′], 𝑣 [𝑛′]), 𝑛′ ∈ Z.
The proof will be constructive. To this end, recall that we have

assumed a capped (controlled) maximum vehicle velocity of 𝑣max.

Thus, let 𝛾 = 2 · 𝑣max ·𝑇 , where 𝑇 is the sample period (see Section

2.1). As a consequence, also note that for 𝑟 [𝑛0−1] > 𝑟min (𝜉 [𝑛0−1]):
𝑟 [𝑛0 + 1] > 𝑟 [𝑛0 − 1] − 2 · 𝑣max ·𝑇 > 𝑟 − 𝛾 (16)

so that on any two-sample period

| ¤𝜉 | ≤ 𝑣max ·
(

1

𝑟−𝛾 + 1

ℓ𝑟

)
(17)

Then observe that the Lipschitz constant of the function 𝑟min is

bounded by 𝐿𝑟min ≤ 𝑟 ·𝜎
2· (1−2·𝜎 )2 . Finally, conclude that

|𝑟min (𝜉 [𝑛0 − 1]) − 𝑟min (𝜉 [𝑛0 + 1]) |

≤ 𝑟 ·𝜎
2· (1−2·𝜎 )2 · 𝑣max ·

(
1

𝑟−𝛾 + 1

ℓ𝑟

)
· 2 ·𝑇 ≜ 𝜂 (18)

Then choose 𝜌 ≜ 𝜂 + 𝛾 .
Now, given the structure of the amended shield in (12), establish-

ing the conclusion of Problem 1 can be broken into three cases:

(i) 𝑟 [𝑛0] ≥ 𝑟min (𝜉 [𝑛0]) + 𝜌 ; (irrespective of the position of

𝑟 [𝑛0 − 1])
(ii) 𝑟 [𝑛0] < 𝑟min (𝜉 [𝑛0]) + 𝜌 and 𝑟 [𝑛0 − 1] ≥ 𝑟min (𝜉 [𝑛0 − 1]) + 𝜌 ;
(iii) 𝑟 [𝑛0] < 𝑟min (𝜉 [𝑛0]) + 𝜌 and 𝑟 [𝑛0 − 1] < 𝑟min (𝜉 [𝑛0 − 1]) + 𝜌 .

In each of the three cases, we need to show that for the next state,

ℎ(𝜒 [𝑛0 + 1]) > 0, or equivalently 𝑟 [𝑛0 + 1] > 𝑟min (𝜉 [𝑛0 + 1]).
Case (i) and Case (ii). The claim follows for these cases for es-

sentially directly by the choice of 𝜌 above. In Case (ii), we have

that

𝑟 [𝑛0 + 1] − 𝑟min (𝜉 [𝑛0 + 1]) ≥
(
𝑟 [𝑛0 − 1] − 𝑟min (𝜉 [𝑛0 − 1])

)

−
(
𝑟 [𝑛0 + 1] − 𝑟min (𝜉 [𝑛0 + 1]) − 𝑟 [𝑛0 − 1] − 𝑟min (𝜉 [𝑛0 − 1])

)
.

(19)

From the above calculations, we see that the second term on the

right-hand side of (19) is bounded below by −𝜌 (using the triangle

inequality). Thus

𝑟 [𝑛0 +1] −𝑟min (𝜉 [𝑛0 +1]) ≥
(
𝑟 [𝑛0−1] −𝑟min (𝜉 [𝑛0−1])

)
−𝜌 (20)

and the desired conclusion follows since 𝑟 [𝑛0−1]−𝑟min (𝜉 [𝑛0−1]) ≥
𝜌 by assumption. A similar approach proves Case (i): simply repeat

the calculations in the definition of 𝜌 , only over one sample.

Thus, it remains to consider Case (iii). This case is somewhat

easier, because the control signal is being overridden, so the state

delay presents technical difficulties as above. Thus, it follows almost

directly from the properties of the controller shield as designed

in [14]. In particular, the ShieldNN verifier establishes that the

boundary between łsafež and łunsafež controls is a concave (resp.

convex) function of 𝜉 for 𝜉 ∈ [0, 𝜋] (resp. 𝜉 ∈ [−𝜋, 0]). Hence, by
[14, Theorem 1], the constant control 𝛽max (resp. −𝛽max) always

preserves safety for any duration of time starting from a state 𝜉 ∈
[0, 𝜋] (resp. 𝜉 ∈ [−𝜋, 0]). □

B PROOF OF LEMMA 2

Proof. By the arguments above, the form of Δmax in (14) will

solve Problem 2, provided (15) implies (13). Thus, we confine the

proof to showing this fact.

To begin, observe that:

ℎ𝑟,𝜎 (𝜁 0,𝜒[𝑛0−1]
1𝜔 [𝑛0 ]

(𝑡)) ≥
���
��ℎ𝑟,𝜎 (𝜁 0,𝜒[𝑛0−1]

1𝜔 [𝑛0 ]
(𝑡)) − ℎ𝑟,𝜎 (𝜒 [𝑛0 − 1])

��

−
��ℎ𝑟,𝜎 (𝜒 [𝑛0 − 1])

��
��� (21)

by the triangle inequality. Consequently:

��ℎ𝑟,𝜎 (𝜁 0,𝜒[𝑛0−1]
1𝜔 [𝑛0 ]

(𝑡)) − ℎ𝑟,𝜎 (𝜒 [𝑛0 − 1])
�� ≤

��ℎ𝑟,𝜎 (𝜒 [𝑛0 − 1])
��

=⇒ ℎ𝑟,𝜎 (𝜁 0,𝜒[𝑛0−1]
1𝜔 [𝑛0 ]

(𝑡)) ≥ 0 (22)

Hence define 𝑧 (𝜁 0,𝜒[𝑛0−1]
1𝜔 [𝑛0 ]

(𝑡)) ≜
��ℎ𝑟,𝜎 (𝜁 0,𝜒[𝑛0−1]

1𝜔 [𝑛0 ]
(𝑡)) −ℎ𝑟,𝜎 (𝜒 [𝑛0 − 1])

��.
By the Grönwall inequality, we have further that:

𝑧 (𝜁 0,𝜒[𝑛0−1]
1𝜔 [𝑛0 ]

(𝑡)) ≤
√
2 · 𝐿ℎ𝑟,𝜎 · ∥ 𝑓KBM (𝜒 [𝑛0 − 1], 𝜔 [𝑛0])∥2 · 𝑡 · 𝑒𝐿𝑓KBM ·𝑡

(23)

where 𝐿ℎ𝑟,𝜎 and 𝐿𝑓KBM are as in the statement of the Lemma. Observe

that the function on the right-hand side of (23) is monotonic in 𝑡 .

Thus, we can use (22) to claim that if 𝜈 solves (15) (derived immedi-

ately from (23) and (22)), then the claim of the Lemma holds. □

C ADDITIONAL EXPERIMENTAL DETAILS

C.1 Training Details

The primary RL agent training was conducted under the (S = 0, N

= 0) configuration settings using the Proximal Policy Optimization

(PPO) algorithm for a total of 1800 episodes. In the last 400 training

episodes, we randomized the ego vehicle’s spawning position and

orientation along its lateral dimension to aid the agent in learning

how to recover from maneuvering moves. For the 𝛽-VAE, we used

the pretrained model from [14] which was trained to generate a

64-dimensional latent feature vector from Carla driving scenes.

C.2 Reward Function

For the reward function R, we defined:

R =





−𝑃, collision or 𝐶𝐷 > 𝐶𝐷𝑡ℎ

+𝑃, track completed successfully

𝑓R (𝑣,𝐶𝐷, 𝜗, 𝑟 ), otherwise

(24)

in which 𝑃 is large positive number, 𝑣 is the vehicle’s velocity,𝐶𝐷 is

the vehicle’s center deviance from the center of the track,𝐶𝐷𝑡ℎ is a

predetermined threshold value, 𝜗 represents the angle between the

heading of the vehicle and the tangent to the curvature of the road

segment, and 𝑟 is the distance to the closest obstacle. As shown, R
can evaluate to: (i) (+𝑃 ) if it completes the track successfully (large

positive reward), (ii) (−𝑃 ) if it incurs a collision or deviates from

the center of the road beyond 𝐶𝐷𝑡ℎ , or (iii) a function 𝑓R (·) of the
aforementioned variables given by:

𝑓R (𝑣,𝐶𝐷, 𝜗, 𝑟 ) = 𝜔1 · 𝑓1 (𝑣) + 𝜔2 · 𝑓2 (CD) + 𝜔3 · 𝑓3 (𝜗) + 𝜔4 · 𝑓4 (𝑟 )
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Table 1: EnergyShield Performance across 4 different RL controllers. Each RL agent learnt to travel the route through a

distinctive policy represented by its center deviance (CD) from the primary track. The RL Controllers are numerically arranged

in the increasing order of CD with Controller 1 being the main RL controller used in all evaluations.

Policy (S, N)
Controller 1 Controller 2 Controller 3 Controller 4

CD(m) TCR(%) E(mJ) CD (m) TCR(%) E(mJ) CD(m) TCR(%) E(mJ) CD(m) TCR(%) E(mJ)

Local

(0, 0) 0.92 65.7

113.5

2.3 100

113.5

5.5

100 113.5

5.8

100 113.5
(0, 1) 0.8 22.9 2.3 97.1 5.5 5.8

(1, 0) 2.87 100 3.5 100 5.5 5.9

(1, 1) 2.91 100 3.6 100 5.4 5.7

EnergyShield

(0, 0) 0.8 68.6 90.8 2.3 100 90

5.5 100

79.7 5.8

100

77.6

(eager)

(0, 1) 0.8 34.3 90 2.3 100 89 80 5.7 78.9

(1, 0) 2.8 100 85.8 3.5 100 81.6 79.6 5.7 77.5

(1, 1) 2.8 100 85.9 3.6 100 81.9 78.5 5.8 77.9

EnergyShield

(0, 0) 0.9 74.3 67.7 2.3 100 63.5 5.5

100

43.7 5.8

100

39.7

(uniform)

(0, 1) 0.7 22.9 60.6 2.3 97.1 63.1 5.5 44.4 5.7 40.8

(1, 0) 2.9 100 51.5 3.5 100 44.5 5.5 43.6 5.8 40.1

(1, 1) 2.8 100 53.1 3.6 100 45.7 5.4 42.1 5.7 39.8

s.t., 𝑓1 (𝑣) =




𝑣
𝑣𝑚𝑖𝑛

, 𝑣 < 𝑣𝑚𝑖𝑛

1 − 𝑣−𝑣𝑡𝑎𝑟𝑔𝑒𝑡
𝑣𝑚𝑎𝑥−𝑣𝑡𝑎𝑟𝑔𝑒𝑡 𝑣 > 𝑣𝑡𝑎𝑟𝑔𝑒𝑡

1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑓2 (𝐶𝐷) = max(1 − 𝑙𝑐𝑒𝑛𝑡𝑒𝑟

𝑙𝑚𝑎𝑥
, 0)

𝑓3 (𝜗) = max(1 − | 𝜗
𝜋/9 |, 0)

𝑓4 (𝑑𝑖𝑠𝑡) = max(min( | |𝑟 | |
𝑟𝑚𝑎𝑥

, 1), 0)

inwhich 𝑣𝑚𝑖𝑛 , 𝑣𝑚𝑎𝑥 , 𝑣𝑡𝑎𝑟𝑔𝑒𝑡 are theminimum,maximum, and target

velocities, respectively. 𝑙𝑐𝑒𝑛𝑡𝑒𝑟 is the lateral distance from the center

of the vehicle to the designated track. 𝜗 is the angle between the

head of the vehicle and the track’s tangent. For our experiments,

we set 𝑣𝑚𝑖𝑛=35 km/hr, 𝑣𝑡𝑎𝑟𝑔𝑒𝑡=40 km/hr, 𝑣𝑚𝑎𝑥=45 km/hr, 𝑟𝑚𝑎𝑥 =

20 m, 𝑙𝑚𝑎𝑥 = 10 m, and 𝑃= 100.

C.3 Performance Evaluations

We use the standard TensorRT library to compile our models on the

Nvidia Drive PX2 ADS platform as an optimized inference engine

and measure its execution latency. To evaluate the local execution

power, we measure the difference in average power drawn by the

Nvidia Drive PX2 when processing and idling.

C.4 Queuing Delays

We leverage the The M/M/1/k model for the queuing delays, 𝐿𝑞𝑢𝑒 ,

which entails 𝑞𝑐 =
(1−𝜌 ) (𝜌 )𝑐
1−𝜌𝐶+1 representing the probability that an

offloaded task will find 𝑐 tasks stored in the server’s buffer of size

𝐶 upon arrival with 𝜌 being the average server load. We assume

each task contributes an extra 1 ms delay, and thus, 𝑞𝑐 positions

directly translate to 𝐿𝑞𝑢𝑒 in ms. The default settings for queuing

delays entail C = 4000 and 𝜌 = 0.97 unless otherwise was stated.

C.5 Edge Response Estimation

As offloading decisions are made based on estimates of the prior

edge response times, the estimated communication latency, 𝐿̂𝑐𝑜𝑚𝑚 ,

at time 𝑛 can be defined as a function of the 𝑘 previous values

of the effective throughput 𝜙 and queuing delays 𝑞 as follows:

𝐿̂𝑐𝑜𝑚𝑚 (𝑛) = Φ(𝜙𝑛−𝑘 :𝑛−1, 𝑞𝑛−𝑘 :𝑛−1). For our experiments, we set

𝑘 = 5 and employ a moving average function to evaluate Φ.
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