
Submitted to the Annals of Probability

PARTICLE DENSITY IN DIFFUSION-LIMITED ANNIHILATING SYSTEMS

BY TOBIAS JOHNSON1,a, MATTHEW JUNGE 2,b,
HANBAEK LYU3,c, AND DAVID SIVAKOFF 4,d

1
Mathematics, CUNY College of Staten Island,

a
Tobias.Johnson@csi.cuny.edu

2
Mathematics, CUNY Baruch College,

b
Matthew.Junge@baruch.cuny.edu

3
Mathematics, University of Wisconsin - Madison,

c
hlyu@math.wisc.edu

4
Mathematics and Statistics, Ohio State University ,

d
dsivakoff@stat.osu.edu

Place an A-particle at each site of a graph independently with probability
p and otherwise place a B-particle. A- and B-particles perform independent
continuous time random walks at rates �A and �B , respectively, and annihi-
late upon colliding with a particle of opposite type. Bramson and Lebowitz
studied the setting �A = �B in the early 1990s. Despite recent progress,
many basic questions remain unanswered when �A 6= �B . For the critical
case p= 1/2 on low-dimensional integer lattices, we give a lower bound on
the expected number of particles at the origin that matches physicists’ pre-
dictions. For the process with �B = 0 on the integers and on the bidirected
regular tree, we give sharp upper and lower bounds for the expected total oc-
cupation time of the root at and approaching criticality.

1. Introduction. We consider two-type diffusion limited annihilating systems (DLAS)
on integer lattices and directed regular trees. Initially every vertex has a particle that is in-
dependently of type A with probability p and otherwise is of type B. In continuous time,
A-particles perform simple random walk at rate �A and B-particles at rate �B . If two parti-
cles of opposite types collide, both are removed from the system. Particles annihilate pairwise
and there is no limit to the number of like particles that can occupy a single site. See Figure
1 for a depiction of a simulation.

FIG 1. Space-time representation of a DLAS with p= 1/2 and �B = 0 on the path with 2000 vertices. Vertical

lines are B-particles. Time runs from bottom to top.

Physicists have been interested in this process as a model for irreversible reactions with
mobile particles since the papers [34] and [42]. The mean-field prediction for the model is that
the density of both particle types should decay at rate t�1 if p= 1/2, while the density of the
less common particle type should decay exponentially if p 6= 1/2. It was widely observed in
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the physics literature that while these predictions were correct in high dimension, the model
followed different asymptotics in low dimension. But as Bramson and Lebowitz noted in [9],
“the answers given in that literature do not always agree.” They then rigorously determined
the asymptotics of the model on Zd for all values of d when �A = �B in [10]. Note that they
consider slightly different initial conditions than our independent Bernoulli field. In their
model, the number of A- and B-particles at each site are given by independent Poisson fields
with intensities rA and rB for A- and B-particles, respectively. Let ⇢t denote the expected
number of A-particles at the origin at time t. Bramson and Lebowitz showed that when
rA = rB (analogous to p= 1/2 in our model),

⇢t ⇣
(
t�d/4, d 3

t�1, d� 4
(1)

using the notation f(t)⇣ g(t) to denote that f(t)/g(t) is bounded from above and below by
positive constants (which may depend on d and p) for all t. On the other hand, when p < 1/2,

e�cd d(p,t)  ⇢t  e�Cd d(p,t),(2)

for all large t where cd and Cd are positive constants depending only on d and

 d(p, t) =

8
><

>:

(1�2p)2

1�p

p
t, d= 1

(1� 2p) t
log t , d= 2

(1� 2p)t, d� 3.

This confirms that the model deviates from the mean-field behavior in dimensions d  3
when the initial particle densities are equal and in dimensions d  2 when the densities are
unequal.

The closely related system annihilating random walk was already known not to exhibit
mean-field behavior in low dimension. This process typically starts with one particle per
site with particles performing independent random walks at rate 1. Any collision results in
mutual annihilation. Arratia proved in [2] that �t, the density of particles at the origin at time
t, satisfies

�t ⇣

8
><

>:

t�1/2, d= 1

t�1 log t, d= 2

t�1, d� 3

.(3)

Arratia’s work built on similar results from Bramson and Griffeath [8] for coalescing random

walk, in which particles coalesce upon colliding (equivalently one particle is annihilated in
each collision). Coalescing random walk has nice monotonicity properties and also enjoys a
dual process known as the voter model. Bramson and Griffeath [8] used this dual process
to obtain sharp asymptotic for particle density in coalescing random walk, and Arratia [2]
used a coupling between coaleasing and annihilating random walk to show that the particle
density in the annihilating system is asymptotically the half of the coalescing system. This
leads to the exponents in (3). There is no known tractable dual process for DLAS or coupling
to well-known processes.

The asymptotics given in (1) and (2) were also conjectured to hold for different jump rates
[30, 28, 27]. However, a lack of symmetry makes these dynamics more difficult to analyze.
For example, Bramson and Lebowitz analyzed DLAS with a coupling that first ignores the
type of a particle and later reveals it. Such a coupling is valid only when �A = �B . Another
key result, which appears to hold only in the same-speed setting, is [10, Lemma 2.1]. This
states that the average value of any convex function of the difference of the numbers of A- and
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B-particles in a region at time t will be at least as large for DLAS compared to the process
with no annihilation. A bound on ⇢t when �A 6= �B was proven in [13] by Cabezas, Rolla,
and Sidoravicius: for any choice of jump rates �B � 0 and �A > 0, it holds that ⇢t �C/t on
a large class of transitive, unimodular graphs (including Zd) when the particle densities are in
balance. In particular, this is in line with (1) for d� 4. The same authors in [12] proved that
when �B = 0 and A-particles move with drift, the number of visits to the origin in time t is
of order

p
t. It turns out, however, that the asymptotic behavior for p < 1/2 is different when

�B = 0 from when �A = �B > 0. Damron, Lyu and Sivakoff show that when �B = 0 and
A-particles move as discrete-time symmetric random walks, then ⇢t = exp(�O(td/(d+2))),
which is distinct from (2) for all dimensions d� 1 [18]. This cast some doubt on whether the
same asymptotics as in (1) and (2) should always be expected when �B < �A.

Some other related results include: Cristali, Jiang, Junge, Kassem, Sivakoff, and York con-
sidered a discretized version of DLAS on finite graphs and studied the time to extinguish all
particles [17]. Ahlberg, Griffiths, and Janson studied the critical behavior of an two-type
annihilating system of branching random walks [1]. Dauvergne and Sly recently studied a
variant of DLAS in which A- and B-particles move at different rates but, rather than colli-
sions resulting in mutual annihilation, B-particles are converted to A-particles upon contact
[20]. Bahl, Barnet, Junge, and Johnson proved in [6] that the occupation time of a subset of
vertices by A-particles in DLAS is monotonic as the initial configuration is augmented in the
increasing convex order, a nonstandard stochastic order that rewards volatility.

Cabezas, Rolla, and Sidoravicius further proved that DLAS undergoes a phase transition
from infinite visits by A-particles to the root (recurrence) when p� 1/2 to only finitely many
visits (transience) for p < 1/2 [13]. This built on previous recurrence/transience results by
the same authors [12] for the special case �B = 0, which they named the particle-hole model.
An Abelian property ensures their results also hold in discrete time. Damron, Gravner, Junge,
Lyu, and Sivakoff produced similar results for the case �B = 0 with A-particles performing
discrete time random walk and also derived some quantitative estimates on the expected
number of particles to visit the origin in [19]. Inspired by recent results in parking on random
graphs [29, 23], the authors named this setting the parking process.

As we were writing up our results, Przykucki, Roberts, and Scott released a paper con-
cerning the parking process on the integers [36]. For the case p= 1/2, they proved lower and
upper bounds on the expected occupation time of the root, EpVt =

R t
0 ⇢sds, that matched the

conjectured behavior up to a sublogarithmic factor:

t3/4(log t)�1/4 . E1/2Vt . t3/4.(4)

Here, the occupation time Vt is the integral of the number of A-particles at the origin at time
s from s = 0 to t, so it accounts for multiple visits of the same particle to the origin up to
time t. The notation f(t) . g(t) means f(t) = O(g(t)). Addressing a conjecture from [19]
concerning the rate of growth of EpV1 as p approaches 1/2, they further proved that as
p " 1/2

EpV1 . (1� 2p)�6.(5)

Using different techniques, we prove a stronger version of this estimate. We also provide
several other estimates on ⇢t, which we summarize below and then state more precisely.

For d  3, we give a lower bound of ⇢t � (t log t)�d/4 for the p = 1/2 case (see Theo-
rem 1.1). This is consistent with the behavior with equal jump rates in (1) and with �B = 0 in
(4) for the case �B = 0 in discrete time on Z. Our work and [36] are the first confirmations of
deviation from mean-field behavior with nonequal jump rates. For d= 1 and �B = 0, we also
give an upper bound on the total occupation time for a site that essentially confirms that the
asymptotics of (1) hold in this case (Theorem 1.2). This agrees with the upper bound in [36]
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except ours is proven in continuous time. Addressing (5), we prove that, up to a logarithmic
factor, EpV1 grows like (1� 2p)�3 (Theorems 1.3 and 1.4).

Our final results investigate the high-dimensional behavior. Bramson and Lebowitz
showed that DLAS has the mean-field density decay of t�1 on Zd for d � 4 in the case
of equal jump rates. We consider the model with �B = 0 on a directed regular tree. We give
upper and lower bounds of order log t on the cumulative occupation time for the p= 1/2 case,
and we give upper and lower bounds as p " 1/2 that agree up to constants (Theorems 1.5 and
1.6). To the best of our knowledge, this is the only instance in which mean-field behavior has
been proven to occur with nonequal jump rates on an infinite graph.

1.1. Statement of results. We consider the two-type DLAS on a given rooted graph where
each vertex initially contains exactly one particle, which has type A with probability p, with
jump rates for the two particle types given by �A and �B . Without loss of generality, we can
take one of the jump rates to be 1. We take �A = 1 in all results except for Theorem 1.3,
where doing so would result in a needless loss of generality.

Let Nt be the number of A-particles at the root at time t. Let ⇢t = ENt, which we refer to
as the density of A-particles at time t. Finally, let Vt =

R t
0 Ns ds, the aggregate time spent by

A-particles at the root up to time t. All of our results concern the asymptotic behavior of ⇢t
and EVt on transitive graphs, rendering the choice of root irrelevant.

Our first result is a general lower bound on density with particle types in balance, confirm-
ing the lower bounds (up to a logarithmic factor) of the Bramson–Lebowitz asymptotics (1)
in low dimension.

THEOREM 1.1. Let �A = 1 and 0 �B  1. On Zd
with d 3 and p= 1/2 there exists

a constant C > 0 that does not depend on �B such that

⇢t �C(t log t)�d/4

for all sufficiently large t

Next, we provide an upper bound on EVt in dimension 1 with �B = 0. Combined with
Theorem 1.1 and the fact that EVt =

R t
0 ⇢sds, it strongly supports the conjecture that ⇢t ⇣

t�1/4.

THEOREM 1.2. Let �A = 1 and �B = 0. On Z with p= 1/2 there exists C > 0 such that

EVt Ct3/4

for all sufficiently large t.

Next, we consider the critical exponent of EpV1 as p " 1/2.

THEOREM 1.3. Let 0< �A  1 and 0 �B  1. On Zd
for d 3 there exists a constant

C > 0 such that

EpV1 �C
(1� 2p)�(4/d)+1

� log (1� 2p)

for all 1/4< p< 1/2.

THEOREM 1.4. Let �A = 1 and �B = 0. On Z, there exists C > 0 such that

EpV1 C (1� 2p)�3

for all p < 1/2.
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For d= 1 with �B = 0, Theorems 1.3 and 1.4 show that

(1� 2p)�3

� log(1� 2p)
. EpV1 . (1� 2p)�3,

determining the critical exponent up to logarithmic terms. While our upper bound on EpV1
with p < 1/2, d= 1, and �B = 0 is sharp (at least up to logarithmic factors), we mention that
for d� 2 and �B < �A it remains open to show the much weaker statement that EpV1 <1
for all p < 1/2.

Our final results concern the mean-field behavior ⇢t ⇣ t�1. This was first proven by Bram-
son and Lebowitz on lattices of dimension 4 and higher in the case of equal particle densities
and jump rates. While it is believed to hold for all jump rates, it has not been proven to occur
with unequal jump rates on any graph. We consider DLAS with �B = 0 on ~T2d, the bidi-
rected 2d-regular tree, which is the 2d-regular tree where each vertex has d edges directed
away from it and d edges directed towards it. We prove that EVt diverges logarithmically,
which strongly suggests the mean-field density decay. The rationale for working on ~T2d is
that the A-particles approaching the root from different branches of the tree evolve indepen-
dently, but analysis remains difficult even with this advantage.

THEOREM 1.5. Let �A = 1 and �B = 0. For some positive absolute constants c and C ,

it holds for all d� 2 on ~T2d with p= 1/2 that

c log t EVt C log t

for all large t.

Finally, as in Theorems 1.3 and 1.4, we investigate how quickly EpV1 diverges as p " 1/2.

THEOREM 1.6. Let �A = 1 and �B = 0. For some positive absolute constants c, C , and

⌘, it holds on ~T2d for all
1
2 � ⌘ < p< 1

2 and d� 2 that

c log (1� 2p)�1  EpV1 C log (1� 2p)�1 .

1.2. Definitions and notation. DLAS on a graph with vertex set V is a continuous-time
Markov process ⇣t = (⇣t(v))v2V on state space ZV . The quantity |⇣t(v)| denotes the number
of particles at site v at time t. The sign of ⇣t(v) is positive if these particles are of type A
and negative if they are of type B. The dynamics of the process are as described earlier:
particles of types A and B jump at rates �A and �B , respectively; a particle at vertex u takes
its next step to v with probability K(u, v), where K is a given random walk kernel; and when
a particle jumps onto a site with a particle of the opposite type, both particles are instantly
annihilated. The infinitesimal generator corresponding to this description is given explicitly
in [13, Section 2]. A graphical construction proving that such a Markov process exists is
sketched in [10] and given in [13].

If we do not mention the random walk kernel K specifically, then we take it to be the
nearest-neighbor simple random walk kernel on the given graph. Our default initial con-
ditions consist of one particle per site, each of which independently is an A-particle with
probability p or a B-particle with probability 1� p. We will also frequently consider these
initial conditions restricted to a subset of the graph, meaning that rest of the graph is initially
devoid of particles.

In the previous section, we defined the quantities Nt, ⇢t, and Vt. We will also use the
notation D(H) to denote the discrepancy between A-particles and B-particles on a subgraph
H , defined as the number of A-particles minus the number of B-particles initially placed in
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a subgraph H in a given instance of DLAS. We let Td
r denote the d-dimensional torus of

radius r, which has vertex set (�r, r]d \ Zd and nearest neighbor edges with the canonical
identifications of opposite sides. We denote by 0 the origin of the lattices and torus, and also
the root of the bidirectional tree.

1.3. Overview of proofs. Our results rely on a variety of couplings that allow us to make
comparisons to modified versions of the systens. We sketch the main ideas below.

Theorems 1.1 and 1.3, lower bounds for d= 1,2,3. The idea behind Theorem 1.1 is to
compare ⇢t to the particle density of Td

2r with r = C
p
t log t, which we denote as ⇢̄t. The

width of the torus is chosen so that number of particles at the origin up to time t is unlikely
to be affected by the particles beyond distance r in the processes on Zd and on Td

2r (see
Lemma 2.3). So it is enough to estimate ⇢̄t.

As the number of vertices in Td
2r is on the order of rd, standard central limit theorem

estimates give that with positive probablity, there are rd/2 more A- than B-particles in the
initial configuration. Since the torus is a finite graph, these surplus A-particles are never
annihilated. Translation invariance ensures that

⇢̄t &
rd/2

|Td
2r|

& (t log t)�d/4.

The critical exponent bound given in Theorem 1.3 uses the same idea, but optimizes the
size of the torus as a function of p and uses more precise estimates for the A-particle surplus
in the initial configuration. Similar ideas are used when making estimates on the correlation

length in first passage percolation [5]. Note that Bramson and Lebowitz [10] also made use
of fluctuations in the initial configuration when studying the symmetric speeds case. See the
heuristic at [10, p. 4].

Theorems 1.2 and 1.4, upper bounds for d = 1. The starting point is to consider a se-
quential version of DLAS in which all B-particles are initially present and A-particles are
released one at a time according to an arbitrary prescribed ordering. The first A-particle trav-
els until it annihilates with a B-particle or time t elapses. Then, in this new environment, the
next A-particle is released and does the same, and so on. For �B = 0, Lemma 2.4 establishes
that the occupation time of the root is stochastically larger in this variant than in the original
process. Moreover, the subadditivity result in Lemma 2.5 reduces the problem to studying
the one-sided version of DLAS with particles only at the positive integers.

For Theorem 1.2, we run the sequential process on the half-line, releasing A-particles in
order of their distance from the origin. We show that an A-particle starting at k has probability
O(k�1/2) of visiting the origin in time t (Lemma 4.2). Summing over all k from 1 to

p
t

and using random walk concentration bounds to bound the contributions of particles starting
beyond distance

p
t, we obtain a bound of O(t1/4) on the number of distinct particles visiting

the origin in the half-line process. If a particle visits the origin, we expect it to spend at most
time O(t1/2) up to time t there, by basic properties of random walk, yielding the O(t3/4)
bound for the one-sided sequential process.

The sequential release of particles is essential to the proof of Lemma 4.2, which gives a
bound on the probability of A-particles visiting the origin. The main idea is that for an A-
particle starting at k to reach 0, the A-particles in [1, k � 1] must have already annihilated
all B-particles that were initially there. The typical surplus of the A-particles against the
B-particles in [1, k � 1] is O(k1/2), and the probability of the A-particle at k reaching 0 is
maximized if all the surplus A-particles annihilate B-particles to the right of position k. We
then estimate the chance of the A-particle at k reaching 0 using a refined “gambler’s ruin”
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estimate (Proposition A.4), in which we bound the chance of the particle hitting 0 by time
t and before visiting the first remaining B-particle located approximately k1/2 steps to its
right.

To prove Theorem 1.4, as in the proof of Theorem 1.2 we use a gambler’s ruin approach
to bound the time spent at 0 by an A-particle starting from position k in terms of the number
of surplus A-particles against B-particles on [0, k]. When we sum this bound over all k, we
obtain a bound on EVt in terms of the expected area underneath the positive excursions of a
p-biased random walk for p < 1/2, which we then compute.

It seems challenging to us to generalize our approach to higher dimensional lattices, be-
cause there is no longer a simple way to control the probability an A-particle at distance k
reaches the origin. One would have to understand the spatial correlations between unvisited
B-particles as the process evolves. These correlations may be significant (see [19, Figure 2].)
In the �B > 0 case, it also appears difficult to make analogous estimates even in d= 1, since
the coupling of the sequential version of DLAS with the usual one depends on B-particles
remaining still.

Theorems 1.5 and 1.6, results on bidirected tree ~T2d. These results are proven rather dif-
ferently from the other estimates. To avoid some technical issues in this explanation, consider
DLAS in discrete time. Let Wn denote the number of visits to the root by A-particles in n
steps of this process and let v1, . . . , vd be the vertices whose out-edges lead to the root of ~T2d.
We can express Wn+1 in terms of the number of visits to v1, . . . , vd in time n. From the self-
similarity of the tree, each of these quantities is an independent copy of Wn. We thus obtain
a distributional equation (28) giving the law of Wn+1 in terms of the law of Wn. Analysis
of this equation shows that the growth of the mean of Wn depends on its concentration (see
Lemma 5.5).

We then prove concentration and anticoncentration bounds for Wn. The anticoncentration
bound (Lemma 5.21) proves the lower bounds in Theorems 1.5 and 1.6. Note that Cabezas,
Rolla, and Sidoravicius show a general result [13, Theorem 4] that ⇢t = ⌦(1/t) when p =
1/2 on generously transitive graphs with reflectable jump distributions. The lower bound in
Theorem 1.5 of matching order, however, does not follow from this general result, since the
jump distribution on directed bidirectional tree is not reflectable. The upper bounds on EWn

are a consequence of the concentration bound on Wn, which we prove with the technique
of size-bias couplings. The idea of this technique is that stochastic inequalities between a
random variable and its size-bias transform lead to concentration inequalities for the random
variable. The problem then turns to computing the size-bias transform of Wn and showing
that it does not differ from Wn by too much. To size-bias a sum of independent terms, one
chooses a single term at random to bias, leaving the others unaffected (hence the title of the
survey paper [4]). Thus, to size-bias Wn, we bias the number of root visits coming from one
of its children. Recursively, this creates a ray on which the process is altered. The result is
something like placing an extra A-particle at every vertex along this ray, and concentration
then follows from showing that this adds only O(1) visits to the root. The actual details are
more complicated; see Lemma 5.17 and Proposition 5.18 and the discussion thereafter.

These size-biasing techniques seem novel to us in the context of particle systems. To put
them in context, size-biasing has a long history in Stein’s method for distributional approx-
imation (see [38, Sections 3.4 and 4.3]). More recently, size-biasing methods have been de-
veloped for proving concentration [22, 3, 16]. On a different track, a technique of creating
a spine with altered behavior to bias a statistic of a Galton–Watson tree was used in [32]
to prove the Kesten–Stigum Theorem (other good references are [33, Chapter 12] and [4,
Section 7]). This technique was later used to prove many results on branching processes; for
example, see [24] and [40, Chapters 4 and 5]. These two uses of size-biasing, Stein’s method



8

and spine techniques, finally met in [35] where Stein’s method together with the construction
from [32] is used to prove a quantitative version of Yaglom’s theorem on critical Galton–
Watson trees. Of all uses of size-biasing, the most relevant to this paper is used in [25] to
analyze the Derrida–Retaux model from statistical physics. This model is essentially DLAS
with �B = 0 but on a directed rather than bidirected tree; see [21, 14, 15].

1.4. Organization. Section 2 contains statements of some important lemmas as well as
descriptions of variants of DLAS that we relate to the original process. Section 3 contains the
proofs of these lemmas. We prove our main results for DLAS on lattices (Theorems 1.1, 1.2,
1.3, and 1.4) in Section 4. In Section 5, we prove our main results on DLAS on bidirected
trees (Theorems 1.5 and 1.6). The appendix contains some useful random walk estimates.

2. Key lemmas. In this section, we present a toolkit of lemmas for DLAS, whose proofs
are given in Section 3. A reader more interested in how the lemmas are applied may safely
read the statements and skip ahead to Section 4. We start with a quick overview of the lemmas
and where they are used.

• Lemma 2.1 asserts that removing A-particles results in fewer visits to the root by A-
particles. We use this only in one place in Section 5.

• Lemma 2.2 shows that ⇢t does not change much when we remove all particles beyond
distance

p
Ct log t from the root of the torus or lattice or beyond distance ct from the root

of the bidirected tree. We use the lemma in the proofs of Lemma 2.3, Theorem 1.5, and
Theorem 1.6.

• In Lemma 2.3 we relate DLAS on Zd to DLAS on a torus. We use this to prove the lower
bounds on the lattice, Theorems 1.1 and 1.3.

• Lemma 2.4 shows that when �B = 0, the occupation time of 0 in DLAS is stochastically
larger if we release A-particles one at a time, letting each one run for a fixed time t or
until annihilation before running the next. This result is crucial for proving Theorems 1.2
and 1.4, our upper bounds for one-dimensional DLAS.

• Lemma 2.5 is a subadditivity result saying that when �B = 0, dividing the particles of
DLAS into two sets and running them as two independent systems makes the combined
number of visits to the root stochastically larger. We need this for Theorems 1.2 and 1.4.

Now we state the lemmas precisely. Several statements are for DLAS on transitive uni-
modular graphs i.e., graphs with a transitive unimodular automorphism group. This includes
the graphs Zd,Td

r , ~T2d to which our theorems apply. We work at this level of generality when
possible, since [13, Section 6] proved that the graphical construction of DLAS is well-defined
in this setting. We describe the construction in Section 3.1 and use it throughout our argu-
ments.

LEMMA 2.1. Let ⇣ and ⇣ 0 be two instances of DLAS on a transitive unimodular graph.

Let Vt and V 0
t be the occupation times of the root by A-particles up to time t. If ⇣0(v) ⇣ 00(v)

a.s. for all v, then EVt EV 0
t .

LEMMA 2.2. Let ⇢(r)s be the density of A-particles at the root in DLAS with 0 �B  1
and �A = 1 at time s with particles beyond graph distance r from the root removed from the

initial configuration in ~T2d or outside of [�r, r]d removed from the initial configurations in

Td
2r and Zd

.

For ~T2d with d� 2 and r = dcte, it holds for some absolute constant c and all s t that

��⇢s � ⇢(r)s

�� e�t.
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For the torus Td
2r and for Zd

,

��⇢t � ⇢(r)t

��C1t
de�C0r2/t

for constants C0,C1 > 0 and all r, t satisfying 1
p
t r  2t.

LEMMA 2.3. Let ⇢t be the density of A-particles for DLAS on Zd
with 0  �B  1

and �A = 1. Let ⇢̄t be the density of A-particles for DLAS on the torus Td
2r at time t withp

t r  2t. There exist c,C > 0 that do not depend on t and r such that

|⇢t � ⇢̄t|Ctde�cr2/t

for all t� 1.

In Sections 4.3 and 4.4, we will consider a variant of DLAS that we call the sequential

process run for time t. Let �B = 0 and fix a time t 1. Assume that DLAS on a given
graph has standard initial conditions restricted to a finite subset H of the graph. Place any
ordering on the vertices of H , and let it induce an ordering on the A-particles according to
their initial positions. With all other particles holding still, let the first A-particle carry out its
random walk up to time t or until it hits a B-particle, in which case it and the B-particle are
annihilated as usual. Then, in this new landscape of B-particles, run the second A-particle in
the same way, and continue until all A-particles have gone. Define the occupation time of the
root for this process to be the sum of the times spent at the root by each A-particle.

We will show that the sequential process dominates the usual DLAS, in the sense that
the occupation time of the root is stochastically larger in the sequential process than in the
usual DLAS. For random variables X and Y , we use the notation X � Y to denote that X is
stochastically dominated by Y in the standard sense that P(X  t)� P(Y  t) for all t, or
equivalently that there exists a coupling of X and Y so that X  Y a.s.

LEMMA 2.4. Consider DLAS on a transitive unimodular graph G. Let H be a subset

of the vertices of G and assume �B = 0. Let Vt be the total occupation time of the root by

A-particles up to time t1 in a DLAS with all B-particles present and only the A-particles

initially in H present. For a given ordering of vertices in H , let V 0
t be the total occupation

time of the root in the sequential process run for time t. Then Vt � V 0
t .

Next, imagine dividing the particles in DLAS into two classes and running each as a sep-
arate instance of DLAS. Intuitively, the combined particle density in the separated processes
should dominate the density in the origin DLAS, since more annihilations will occur in the
original process. We prove this for the �B = 0 case.

LEMMA 2.5. Consider DLAS on a transitive unimodular graph with given initial condi-

tions with no more than one particle per site, and with every particle labeled as positive or

negative. Then consider two independent DLAS, one with only the positive particles present

and one with only the negative particles present. Let V +
t and V �

t be the total occupation

times of the root up to time t in each of these processes. For all 0< t1, it holds that

Vt � V +
t + V �

t .
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3. Process construction and proofs of key lemmas. The goal of this section is to es-
tablish the lemmas from Section 2. In Section 3.1, we describe the graphical construction
of DLAS and a tracer system to track differences between different DLAS from [13]. These
tools help prove Lemmas 2.1, 2.2, and 2.3. In Sections 3.2 and 3.3, we introduce two modified
tracer constructions that we use to prove Lemma 2.4 and Lemma 2.5, respectively.

We note that [13, 36, 12, 37, 6] developed couplings for DLAS. As mentioned, [13] in-
troduced the tracer construction. A modified tracer system was later used in [6]. A variant of
DLAS in which A-particles can selectively ignore certain collisions with B-particles is con-
sidered in [36]. The paper also uses a construction of DLAS with �B = 0 where each site has
a stack of instructions. This perspective is a special case of a more general Abelian property
for the equivalent particle-hole model mentioned earlier [12, Lemma 1]. A path concatenation
scheme that uses Young tableaux is used in [37] in a version of internal diffusion-limited ag-
gregation, which can be thought of as a DLAS in which A-particles are released sequentially
from a single source. Speaking to the subtlety of DLAS, all of these couplings are different
from each other as well as from the modified tracer systems we introduce in Sections 3.2 and
3.3.

3.1. Tracers and the proofs of Lemmas 2.1–2.3. The essential idea in the proofs of Lem-
mas 2.2 and 2.3 is that when considering the occupation time at a site, particles that begin
far away from the site have little effect on the occupation time and can be ignored. To make
this precise, we use a construction from [13] in which tracer particles track the differences
between two coupled DLAS with different initial conditions.

First, we describe the graphical construction for DLAS from [13]. Fix x 2G and assign to
the jth particle counted by ⇣0(x) a discrete simple random walk path W x,j = (W x,j

k )k2N[{0}
which it follows according to a rate �A or �B Poisson point process depending on whether j
is positive (�A) or negative (�B). This forms a continuous-time path Sx,j called the putative

trajectory of the particle. We further assign to the jth particle counted by ⇣0(x) a braveness

hx,j 2 [0,1] chosen uniformly at random. Assume independence of {Sx,j , hx,j : x 2 G,j 2
Z \ {0}}. Particles follow their putative trajectories Sx,j . When one or more particles of
opposite type occupy a site, the bravest A- and B-particles pairwise mutually annihilate until
there are no remaining pairs of opposite type particles at the site. It is shown in [13, Section
6] that for a transitive unimodular graph (such as ~T2d, Td

r , or Zd), this graphical model is well
defined, and its particle counts at time t form a Markov process with the correct transition
rates for DLAS.

The graphical construction allows us to couple DLAS with different initial configurations.
Let ⇣ 0 be a DLAS defined using the same graphical construction as ⇣ but with initial condi-
tions ⇣ 00. Since we will only need to add or remove at most one particle from any given site,
we will assume that |⇣ 00(x)� ⇣0(x)| 1 for all x 2G. Let A+ = {x : ⇣ 00(x)� ⇣0(x) = 1} and
A� = {x : ⇣ 00(x)� ⇣0(x) =�1}. Set A=A+ [A�.

We use a method of tracer particles given in [13] to track the difference between ⇣ and ⇣ 0
as they evolve. We now summarize their construction, described in more detail in [13, Section
3.1]. (Though the construction is given within the section of [13] dealing with the case �A =
�B = 1, it works for general �A and �B .) To describe how tracers work, we follow [13]
and start with the case of a single A-particle added at location x, i.e., ⇣ 00(x) = ⇣0(x) + 1 with
⇣0(x)� 0. We let Xx = (Xx

t )t�0 denote the path of the tracer particle we define now. Initially
the tracer follows this A-particle’s path in ⇣ 0. Now, suppose this A-particle is annihilated in
⇣ 0. Following the annihilation, there is either a B-particle present in ⇣ but not ⇣ 0 (if no other
A-particle was present at the annihilation site), or there remains an extra A-particle present in
⇣ 0 but not ⇣ (if another A-particle was present at the annihilation site). The tracer then follows
the extra A-particle in ⇣ 0 or the extra B-particle in ⇣ . When this particle is annihilated, there
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will continue to be either an extra A-particle in ⇣ 0 or an extra B-particle in ⇣ , and the tracer
transfers itself to this extra particle. This process continues, and ⇣ 0t � ⇣t = �Xx

t
for all t. If

�A = �B = 1, then Xx
t is a random walk in continuous time. If we only know that �A  1

and �B  1, then Xx
t can be coupled with a rate 1 random walk so that in time t it visits a

subset of the sites visited by a rate-1 random walk. Though we described this construction
for the case where initially an extra A-particle is initially present in ⇣ 0, it works equally well
when an extra B-particle is initially present in ⇣ , and hence in all cases where A+ = {x} and
A� =?. If instead A+ =? and A� = {x}, the same construction yields a tracer that at all
times follows an extra B-particle in ⇣ 0 or an extra A-particle in ⇣ .

When A is not a singleton, the same construction applied to each element of A yields a
collection of tracers. Tracers originating from A+ are called �-tracers, and those originating
from A� are called  -tracers. The only complication comes when a �-tracer encounters a
 -tracer. This may correspond to two extra particles of the opposite type, either both in ⇣ or
both in ⇣ 0, which annihilate each other. In this case the tracers are left with nothing to track,
and the two differences between ⇣ and ⇣ 0 that were tracked by them are no more. It can also
correspond to two extra particles of the same type, one in ⇣ and one in ⇣ 0, both simultaneously
annihilated by the same particle in both systems, again eliminating two differences between
⇣ and ⇣ 0 and leaving the tracers nothing to track. In these cases, we say that the two tracers
are wandering rather than active from this point on, but we extend their paths by independent
rate-�A random walks. (Note that a �- and  -tracer can also encounter each other without
the tracers becoming wandering, for example when they track two extra A-particles, one in ⇣
and one in ⇣ 0, but no B-particle encounters them before they move apart.) We then have

(6) ⇣ 0t � ⇣t =
X

�2{+,�}

X

y2A�

�1{Xy is active at time t}�Xy
t
.

PROOF OF LEMMA 2.1. This lemma follows immediately from Lemma 3 in [13], which
asserts that when extra A-particles are added to the graphical construction, the lifespans of all
existing A-particles are at least as long as before, and the lifespans of all existing B-particles
are no longer than before. (Lemma 3 in [13] is itself an immediate consequence of the tracer
construction and (6).)

We are now ready to prove Lemma 2.2. The idea is to consider DLAS with full and trun-
cated initial conditions and then to bound the difference between the two systems using trac-
ers.

PROOF OF LEMMA 2.2. We first provide the argument for the bidirected tree, then explain
how to adapt it to the lattice and torus. Let Br denote the ball of radius r around the root in
~T2d and let r = bctc for a constant c > 1 to be chosen later. Let ⇣ denote DLAS on ~T2d, and let
⇣ 0 denote the same process with particles beyond graph distance r of the root removed from
the initial conditions. Take ⇣ and ⇣ 0 to be coupled by the graphical construction described
previously, and for y 2 ~T2d \Br , let Xy = (Xy

u)u�0 denote the tracer path originating at y.
Let ↵s(x) = ⇣s(x)1{⇣s(x) > 0} and ↵0

s(x) = ⇣ 0s(x)1{⇣ 0s(x) > 0}, the number of A-
particles present at x at time s in each system. Since ⇢s � ⇢rs = E[↵s(0) � ↵0

s(0)], and
|↵s(0)� ↵0

s(0)| is bounded by the number of tracers at 0 at time s,

|⇢s � ⇢rs|
X

y2~T2d\Br

P(Xy
s = 0).(7)

Now we bound this sum. Consider y 2 ~T2d \Br such that there is an oriented path in ~T2d
from y to the root of length u > r. We claim that for such y and for all 1 s t,

P(Xy
s = 0) e�(u�t)2/ud�u.(8)
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Indeed, as we mentioned when defining tracers, since �A,�B  1 we can couple Xy with
a rate 1 random walk S = (Sv)v�0 from y so that Xy visits a subset of the sites traversed
by S up to a given time. For S to reach 0 by time s  t, it must make at least u jumps by
time s, which occurs with probability at most e�(u�t)2/u by Lemma A.2 (note that u � t
since c > 1). Also, S must make its first U jumps toward the root if it is ever to reach it,
which has probability d�u. Together, this proves (8).

The number of y such that there is an oriented path in ~T2d from y to the root of length u is
du (see Figure 3), and for y such that there is no oriented path from y to the root, we clearly
have P(Xy

s = 0) = 0. Thus, splitting up the sum according to u and recalling r = dcte, it
holds for s t that

X

y2~T2d\Br

P(Xy
s = 0)

1X

u=dcte

e�(u�t)2/u  e2t
1X

u=dcte

e�u  e�t

for a sufficiently large choice of c, which gives the lemma for the bidirected tree.
For the lattice Zd, let Br denote the closed `1-ball of radius r centered at 0. Define ⇣

as DLAS on Zd and ⇣ 0 as the same with particles outside of Br removed from the initial
conditions. As before,

|⇢s � ⇢rs|
X

y2Zd\Br

P(Xy
s = 0).

The argument below holds whenever 1 r  2t, but the resulting bound will only be mean-
ingful when r �

p
t.

Consider y 2 Zd \ Br . As in the ~T2d case, we bound P(Xy
s = 0) by the probability of a

rate 1 random walk S = (sv)v�0 from y hitting 0 before time s. Using a crude bound here, let
u= kyk1 > r and choose a coordinate of y whose absolute value is u. The projection of S
onto this component is a rate 1/d 1-dimensional random walk, and its probability of reaching
0 by time s t is at most e�u2/4t by Lemma A.1. Using this bound and letting bu = |{x 2
Zd : kxk1 = u}|  Cdud�1, the expected number of tracers started between distance r + 1
and 2t from 0 that reach 0 by time t is at most (recall r  2t)

(9)
X

y2B2t\Br

P(Xy
s = 0)

2tX

u=r+1

bue
�u2/4t 

2tX

u=r+1

Cdu
d�1e�u2/4t =O(td�1e�r2/4t).

The asymptotic bound is immediate when d= 1 and for d� 2 is obtained by comparing the
last sum in (9) to the integral

Z 2t

r
ud�1e�u2/4t  (2t)d�2

Z 2t

r
ue�u2/4tdu

=C 0td�1
Z t

r2/4t
e�wdw C 0td�1e�r2/4t.(10)

Now, we use Lemma A.2 to bound

X

y2Zd\B2t

P(Xy
s = 0)

1X

k=1

b2t+k exp

✓
�(t+ k)2

2(2t+ k)

◆
=O(tde�c0t).(11)

The asymptotic claim follows from a similar approach as at (10). Combining (9) and (11) with
(7) gives the claimed bound. A similar argument gives the analogous bound for Td

2r .



PARTICLE DENSITY IN DLAS 13

We now prove that DLAS on Td
2r is comparable to DLAS on Zd. We start with an outline

of the argument. First we couple the particle types and random walk paths at corresponding
sites of the torus and lattice. Letting F be the event that a particle started within distance r
of the root interacts with the boundary, we show that P(F ) is small. We then show that the
density of particles at the root of the torus and of the lattice does not change much when all
particles beyond distance r are removed. With this removal, the processes on the torus and
lattice are identical when F c occurs. And on the event F , the density of particles at the root
can be easily controlled by comparing to DLAS systems with only A-particles present. Since
P(F ) is small, we obtain a good estimate on |⇢t � ⇢̄t|.

PROOF OF LEMMA 2.3. Identify each site x̄ 2 Td
2r with x 2 Zd\ (�2r,2r]d in the canon-

ical way that comes from viewing Td
2r as a quotient space on the lattice with points in

(�2r,2r]d as representatives of each equivalence class. We now couple DLAS on Zd and
on Td

2r using the graphical construction from [13]. First, couple the initial configurations in
Td
2r and Zd \ (�2r,2r]d to be the same. Using the natural identification of points outside of

(�2r,2r]d to the equivalence class representative in Td
2r , couple the random walk instructions

at x̄ 2 Td
2r and x 2 Zd \ (�2r,2r]d to be the same. For x 2 Zd \ (�2r,2r]d, let the initial

configuration and instructions be generated independently. We will refer to sites in Td
2r with

some coordinate entry equal to 2r as boundary sites of Td
2r .

Let Br = {x̄ 2 Td
2r : kxk1  r}. Let Dx̄ be the event that in time t the random walk

instructions for the particle started at x̄ 2Br reaches a boundary site of Td
2r . As x̄ 2Br , the

distance from x̄ to a boundary site is at least r. Hence, P(Dx̄) is bounded by the probability
that a rate 1 simple random walk has displacement at least r by time t. Each coordinate of
the d-dimensional simple random walk on Zd forms a rate 1/d < 1 simple random walk on
Z. Let F = [x̄2Br

Dx̄ be the event that some particle started inside of Br reaches a boundary
site of the torus by time t. Lemma A.1 and a union bound over the initial locations x̄ 2 Br

and d coordinates give

P (F ) d|Br|e�r2/4t  d(2r)de�r2/4t  d(4t)de�r2/4t.(12)

Note that Lemma A.1 still applies to the rate 1/d random walk since the maximum of this
random walk is dominated by that of a rate 1 random walk.

Let ⇢⇤t and ⇢̄⇤t be the expected density of particles at 0 at time t for the lattice and
torus, respectively, with all particles initially beyond distance r deleted (in the `1-norm).
By Lemma 2.2, there are constants C, c > 0 for which we have

|⇢t � ⇢⇤t |, |⇢̄t � ⇢̄⇤t |Ctde�cr2/t.(13)

Hence, it suffices to compare ⇢⇤t and ⇢̄⇤t .
Let Z and Z̄ be the number of A-particles at the origin at time t on the lattice and torus,

respectively, with the particles beyond distance r deleted from the initial configuration. We
claim that

Z1{F c}= Z̄1{F c}

since, on the event F c, the random walk paths are identical for corresponding particles in the
two coupled processes. It follows that

|⇢⇤t � ⇢̄⇤t |=
��E[(Z � Z̄)1{F}]

��.

The Cauchy-Schwartz inequality and the simple bound E[(Z � Z̄)2] E[Z2] +E[Z̄2] give
��E[(Z � Z̄)1{F}]

��
q

E[Z2] +E[Z̄2]
p

P(F ).(14)
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It follows from [13, Lemma 3] that both Z and Z̄ are dominated by the counts of A-
particles at the root in systems with an A-particle initially at every site. Call these dominat-
ing counts on the lattice and torus Z 0 and Z̄ 0, respectively. By symmetry of the underlying
graphs, E[Z 0] = 1 = E[Z̄ 0] for all t � 0. Using this fact and expressing Z 0 and Z̄ 0 as sums
of independent indicators for whether or not the particle started at each site is at 0 at time
t, it is straightforward to prove that E[(Z 0)2],E[(Z̄ 0)2]  2. In full detail, letting px be the
probability a particle started at x is at 0 at time t, expanding E[(Z 0)2] and (E[Z 0])2 gives

E[(Z 0)2] = 2
X

x,y2Zd,x 6=y

pxpy +
X

x2Zd

px  (E[Z 0])2 +E[Z 0] = 2.

Proceeding with similar reasoning also gives that E[(Z̄ 0)2] 2.
It follows from (14) that

|⇢⇤t � ⇢̄⇤t | 2
p

P(F ).(15)

Using (12), we have P(F )  C3tde�c4r2/t with c4,C3 > 0. Applying this to (15) and then
using (13) with the triangle inequality gives

|⇢t � ⇢̄t|C 0tde�c0r2/t

for some constants c0,C 0 > 0.

3.2. A variation on tracers and the proof of Lemma 2.4. We now give another construc-
tion of DLAS designed to relate it to the sequential process defined in Section 2. It resembles
the dragged tracer construction from [13, Section 4.1] but is not quite the same (see Re-
mark 3.3).

We assume now that �A = 1 and �B = 0. We will define a particle system with three types
of particles: B-particles, A-tracers, and B-tracers. As we will see in Proposition 3.2, if we
view the A-tracers as A-particles and ignore the B-tracers altogether, the resulting system
will have the law of DLAS.

We now describe this process, which we call the A/B-tracer system. At time 0, the system
consists of possibly infinitely many B-particles, no more than one per site, as well as a
finite number of particles we call A-tracers, which we number 1, . . . , n. The kth A-tracer is
assigned a rate-1 random walk Sk = (Sk

t )t�0 as its putative trajectory. The A-tracers initially
follow these trajectories, while B-particles do not move. When an A-tracer jumps onto a B-
particle, the B-particle is annihilated and the A-tracer becomes a B-tracer and halts. If the
jth A-tracer jumps onto the kth B-tracer with j < k, then the A-tracer becomes a B-tracer
and halts, while the B-tracer becomes an A-tracer and resumes following the path Sk from
where it left off when it became a B-tracer; if j > k then no interaction occurs.

We claim that under these dynamics, there is no need to assign a braveness to each particle
because particles can never achieve a configuration where it is ambiguous which particles
should react. Under these interaction rules and our assumptions on the initial configuration,
there is at most one B-particle or B-tracer on a site at all times. Since A-tracers move in
continuous time, almost surely only a single A-tracer jumps onto a B-particle or B-tracer at
a time. And while an A-tracer may jump onto a site that contains A-tracers and a B-tracer,
the A-tracers already present will have indices greater than the B-tracer’s, and only the newly
arrived A-tracer may interact with the B-tracer. Also, since the system contains only finitely
many moving particles, there is no question that the construction is well defined. We record
two immediate observations for later reference:

LEMMA 3.1. In the A/B-tracer system:
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(a) a site that does not start with a B-particle will never contain B-particles or B-tracers;

(b) a site that initially contained a B-particle still contains the B-particle if it has not been

visited by A-particles yet; otherwise it contains a B-tracer whose index is the lowest of

all tracers that have visited the site up to that point.

As we said before, the A/B-tracer system gives an alternative construction of DLAS:

PROPOSITION 3.2. Define ⇣t(x) as the number of A-tracers minus the number of B-

particles at x at time t in the particle system defined above. Then ⇣ is a DLAS with �A = 1
and �B = 0.

PROOF. Simply observe that ⇣t is a Markov process with the same dynamics as DLAS.

REMARK 3.3. The dragged tracer construction of [13, Section 4.1] is like the system

of tracers (also from [13]) described in Section 3.1, except that tracers have their own pre-

specified paths, rather than simply following the prespecified paths of the particles they are

tracing. The A/B-tracer system resembles the dragged tracer construction that would result

from adding a collection of A-particles to a DLAS that has only B-particles. But the two

constructions differ in that in our system, an A-tracer can interact with a B-tracer, whereas

two �-tracers in [13] never interact.

The A/B-tracer system could also be defined when �B > 0. We do not do so here because

we do not need it, and the possibility of a tracer jumping onto a site containing multiple

particles and tracers of the opposite type adds some technical difficulty. A closely related

construction appears in [6]. The system defined there has exactly two tracers and also A-

particles that interact with the tracers by similar rules. It still has �B = 0, but it allows

multiple B-particles to start on the same site and for two A-tracers to jump on a site simul-

taneously in discrete time.

We defined ⇣ in terms of the A/B-tracer system by having it count A-tracers as A-particles

and ignore B-tracers. If we instead define ⇣k to count tracers 1, . . . , k as A-particles when in

state A, to count tracers k+1, . . . , n as B-particles when in state B, and to ignore the tracers

in other states, then ⇣k is a DLAS that initially has k A-particles. This gives a coupling of

the sequence of systems resulting from successively adding A-particle one at a time. We do

not need this for this paper, though it is used in [6].

We now modify the A/B-tracer system by killing each tracer particle when its elapsed
time spent in state A reaches t. We call the resulting system the t-killed A/B-tracer system.
In more detail, at a given time s, each tracer particle in the A/B-tracer system has had a finite
number of interactions that cause it to switch from an A-tracer to a B-tracer or vice versa.
Let Lk(s) denote the combined length of the time periods up to s that the kth tracer has
spent as an A-tracer, so that its position at time s is Sk

Lk(s)
. At time Uk := inf{s : Lk(s)� t},

the kth tracer is killed and hence removed from the system. Observe that the kth tracer may
enter state B and never leave it before spending time t in state A, in which case Uk =1. We
define Tk = t if Uk <1 and Tk =max{Lk(s) : s� 0} if Uk =1. Thus the kth tracer traces
out the path (Sk

s )0sTk
over the lifetime of the process, pausing whenever it is in state B.

If t =1, then we define Uk =1 and Tk = sup{Lk(s) : s � 0}, with Tk =1 if Lk(s) is
unbounded. The resulting process is the original A/B-tracer system and as in the t <1 case,
the kth tracer follows the path (Sk

s )0sTk
over its lifetime.
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PROOF OF LEMMA 2.4. Consider the sequential process run for time t  1. For now,
take H to be finite and let n be the number of A-particles in the set H . For k 2 {1, . . . , n}, let
Sk = (Sk

s )s�0 denote the random walk followed by the kth A-particle. Let T 0
k be the length

of time spent walking by the kth A-particle in the sequential process before annihilation, with
T 0
k = t if it is never annihilated. Thus the path of the kth particle in the sequential process is

(Sk
s )0sT 0

k
.

Now, we consider the t-killed A/B-tracer system with initial conditions corresponding
to the sequential process, that is, with A-tracers initially at locations in H containing A-
particles and with B-particles initially at all sites in G with B-particles. We give the tracers
the same ordering as in the sequential system, and we couple the sequential process with the
t-killed A/B-tracer system by using the same collection of random walks {S1, . . . , Sn} for
both processes. Recall that Tk was defined so that (Sk

s )0sTk
is the path traced out by the

kth tracer in this system.
We claim that Tk = T 0

k for all k, and hence that the paths traced out in the sequential
process and t-killed A/B-tracer systems are the same. The rest of the lemma will follow
easily once this claim is proved, since the original and t-killed A/B-tracer systems do not
differ until at least time t.

We prove the claim by induction on k. To prove that T1 = T 0
1, we observe that the first A-

tracer enters state B on colliding with any B-particle or B-tracer. Since every site that starts
with a B-particle contains a B-particle or a B-tracer at all times, the first A-tracer becomes
a B-tracer exactly when it visits a site that originally contained a B-particle. Since it has the
lowest index, it can never turn back to an A-tracer. Thus T1 is the first time that S1 visits a
site that originally contained a B-particle, or T1 = t if S1 does not visit such a site by time t.
This is exactly the description of T 0

1 as well, proving that T1 = T 0
1.

Now, suppose that Tj = T 0
j for j = 1, . . . , k � 1, and we will show that Tk = T 0

k. First,
observe that Tk and T 0

k must either be jump times of the walk Sk or be equal to t. For Tk, this
is because if Tk < t, then the kth tracer entered state B at some time u satisfying Tk = Lk(u)
and never reentered state A. Since an A-tracer enters state B only upon jumping, Tk is a jump
time of Sk. Similarly, for T 0

k it is because a particle in the sequential process is annihilated
only at a jump time of Sk.

Thus, to show Tk = T 0
k it will suffice to show that for jump times r of Sk satisfying r < t,

we have Tk = r if and only if T 0
k = r. We can also assume that the first visit by Sk to Sk

r
occurs at time r, since in the t-killed A/B-process the kth A-tracer can only enter state B on
its first visit to a site, and in the sequential process an A-particle can only be annihilated on
its first visit to a site. For such a jump time r < t with x := Sk

r , we claim that Tk = r if and
only if the following conditions hold:

(i) Tk � r;
(ii) there is initially a B-particle at x in the t-killed A/B-tracer system; and
(iii) for j 2 {1, . . . , k� 1}, the path (Sj

u)0uTj
does not contain x.

Suppose the above conditions hold. Since Tk � r, the kth tracer survives long enough to
jump to site x at some time s with r = Lk(s). Since there is initially a B-particle at x and the
tracers of index smaller than k do not visit x by (iii), there remains a B-particle or B-tracer of
index greater than k by Lemma 3.1(b) that the kth tracer will jump onto. The kth tracer then
enters state B and never leaves, since no B-particle or B-tracer of index smaller than k visits
x. Hence Tk = r. Conversely, suppose Tk = r. Then the kth tracer jumps onto site x at some
time s with r = Lk(s), enters state B, and never leaves. Clearly (i) holds. By Lemma 3.1(b),
condition (ii) holds, and no tracer of index less than k visits x before time s. And since the
kth tracer never leaves state B, no tracer of index less than k visits x after time s either,
showing that (iii) holds.
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Next, observe that for a jump time r of Sk with x := Sk
r and with Sk assumed not to

visit x until time r, we have T 0
k = r if and only if the following conditions hold for the kth

A-particle in the sequential process:

(i’) T 0
k � r, that is, the particle has not been annihilated before time r;

(ii’) there is initially a B-particle at x in the sequential process; and
(iii’) none of the first k � 1 A-particles in the sequential process visited x, so for j 2

{1, . . . , k� 1} the path (Sj
u)0uT 0

j
does not contain x.

By our coupling, (ii) holds if and only if (ii’) does. By the inductive hypothesis, (iii) holds if
and only if (iii’) does. And by doing induction on r starting with the earliest jump time, we
can assume that (i) holds if and only if (i’) holds. This proves that Tk = T 0

k, advancing the
induction and proving that Tk = T 0

k for all k.
Let V (t)

s be the occupation time of the root by A-tracers up to time s in the t-killed A/B-
tracer system. Then

V (t)
t =

nX

k=1

Z t

0
1{the kth t-killed tracer is in state A at 0 at time s}ds

 lim
s!1

V (t)
s =

nX

k=1

Z Tk

0
1{Sk

s = 0}ds.

Since the t-killed A/B-tracer system matches the A/B-tracer system at least up to time t, by
Proposition 3.2 the random variable V (t)

t is distributed as the occupation time Vt of the root
in DLAS with initial conditions as in the statement of the lemma. Let V 0

t be the occupation
time of the root in the sequential process, i.e.,

V 0
t =

nX

k=1

Z T 0
k

0
1{Sk

s = 0}ds.

Since Tk = T 0
k for all k, this proves that Vt � V 0

t .
Now, suppose that H is infinite. Let Hn consist of the first n vertices in H in the given

ordering, and let Vt,n and V 0
t,n be the occupation times of the root in DLAS and the sequential

process, respectively, when A-particles outside of Hn are removed from the initial configu-
ration. By the case of this lemma already proven, Vt,n � V 0

t,n. When Vt,n is defined in terms
of the graphical construction from [13], it increases in n by [13, Lemma 3] and converges
almost surely to Vt. By definition of the sequential process, V 0

t,n converges upwards to V 0
t .

Thus Vt,n ! Vt and V 0
t,n ! V 0

t in law as n!1 and Vt,n � V 0
t,n for all n, which together

prove that Vt � V 0
t .

3.3. Polarized construction of DLAS and proof of Lemma 2.5. We give one last construc-
tion of DLAS that we call the polarized system. As in the previous section’s construction, the
system has tracers that can be either in state A or state B—we call them A-tracers or B-
tracers depending on their current state—as well as B-particles. We assume that there are
only finitely many tracers in the initial configuration. Each tracer starts in state A and is
given a rate-1 random walk as its putative trajectory, and it follows it while in state A. The
B-tracers and B-particles are immobile.

Each tracer and B-particle in the polarized system is assigned a polarity, either positive or
negative, as part of the initial configuration. In the following interaction rules, these polarities
play a role similar to the indices in the A/B-tracer system:

(a) If an A-tracer jumps onto a B-particle, then the B-particle is annihilated and the A-tracer
enters state B, regardless of their polarities. (The same occurs in the A/B-tracer system.)
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FIG 2. A realization of the polarized system (left) with three initial A-tracers and two B-particles, and the

corresponding behavior of the positive (middle) and negative (right) DLAS processes. Dots and squares represent

initial A-tracers and B-particles, respectively. In the left system, solid curves are trajectories of A-particles, solid

vertical lines trajectories of B-particles, dotted curves are putative trajectories of A-tracers, and dotted vertical

lines are trajectories of B-tracers. There are five trajectories in the left system and they are marked by numbers

from 1 through 5. In the middle and the right systems, solid curves and vertical lines represent trajectories of

A- and B-particles, respectively. Blue and red indicate that the original source of the path was the putative

trajectory of a positive or negative particle, respectively. Two different shades of blue are used to disambiguate

the two putative trajectories of positive A-tracers. Green dotted curves indicate portions of putative trajectories

not used in their respective system (but in the polarized system on left some are used after a time shift, indicated

by black upward arrows). At each time, every putative trajectory is traversed no further in the polarized system

(left) than in each of the positive (middle) and negative (right) DLAS, so the occupation time of the origin by a

given time t in the polarized system is at most the sum in the corresponding positive and negative DLAS.

(b) If an A-tracer jumps onto a B-tracer of opposite polarity at site v, then whichever tracer
matches the polarity of the B-particle initially at v enters (or remains in) state B. The
other tracer enters (or remains in) state A and continues along its putative trajectory.

(c) If an A-tracer jumps onto a B-tracer of the same polarity at site v, then whichever tracer’s
putative trajectory contains v at the earliest time enters (or remains in) state B. The other
tracer enters (or remains in) state A and continues along its putative trajectory.

As with the A/B-tracer system, under these rules there is exactly one B-particle or B-tracer
at all times on each site that initially holds a B-particle. When an A-tracer jumps onto a
site with a B-tracer, the site contains no other A-tracers or it contains A-tracers that do not
interact with the B-tracer, and there is no ambiguity about which A-tracer can interact with
the B-tracer. By our assumption of having only finitely many tracers, the system is a Markov
chain on a countable state space and there is no question as to its existence.

Now, we define the positive and negative DLAS via the graphical construction from [13]
and then couple these DLAS with the polarized system. We define the positive DLAS as fol-
lows. For every site in the polarized system that starts with a positive A-tracer, the positive
DLAS starts with an A-particle. For every site in the polarized system that starts with a pos-
itive B-particle, the positive DLAS starts with a B-particle. At all other sites the positive
DLAS initially has no particles. Each A-particle in the positive DLAS is given the same
putative trajectory as the corresponding A-tracer in the polarized system. Since �A = 1 and
�B = 0 for this DLAS and we start with at most one B-particle per site, we do not need
to assign a braveness to our particles. The negative DLAS is defined the same way, but its
initial configuration matches up with the negative particles in the polarized system. The pos-
itive and the negative DLAS are then two DLAS, independent conditional on their initial
configurations, both coupled with the polarized system.

Our first claim is that if we ignore B-tracers in the polarized system, we obtain DLAS
with the initial conditions given by the A-tracers and B-particles (recall that in the polarized
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system all tracers start in state A). The statement and proof are essentially the same as for
Proposition 3.2.

PROPOSITION 3.4. Let ⇣t(v) be the count of A-tracers minus the count of B-particles

on site v at time t in the polarized system. Then ⇣t is DLAS with �A = 1 and �B = 0.

PROOF. When we are blinded to the polarity of the particles and to B-tracers, the interac-
tion between A- and B-tracers has no effect on ⇣t except replacing a particle’s future random
walk trajectory with an independent one. And when an A-tracer moves onto a B-particle, the
A-tracer enters state B and the B-particle is destroyed, and neither is counted anymore by ⇣t.
As in Proposition 3.2, the process ⇣t is then a Markov chain with the same interaction rules
as DLAS with �A = 1 and �B = 0.

PROOF OF LEMMA 2.5. First we suppose that the given DLAS contains only finitely
many A-particles. Form a polarized system by assigning polarities according to the signs
of particles in the given DLAS. This polarized system is coupled with the positive and neg-
ative DLAS, made up respectively of the positive and negative particles only from the given
DLAS. By Proposition 3.4, the polarized system provides a construction of the given DLAS.
Thus we obtain a coupling of the given DLAS together with the two DLAS, which are in-
dependent conditional on their initial configurations, consisting of the negative and positive
particles.

Let Sv = (Sv
t )t�0 denote the putative trajectory of the A-tracer initially at v, for all sites v

initially containing A-tracers in the polarized system. With similar notation as in the A/B-
tracer system, we define Lv(t) as the combined time spent by the tracer initially at v in state A
up to time t, so that its position at time t is Sv

Lv(t)
.

Suppose that v initially contains an A-tracer in the polarized system (or equivalently that
v initially contains an A-particle in the given DLAS). Let Tv 1 denote the time of anni-
hilation of the A-particle in the corresponding negative or positive DLAS, depending on the
tracer’s polarity. We will argue that Lv(t) Tv for all t� 0, that is, a tracer in the polarized
process never travels farther along its putative trajectory than the corresponding A-particle
does in the positive or negative DLAS.

To prove this claim, we must show that if the particle starting at v in the positive or negative
DLAS is annihilated upon visiting u, then in the polarized process the tracer starting at v will
permanently enter state B upon visiting u. The idea is that interaction rules (b) and (c) of the
polarized process ensure that this tracer has priority over all other tracers to be in state B. To
make this argument precise, we consider the first time that it fails and derive a contradiction.
That is, suppose that our claim is false, and let t be the infimum of all times s such that there
exists a vertex v with Lv(s) > Tv . Since the system has only finitely many A-particles and
Tv > 0 for all v, we have t > 0. Let v be a site such that Lv(t+ ✏)> Tv for all ✏> 0, and let
u= Sv

Tv
. As a shorthand, we write a to refer to the tracer in the polarized process initially at

site v. For the sake of exposition assume that a is positive. We write a+ as a shorthand for
the particle in the positive DLAS initially at v, which has the same putative trajectory as a.
To summarize the set-up, particle a+ is annihilated upon jumping onto site u at time Tv , but
tracer a is on u at time t with Lv(t) = Tv in state A and is about to continue on its putative
trajectory past the point that a+ was annihilated. Our job is to find a contradiction.

When a jumps onto site u, at some time t0  t, we claim that it enters state B. Since a+ is
annihilated at u, we know that initially there is a positive B-particle at u in the positive DLAS
and in the polarized process. By the dynamics of the system, there is a B-particle or B-tracer
at u at all times in the polarized process. If the particle on u at time t0 is a B-particle, then a
enters state B. If the particle on u at time t0 is a negative B-tracer, then a enters state A by the



20

rules of the system. And the particle on u cannot be a positive B-tracer: If it were, then some
other positive tracer particle has visited u before time t0. By our minimality assumption for
t, this particle traverses no more of its putative trajectory than its corresponding A-particle
in the positive DLAS. But this is a contradiction, since then this A-particle in the positive
DLAS visits u before time t0, which would mean that a+ was not the first A-particle in the
positive DLAS to visit u.

Now, we argue that after entering state B at time t0, particle a never returns to state A. By
the dynamics of the polarized process, it can only return to state A if it is visited by another
positive A-tracer whose putative trajectory contains u earlier than time Lv(t) = Tv  t. But
again, by our minimality assumption for t, this would imply that some A-particle in the
positive DLAS traverses this putative trajectory up to this visit to u, which contradicts a+

being the first A-particle in the positive DLAS to visit u.
Thus we have shown that a enters state B at some time t0  t and never returns to state A.

This contradicts our assumption that a is in state A at time t, completing our proof that
Lt(v) Tv for all v.

The lemma itself now follows easily. Let v be a site initially containing an A-tracer in the
polarized process. Since we have shown that Lt(v) Tv and clearly Lt(v) t, a tracer in the
polarized process traverses at most length min(t, Tv) of its putative trajectory in time t. On
the other hand, the A-particle initially at v in the positive or negative DLAS traverses exactly
length max(t, Tv) of its putative trajectory in time t. Thus, the time spent at the root by any
A-tracer in the polarized process up to time t is at most the time spent by the corresponding
A-particle in the negative or positive DLAS, establishing that Vt  V +

t + V �
t under this

coupling.
Finally, we extend the theorem to initial configurations with infinitely many A-particles

by a similar argument as in the proof of Lemma 2.4. Enumerate the vertices of the graph
in any way, and let Vt,k denote the occupation time of the root up to time t in the given
DLAS with all A-particles beyond the first k vertices of the graph removed from the initial
configuration. Let V �

t,k and V +
t,k be the analogous quantities for the negative and positive

DLAS. By monotonicity of the graphical construction [13, Lemma 3], these random variables
converge in law to Vt, V �

t , and V +
t , respectively, as k!1. By the case of the lemma already

proven, Vt,k � V �
t,k + V +

t,k, which together with the convergence proves that Vt � V �
t + V +

t .
And last, a similar limit argument proves the lemma in the t=1 case.

4. Proof of main results on the integer lattice. In this section we prove our main results
for DLAS on the integer lattice, which are stated in Theorems 1.1, 1.2, 1.3, and 1.4. As
defined in Section 1.2, we use D(H0) to denote the number of A-particles minus the number
of B-particles on a finite subgraph H0 in the initial configuration of a given instance of
DLAS.

4.1. A lower bound on ⇢t for DLAS on Zd
. We first derive Theorem 1.1 from Lemma 2.3.

PROOF OF THEOREM 1.1. Let r = dC
p
t log te, and let ⇢̄t be the density of A-particles

at time t on Td
r as in Lemma 2.3. By this lemma, we may choose C large enough so that

|⇢t � ⇢̄t|. (t log t)�d/4.

It then suffices to show that

⇢̄t & (t log t)�d/4.

Let D =D(Td
r) denote the difference between the initial number of A- and B-particles on

Td
r . We can express D as the sum of |T d

r | i.i.d. random variables taking value in {�1,1} with
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mean 0. The central limit theorem and the fact that |Td
r |⇣ (t log t)d/2 guarantee that there is

a constant c > 0 so that

inf
t�0

P
⇣
D> (t log t)d/4

⌘
> c.

Notice that on the event D> (t log t)d/4, there are at least (t log t)d/4 A-particles on the torus
that survive forever. Hence the expected number of A-particles in the system at time t is at
least c(t log t)d/4. By translation invariance,

⇢̄t �
c(t log t)d/4

|Td
R|

� c0(t log t)�d/4.

This completes the proof.

4.2. A lower bound on the critical exponent in low dimension. The idea for the proof of
Theorem 1.3 was shared with us by Michael Damron. To give a lower bound on the critical
exponent for EpV , we replicate the proof of Theorem 1.1 for p < 1/2 using a more refined
estimate in place of the central limit theorem.

LEMMA 4.1. Let D = D(Td
r), the discrepancy of the initial configuration of DLAS on

the torus. Then there exists an absolute constant c1 > 0 so that the following implication

holds for all 1/4 p < 1/2:

2r 
✓

c1
1� 2p

◆2/d

=) Pp
�
D � c1(2r)

d/2
�
� c1.

PROOF. Let n= (2r)d, the volume of Td
r . The random variable D is the sum of n inde-

pendent random variables taking values 1 and �1 with probability p and 1� p, respectively.
Thus ED = �n(1 � 2p) and �2 := VarD = 4np(1 � p). The idea of the proof is that the
condition 2r 

�
c/(1� 2p)

�2/d ensures that D has mean and standard deviation on the order
of
p
n= (2r)d/2, and hence Pp(D � c(2r)d/2) is bounded from below. We make this precise

now using a quantitative CLT.
Let c > 0 be a small constant to be determined later. Suppose that 2r 

�
c/(1� 2p)

�2/d. It
follows that 1� 2p c/

p
n. From our assumption that 1/4 p < 1/2, we have �2 � 3n/4.

Thus

ED+
4c�p
3
� c
p
n= c(2r)d/2.

With Z a standard normal random variable, we obtain

Pp
�
D � c(2r)d/2

�
� Pp

✓
D � ED+

4c�p
3

◆
� P

⇣
Z � 4c/

p
3
⌘
� Cp

n

for some absolute constant C by the Berry–Esseen CLT. Take c = c0 sufficiently small so
that P

�
Z � 4c0/

p
3
�
� 1/4. Then the lower bound above is at least 1/8 for all n � (8C)2

since C/
p
n 1/8. By consiering the finite number of small values of n not covered by the

previous bound, we get Pp
�
D � c0(2r)d/2

�
� c00 for all n� 1 for some constant c00 > 0. Then

the desired lower bound in the assertion holds by letting c1 =min(c0, c00).

PROOF OF THEOREM 1.3. Let ✏= 1� 2p. Given ✏, we define

r = r(✏) =

�
1

2
(c1/✏)

�2/d

⌫
,
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where c1 is the constant in Lemma 4.1. Thus, this lemma shows that if X is the number of A-
particles that survive forever for DLAS on Td

r , then EpX � c21(2r)
d/2. Let ⇢̄t be the density

of A-particles in DLAS on Td
r . By translation invariance, for all s� 0 and p 2 [1/4,1/2),

⇢̄s �
c21(2r)

d/2

|Td
r |

= c21(2r)
�d/2 � 2c⇤1✏,(16)

where c⇤1 is a constant depending only on d.
Now we set t= t(✏) = c2r(✏)2/ log r(✏) and apply Lemma 2.3 to obtain

|⇢t � ⇢̄t| c⇤1✏,

when c2 = c2(d) is chosen sufficiently small. Applying (16), we deduce that ⇢t � c⇤1✏ for all
p 2 [1/4,1/2). Note that ⇢s is decreasing in s since particles can only disappear (see [13,
Lemma 2] for a formal proof). Hence we have ⇢s � c⇤1✏ for all s  t and p 2 [1/4,1/2).
Therefore, for all p 2 [1/4,1/2),

EpV1 � EpVt =

Z t

0
⇢s ds� c⇤1✏t�C

✏�4/d+1

� log ✏

for some constant C > 0 that may only depend on d.

4.3. An upper bound on EVt for DLAS on Z. In this subsection, we prove Theorem 1.2,
showing that occupation time of the origin in DLAS on Z is O(t3/4) when p = 1/2 and
�B = 0.

We will work with the sequential process defined in Section 2. Recall that in this process,
we order the graph’s vertices and then run the A-particles one at a time in sequence. Each
A-particle runs until annihilation or time t. By Lemma 2.4, the total occupation time of the
origin in this process is stochastically larger than the total occupation time of the origin in
DLAS up to time t. Until the final proof of Theorem 1.2, we will work with the sequential
process with particles present initially only on the positive integers, with vertices ordered
1,2, . . .. We call this the one-sided sequential process.

We start by proving an estimate on the probability of an A-particle at k reaching the
origin. We then use this to bound the expected occupation time of the origin in the one-sided
sequential process.

LEMMA 4.2. Assume p = 1/2. Let Gk be the event that there is an A-particle initially

at k and that it visits the root in the one-sided sequential process run for time t. Then for

1 k  2t,

P(Gk)Ck�1/2e�k2/12t

for an absolute constant C .

PROOF. We start by defining two random variables that are functions of the initial particle
configuration. Fix k, and let D =D[1, k� 1] be the number of A-particles minus the number
of B-particles initially in [1, k � 1]. Observe that D is distributed as 2Bin(k � 1,1/2) �
(k� 1). Consider the ith B-particle to the right of position k, and let Li be its distance from
k. Since Li is a sum of i independent random variables with the geometric distribution of
parameter 1/2 on {1,2, . . .},

ELi = 2i.(17)

Let Fk�1 be the �-algebra generated by the locations of all B-particles and the paths
of A-particles starting at positions 1, . . . , k � 1 in the one-sided sequential process. This
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represents the information available after running the process for the A-particles at positions
1, . . . , k� 1. Let Fk be the event that no B-particles remain at these sites and that there is an
A-particle at position k. The event Gk cannot occur unless Fk occurs, since an A-particle at
site k cannot move to the origin without colliding with one of these B-particles. If Fk occurs,
then the key quantity is the distance to the right of k that the first remaining B-particle is
found. Call this value R, setting it to 0 if Fk does not occur. Given R and that Fk occurs,
the question is whether a simple random walk will reach the origin from k in t steps without
moving to site R + k. Hence, using the gambler’s ruin probability of reaching the origin
without moving to site R+ k in any number of steps, we obtain the bound

P(Gk | Fk�1)
R

R+ k
 R

k

for all k � 1. When 3
p
t k  2t, we can apply Proposition A.4 to obtain

P(Gk | Fk�1)
2R

R+ k
e�k2/12t  2R

k
e�k2/12t.

Since e�k2/12t is bounded away from 0 for 1 k < 3
p
t, it holds for all 1 k  2t that

P(Gk | Fk�1) =O

✓
R

k
e�k2/12t

◆
.(18)

We claim that R L1+D on the event Fk. Indeed, for Fk to occur, the A-particles initially
in [1, k � 1] must annihilate all B-particles on that interval (and in particular D � 0). The
remaining D A-particles can then annihilate at most the first D B-particles to the right of
position k, which makes R at most the distance from k to the (1 +D)th B-particle to its
right. And if Fk does not occur, then R = 0. Hence R  L1+|D| regardless of whether Fk

occurs. Thus it follows from (18) that

P
�
Gk

��Fk�1

�
=O

✓
L1+|D|

k
e�k2/12t

◆
.

Hence

P(Gk |D) = E

P
�
Gk

��Fk�1

� ���� D
�
 E

"
L1+|D|

k

����� D
#
O
�
e�k2/12t

�

=
2(1 + |D|)

k
O
�
e�k2/12t

�
,

where the final equality uses (17) together with the independence of D from (Li)i�1. Taking
expectations gives

P(Gk)
1

k
(1 +E|D|)O

�
e�k2/12t

�
 1

k

�
1 +

p
ED2

�
O
�
e�k2/12t

�

=O(k�1/2e�k2/12t
�
.

This finishes the proof.

PROPOSITION 4.3. Let U+
t be the total occupation time of the origin in the one-sided

sequential process run for time t. Then EU+
t =O

�
t3/4
�
.

PROOF. Let Xk be the total time that an A-particle starting at position k occupies the
origin in the one-sided sequential process run for time t. As in Lemma 4.2, let Gk be the
event that there is an A-particle initially at position k that visits the origin. Then

EXk = E[Xk |Gk]P(Gk) t1/2P(Gk),
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bounding E[Xk | Gk] by the occupation time of the origin up to time t by a random walk
starting at the origin, which is at most t1/2 by Lemma A.3.

We break EU+
t into two parts:

EU+
t =

b2tcX

k=1

EXk +
1X

k=b2tc+1

EXk  t1/2
 b2tcX

k=1

P(Gk) +
1X

k=b2tc+1

P(Gk)

!
.(19)

For the first sum, we apply Lemma 4.2 and then bound the sum by an integral to get

b2tcX

k=1

P(Gk)C

Z 1

0
x�1/2e�x2/12t dx=C

Z 1

0
t1/4u�1/2e�u2/12 du

=O(t1/4).

(20)

For the second sum, we bound P(Gb2tc+1+i) by the probability of a random walk having
displacement 2t+ i in time t and apply Lemma A.2 to get

P(Gb2tc+i+1) exp

 
� (t+ i)2

2(2t+ i)

!
.

Hence
1X

k=b2tc+1

P(Gk)
1X

i=0

exp

 
� (t+ i)2

2(2t+ i)

!
(21)


1X

i=0

exp

 
�(t+ i)

4

!

Z 1

t�1
exp(�x/4)dx=O

�
e�t/4

�
.

Equations (20) and (21) together with (19) prove the proposition.

REMARK 4.4. It is possible to avoid the work of proving Proposition A.4 in the appendix

as follows. First, use the usual gambler’s ruin computation rather than Proposition A.4 in

Lemma 4.2, proving only that P(Gk) =O(k�1/2). Then in (19), break EU+
t into three sums,

bounding the first using the estimate P(Gk) = O(k�1/2), the second using the moderate

deviations estimate Lemma A.1 for the random walk, and the last using Lemma A.2 as was

done. The downside of this approach is that it adds an extra logarithmic factor to the bound

given in Proposition 4.3.

Now we have all of the necessary estimates to prove our theorem.

PROOF OF THEOREM 1.2. Let V +
t and V �

t denote the total occupation time of the origin
by A-particles in DLAS on Z with p = 1/2 up to time t with particles placed initially only
at positive integers and only at negative integers, respectively. Let V 0

t denote the occupation
time of the origin by A-particles in DLAS with only a single particle started at the origin (i.e.,
the local time of the origin by a single random walk if an A-particle is placed at the origin,
and zero otherwise). Applying Lemma 2.5 twice, we have

EVt  EV +
t +EV 0

t +EV �
t .

By Lemma 2.4 and Proposition 4.3, we have EV +
t  EU+

t =O(t3/4), and by symmetry the
same bound holds for EV �

t . Finally EV 0
t  t1/2 by Lemma A.3, completing the proof that

EVt =O(t3/4).



PARTICLE DENSITY IN DLAS 25

4.4. An upper bound on the critical exponent for DLAS on Z. In this section, we prove
Theorem 1.4. As in our proof of Theorem 1.2, we will use the sequential version of DLAS
defined in Section 2. Consider the sequential process run for infinite time with all particles
in the initial configuration removed from the negative integers. Order the vertices 0,1,2, . . ..
Let Uk be 0 if a B-particle starts at site k; otherwise, let it be the total time spent at the root
by the A-particle initially at position k. If k = 0 and there is an A-particle at 0, we let U0

be the number of visits to 0 by that particle for t� 1. The following estimate is most of the
work in proving Theorem 1.4.

LEMMA 4.5. For k � 1, let D =D[0, k� 1]. Then

EU0 = 1{0 contains an A-particle}+ 2p(1� p)�11{1 contains an A-particle}

and

EUk = 2p(1� p)�1E
⇥
1{D � 0}(1 +D)

⇤
.

PROOF. We first describe the case k � 1. As in the proof of Lemma 4.2, let Li be the
distance from position k to the ith B-particle to its right. Let L= 1{D � 0}LD+1. Let {k!
0} denote the event that there is an A-particle at k and it reaches the origin for some t� 1.
In the sequential process we consider, each A-particle in [0, k� 1] is eventually annihilated,
since there are infinitely many B-particles in the initial configuration. Thus, if D � 0 and
there is initially an A-particle at k, then the A-particles initially present in [0, k � 1] will
annihilate all B-particles in that region as well as the first D B-particles to the right of k.
Hence, when the A-particle at k is run, there are no B-particles to its left, and the closest
B-particle to its right is at distance LD+1. By the gambler’s ruin calculation,

P(k! 0 | L) = pL

k+L
.

Conditional on L, each time the particle visits the origin, it is annihilated without returning
with probability

r =
1

2

1

k+L
.

This is the probability it moves to the right on its first step and then reaches L before returning
to to the origin. Hence, conditional on {k! 0}, the number of visits to 0 by the particle at
k is distributed geometrically on the positive integers with success probability r. Since the
particle stays at 0 for expected time 1 on each visit,

E[Uk | L] =
P(k! 0 | L)

r
= 2pL.(22)

As in (17), we have ELi = i/(1� p), since Li is a sum of i independent geometric random
variables with success probability 1� p. Since L= 1{D � 0}L1+D ,

E[L |D] = (1� p)�11{D � 0}(1 +D).(23)

Taking expectations in (22) and (23) completes the proof for k � 1.
When k = 0 and there is an A-particle at 0, the situation is slightly different. The reason is

that the particle will move to the negative integers and then eventually back to 0 a Geometric
distributed with mean 1 number of times before moving to 1 for the first time. After doing so,
if 1 contains a B-particle, then the A-particle is destroyed. If 1 contains an A-particle, then
we may repeat the argument for U1 with D = 0. This gives the claimed formula.
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PROOF OF THEOREM 1.4. Let U+ be the occupation time of 0 in the sequential process
on the halfline run for infinite time, and observe that U+ =

P1
k=1Uk. It suffices to show that

EpU+  C(1� 2p)�3 for an absolute constant C , since then Lemmas 2.4 and 2.5 complete
the proof as in the conclusion of the proof of Theorem 1.2.

Let (Sk)1k=0 be a simple random walk on the integers jumping a step in the positive direc-
tion with probability p and in the negative with probability 1� p. By Lemma 4.5,

EU+ =
1X

k=1

EUk =
2p

1� p

1X

k=1

E
⇥
1{Sk � 0}(1 + Sk)

⇤
.

This sum is essentially the expected area under the positive excursions of a random walk with
negative drift, which we can compute exactly. We rewrite the sum to get

EU+ =
2p

1� p

1X

u=0

E
" 1X

k=1

1{Sk � u}
#
=

2p

1� p

 1X

u=0

E
" 1X

k=0

1{Sk � u}
#
� 1

!
.

Given that (Sk) ever hits u, the distribution of
P1

k=0 1{Sk � u} is the same as the uncondi-
tional distribution of

P1
k=0 1{Sk � 0}. Hence, with M denoting the maximum value taken

by (Sk),

EU+ =
2p

1� p

 1X

u=0

P(M � u)
1X

k=0

P(Sk � 0)� 1

!
.(24)

Now we compute the two sums. By the gambler’s ruin calculation for biased random walk,
1X

u=0

P(M � u) =
1X

u=0

✓
p

1� p

◆u

=
1� p

1� 2p
.(25)

To approach the second sum, let S denote the number of steps for a simple random walk on
the integers with bias p starting at 1 to hit 0. Since S is equal to 1 with probability 1 � p
and otherwise is distributed as the sum of two independent copies of itself, it satisfies ES =
1� p+ 2pES and hence ES = (1� p)/(1� 2p). Now, let T =

P1
k=0 1{Sk � 0}. We claim

that

T
d
=

8
><

>:

1 + S + T with probability p,
1 + T with probability p,
1 with probability 1� 2p.

(26)

The first case corresponds to the event that (Sk) initially jumps to the right, which occurs with
probability p. Then 1 + S is contributed to the sum before it returns to 0, and the sum from
that time on is distributed as T by the strong Markov property. In the second case, the first
step of (Sk) is to the left (with probability 1� p), and conditional on that event, it eventually
returns to 0 (with probability p/(1� p) by Gambler’s ruin) and the sum for T resets. Hence
T equals to 1 + T with probability p. And in the final case, (Sk) never returns to 0. Taking
expectations of both sides of (26) and solving the resulting equation yields

ET =
p(3� 5p)

(1� 2p)2
+ 1.(27)

From (24), (25), and (27),

EU+ =
2p

1� p

 ✓
1� p

1� 2p

◆✓
p(3� 5p)

(1� 2p)2
+ 1

◆
� 1

!
=

2p2(2� 3p)2

(1� p)(1� 2p)3
=O

�
(1� 2p)�3

�
.
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0

v2v1

FIG 3. The tree ~T4, a 4-regular tree with oriented edges. Pictured is the the portion of the tree that leads to the

root 0, which forms a binary tree.

5. Mean field behavior on bidirected trees. Consider the infinite 2d-regular tree with
some vertex 0 distinguished as the root. At each vertex v, orient d of the edges to point toward
v and d to point away. Define the random walk kernel K to send a walker at v along each
of the d out-edges with probability 1/d. We denote this oriented tree by ~T2d. In this section,
we consider the two-type DLAS on ~T2d with �B = 0. As usual, the initial configuration is
one particle per site, where each particle is independently given type A with probability p.
The subset of ~T2d made up of vertices with a path to the root forms a rooted d-ary tree (see
Figure 3). We will ignore the rest of the tree, since no particles from it can contribute to Vt.
We define level k of the tree as the dk vertices in this subtree from which there is a directed
path of k edges toward the root.

By Lemma 2.2, when bounding EVt we can ignore particles far from the root. Thus, our
strategy will be to work with DLAS with particles removed beyond some level n (which we
will later take to be dcte) and to ignore time, counting the total number of visits to the root
by A-particles in any amount of time. The main goal of this section is to prove the following
bounds on this quantity.

PROPOSITION 5.1. Consider DLAS on ~T2d with particles initially placed only at levels

1, . . . , n. Let Wn denote the number of A-particles that visit the root in any amount of time.

(a) If p= 1/2, then for absolute constants c and C , it holds for all d,n� 2 that

c logn EWn C logn.

(b) If ✏ = 1/2 � p > 0, then EWn approaches a finite limit as n!1, and for absolute

constants c, C , and ⌘, it holds for all 0< ✏< ⌘ and all d� 2 that

c log

✓
1

✏

◆
 lim

n!1
EWn C log

✓
1

✏

◆
.

Before we go further, we show how these bounds prove Theorems 1.5 and 1.6. First, we
invoke Lemmas 2.1 and 2.2 to relate Vt and Wn.

LEMMA 5.2. For some absolute constant c,

EWbt/2c �O(1) EVt  EWdcte +O(1).

PROOF. We start with the upper bound. Let c be the constant from Lemma 2.2. Fix t� 0,
and for each s� 0, let ⇢s and V s respectively denote the density and the total occupation time
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at time s of the root by A-particles in DLAS on ~T2d with particles beyond level ct removed
from the initial configuration. Then by Lemma 2.2,

EVt  EV t +

Z t

0
|⇢s � ⇢s|ds EV 1 + te�t.

Since any A-particle visiting the root is either immediately annihilated by a B-particle or
remains there for expected time 1, we have EV 1  EWdcte + p (the reason for the extra p is
that V 1 includes the possible contribution that an A-particle initially at the root provides to
the root’s occupation time.) This completes the proof of the upper bound.

For the lower bound, let Ṽt denote the total occupation time of the root by A-particles
in DLAS on ~T2d with the starting configuration containing A-particles only at levels
1, . . . , bt/2c. By Lemma 2.1, we have EVt � EṼt. Let Ñt be the total number of A-particles
in this truncated system that visit the root in time t. Since each A-particle moving to the root
stays there for expected time 1 except possibly the first one (which is immediately annihilated
if the root initially contains a B-particle), we have EṼt � EÑt � 1. Thus it suffices to show
that EÑt � EWbt/2c �O(1).

Let Ñ be the number of A-particles in this truncated initial configuration whose underlying
random walk paths visit the root, whether or not they are annihilated before reaching it. There
are dk vertices at level k, and a random walk starting at such a vertex has probability 1/d of
moving toward the root at each step and hence has probability d�k of ever visiting the root.
By expressing Ñ as a sum of indicators, we find that EÑ = O(t) and EÑ2 = O(t2). Now,
let E be the event that the underlying random walk for each particle counted by Ñ makes
at least t/2 jumps in time t. On this event, we have Ṽt =Wbt/2c, since all particles that ever
visit the origin will do so in time t. It follows that

Ṽt �Wbt/2c1E �Wbt/2c � Ñ1Ec .

Now we bound E[Ñ1Ec ]. The probability that a random walk path jumps fewer than t/2
times in time t is bounded by e�bt for some b > 0, by basic concentration properties of the
Poisson distribution. Thus P(Ec | Ñ)  Ñe�bt. This yields E[Ñ1Ec ]  e�btEÑ2 = O(1),
and therefore EṼt � EWbt/2c �O(1).

PROOF OF THEOREM 1.5. The theorem follows immediately by applying Lemma 5.2
followed by Proposition 5.1(a).

PROOF OF THEOREM 1.6. Let ✏= 1� 2p. By Lemma 5.2 and Proposition 5.1(b),

limsup
t!1

EpVt C log(1/✏) +O(1)C 0 log(1/✏)

and

lim inf
t!1

EpVt � c log(1/✏)�O(1)� c0 log(1/✏)

for sufficiently small ✏. Since Vt converges upwards to V1, by the monotone convergence
theorem EpV1 exists and is bounded above by C 0 log(1/✏) and below by c0 log(1/✏).

5.1. A recursive distributional equation for Wn. We now set out to prove Proposi-
tion 5.1. The main idea to understand Wn is to take advantage of the recursive structure
of the tree. Let v1, . . . , vd be the vertices at level 1 of the tree (see Figure 3). For any of
these vertices, the number of A-particles visiting them in this system is distributed as Wn�1.
Because the tree is directed, these counts are independent. Thus, we obtain a distributional
equation expressing the distribution of Wn in terms of d independent copies of Wn�1 as
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follows. Let W (1)
n�1, . . . ,W

(d)
n�1 denote these counts. Let Yi be 1 if vi initially contains an A-

particle and be �1 if it initially contains a B-particle. From the dynamics of the system, the
number of A-particles with a chance of moving from vi to the root is

�
W (i)

n�1 + Yi
�+, where

(·)+ =max{0, ·}. Each of these A-particles independently moves to the root with probability
d�1. Hence,

Wn
d
=

dX

i=1

Bin
⇣�

W (i)
n�1 + Yi

�+
, d�1

⌘
.(28)

Here we use the notation Bin(X,p) to denote the p-thinning of a nonnegative integer–valued
random variable X . That is, Bin(X,p) is defined as

PX
i=1Bi, where B1,B2, . . . are indepen-

dent of each other and X and have distribution Ber(p).
Notationally, we will express this relationship between Wn�1 and Wn by defining an

operator A on probability distributions that maps the law of Wn�1 to the law of Wn. Let
Y1, . . . , Yd be independent, each equal to 1 with probability p and �1 with probability 1� p.
Let X1, . . . ,Xd be independent copies of an arbitrary random variable X taking values in the
nonnegative integers. Then we define the result of applying A to the law of X by

AX =
dX

i=1

Bin
⇣�

Xi + Yi
�+

, d�1
⌘
.(29)

We will sometimes abuse notation and treat AX as a random variable with this distribution.
The following lemma summarizes the fact given in (28):

LEMMA 5.3. The random variables (Wn)n�0 from Proposition 5.1 satisfy the distribu-

tional equality

Wn+1
d
=AWn.

This operator is monotone with respect to the stochastic order.

LEMMA 5.4. If X �X 0
, then AX �AX 0

.

PROOF. Let

AX =
dX

i=1

Bin
⇣�

Xi + Yi
�+

, d�1
⌘

and

AX 0 =
dX

i=1

Bin
⇣�

X 0
i + Yi

�+
, d�1

⌘
,

with X1, . . . ,Xd i.i.d. copies of X and X 0
1, . . . ,X

0
d i.i.d. copies of X 0. Since X �X 0, we can

couple each Xi with X 0
i so that Xi X 0

i a.s., thus producing a coupling in which AX AX 0

a.s.

Our goal now is to use the operator A to analyze the growth of EWn. We make the fol-
lowing observation:

LEMMA 5.5. Let X be a random variable taking nonnegative integer values. Then

E[AX] = EX + 2p� 1 + (1� p)P(X = 0).(30)
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PROOF. This follows from the definition of A and the statement

E
⇥
(Xi + Yi)

+
⇤
= E

⇥
Xi + Yi + 1{Xi = 0, Yi =�1}

⇤
= EX +EYi + P(X = 0)P(Yi =�1),

where X1, . . . ,Xd and Y1, . . . , Yd are independent with Xi
d
=X and Yi equal to 1 with prob-

ability p and to �1 with probability 1� p.

This shows that the growth of Wn depends on its concentration, in that P(Wn = 0) is the
key quantity in (30) when we apply it to bound EWn+1�EWn. Heuristically, the explanation
for the growth rate of EWn is that Wn has a Poisson-like lower tail, and in particular P(Wn =
0)⇡ e�cEWn . In the critical case p= 1/2, Lemma 5.5 then gives

EWn+1 �EWn ⇡Ce�cEWn .

Solving this difference equation shows that EWn grows logarithmically. In the subcritical
case, a similar difference equation shows that EWn converges as n tends to infinity and gives
bounds on the limit.

The lower bounds in Proposition 5.1 are proven just as in this description. We need an
anticoncentration bound of the form P(Wn = 0) � Ce�cEWn . To get this, we consider the
worst-case scenario, when Wn is as concentrated as possible. One can then calculate that
even in this case, AWn is not too concentrated, and therefore Wn+1 satisfies the desired
anticoncentration bound.

The upper bounds in Proposition 5.1 are more difficult. For technical reasons, we bound
the expectations of a sequence of random variables (Un)n�0 that serves as a stochastic upper
bound for (Wn)n�0. We then show an exponential concentration bound for the lower tail of
Un using the theory of size-bias couplings.

In Sections 5.2 and 5.3, we lay out some background material we will need for this ar-
gument. The upper bounds from Proposition 5.1 are proven in Section 5.4 followed by the
lower bounds in Section 5.5.

5.2. Concentration by size-bias coupling. Let ⇡ be a probability distribution on the non-
negative real numbers with mean µ. The size-bias transform of ⇡ is the distribution ⇡s with
Radon–Nikodym derivative

d⇡s(x)

d⇡
=

x

µ
.

We will often abuse notation and speak of the size-bias transform of a random variable as
another random variable, rather than referring to their distributions. In this spirit, the size-
bias transform of a random variable X on the nonnegative integers is the random variable Xs

with distribution given by

P(Xs = k) =
k

EX P(X = k).

We will in general use the notation Xs to denote the size-bias transform of X .
The size-bias transform comes up in a variety of contexts; see [4] for a broad survey. Our

interest here has its roots in Stein’s method for distributional approximation. If a random
variable and its size-bias transform are close to each other in the right sense, one can use
Stein’s method to prove that the random variable is approximately Gaussian or Poisson (see
[38, Sections 3.4 and 4.3]). It was eventually realized that the same approach could be used
to prove concentration inequalities [22, 3, 16]. The starting point is that if X and its size-
bias transform exactly satisfy Xs d

=X + 1, then X is Poisson [4, Corollary 11.3]. If instead
Xs �X + 1, then it can be proven that X satisfies a Poisson-like tail concentration bound



PARTICLE DENSITY IN DLAS 31

[3, Theorems 1.2–1.3]. We use a result that relaxes the condition Xs � X + 1 further. A
coupling of X and its size-bias transform Xs is (c, p)-bounded for the upper tail if

P(Xs X + c |Xs)� p a.s.,

and is (c, p)-bounded for the lower tail if

P(Xs X + c |X)� p a.s.

In this language, the condition Xs � X + 1 is that X admits a size-bias coupling that is
(1,1)-bounded for the upper and lower tails.

PROPOSITION 5.6 ([16, Theorem 3.3]). Let µ= EX and let h(x) = (1+x) log(1+x)�
x for x��1.

(a) If X admits a size-bias coupling that is (c, p)-bounded for the upper tail, then for all

x� 0,

P
�
X � µ/p� x

�
 exp

 
� µ

cp
h

 
px

µ

!!
 exp

 
� x2

2c(x/3 + µ/p)

!
.

(b) If X admits a size-bias coupling that is (c, p)-bounded for the lower tail, then for all

0 x pµ,

P
�
X � pµ�x

�
 exp

 
�pµ

c
h

 
� x

pµ

!!
 exp

 
� x2

2pcµ

!
.

In particular, under the hypotheses of part (b) of this theorem, we have P(X = 0) 
exp(�pµ/2c) by setting x = pµ. (In [16], part (b) of this theorem is stated with the con-
dition x < pµ, but taking a limit extends it to x= pµ.)

To use this theorem, we will need to compute size-bias transforms. In general, this can
be done effectively for random variables that are sums of simpler random variables (e.g.,
indicators), which need not be independent (see [4, Section 2.4]). The case of a size-bias
transform of an independent sum is the simplest one: just choose a random summand with
probability in proportion to its expectation, and then apply the transform to that summand
only. The following lemma is a formal statement of this:

LEMMA 5.7 ([4, eq. (25)]). Let S =X1 + · · ·+Xn, where X1, . . . ,Xn are nonnegative

independent random variables. Choose I from {1, . . . , n} independently of all else, choosing

I = i with probability EXi/ES. Then

Ss d
=X1 + · · ·+Xn +Xs

I �XI .

Next, we compute the size-bias transform of a p-thinning:

LEMMA 5.8. Let X be a nonnegative random variable with finite expectation. Let Y =
Bin(X,p). Then

Y s d
= 1+Bin(Xs � 1, p).(31)

PROOF. Rewrote entire proof with more details –TJ To put this statement in a more gen-
eral context, suppose Y is a mixture of random variables Zn governed by a probability mea-
sure h; that is, for Borel sets B,

P(Y 2B) =

Z
P(Zn 2B)h(dn).
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Then Y s is the mixture of the transforms Zs
n, but governed not by h but by hs, the measure

whose Radon–Nikodym derivative satisfies dhs

dh (n) = EZn

EY [4, Lemma 2.4].
In our case, Y is the mixture of Zn ⇠Bin(n,p) governed by the law of X . By Lemma 5.7,

the size-bias transform of Zn is 1+Bin(n�1, p). Since EZn is proportional to n, the measure
h0 is the size-bias transform of the law of X . Thus Y s is the mixture of 1 + Bin(n� 1, p)
governed by the law of Xs, as stated in (31).

Finally, size-biasing ignores any mass the distribution places on 0:

LEMMA 5.9. Let X>
denote a random variable distributed as X conditioned on X > 0.

Then (X>)s
d
=Xs

.

PROOF. This follows immediately from the definition of the size-bias transform.

The size-bias transform does not mesh well with the usual stochastic order, in that it is
not true in general that X � Y implies that Xs � Y s. But this is true in a stronger stochastic
order known as the likelihood ratio order. For integer-valued random variables X and Y , we
say that X �lr Y if P(Y = k)/P(X = k) is increasing over the union of the supports of X
and Y , interpreting this quantity as 1 when P(Y = k)> 0 and P(X = k) = 0. It is not hard
to show that X �lr Y implies X � Y [39, Theorem 1.C.1].

PROPOSITION 5.10. Let X and Y take values in the nonnegative integers. If X �lr Y ,

then Xs �lr Y s
.

PROOF. By definition of the size-bias transform,

P(Y s = n)

P(Xs = n)
=

(EX)P(Y = n)

(EY )P(X = n)
.

This is increasing in n since X �lr Y .

5.3. Log-concave random variables. Let X be a random variable taking values in the
nonnegative integers, and let Pn = P(X = n). We say that X and its distribution are log-

concave if

(i) P 2
n � Pn�1Pn+1 for all n� 1; and

(ii) the sequence P0, P1, . . . has no internal zeros (i.e., if Pi, Pk > 0 for i < k, then Pj > 0
for all i j  k).

Our need for log-concave random variables boils down to the following fact, which will be
used in combination with Proposition 5.10 at a key moment.

LEMMA 5.11. Let X be a random variable taking values in the nonnegative integers.

Then X �lr X + 1 if and only if X is log-concave.

PROOF. Let Pn = P(X = n) as above. If (Pn)n�1 has no internal zeros and N is the
highest value such that PN > 0 (allowing N =1), then the statements

Pn�1Pn+1  P 2
n for all n� 1

and
Pn�1

Pn
 Pn

Pn+1
for all 1 nN
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are equivalent. The first of these statements is the log-concavity of (Pn)n�0, and the second
is the meaning of X �lr X + 1 under the assumption of no internal zeros. Thus, the log-
concavity of X implies X �lr X + 1. For the other direction, we just need to show that
X �lr X + 1 implies that (Pn)n�0 has no internal zeros. Indeed, suppose Pi, Pj > 0 for
i < j. Since Pi/Pi+1  Pj�1/Pj , we have Pi+1 > 0, and then we can proceed to show that
Pi+2 > 0, and so on.

Next, we state a few technical facts about log-concave random variables, which come
from translating combinatorial results into probabilistic ones. The first result we give is well
known; see [41, Proposition 2] for the most standard proof, or see [31] for a completely
elementary proof.

PROPOSITION 5.12. If X and Y are log-concave and independent, then so is X + Y .

Next, we show that log-concavity is preserved under thinning, which follows quickly from
a combinatorial result of Brenti’s [11]. We suspect that this has been used before, but we
could not find it stated anywhere.

PROPOSITION 5.13. Let X be log-concave. Then Bin(X,p) is also log-concave for any

0< p< 1.

PROOF. First, we prove this under the assumption that X has finite support. Let Pn =
P(X = n) as before. We call a sequence x0, x1 . . . log-concave if it satisfies the same con-
ditions as P0, P1, . . ., i.e., no internal zeros and x2n � xn�1xn+1 for n � 1. From the log-
concavity of (Pn)n�0, it follows by direct calculation that the sequence {(1� p)nPn}n�0 is
also log-concave. Now, let

Qk =
1X

n=k

✓
n

k

◆
(1� p)nPn.

By [11, Theorem 2.5.3], the sequence (Qk)k�0 is log-concave (this is where we use that X
has finite support). This implies that the sequence

⇢✓
p

1� p

◆k

Qk

�

k�0

is log-concave, by direct calculation. And now we have proven that Bin(X,p) is log-concave,
since

P
�
Bin(X,p) = k

�
=

1X

n=k

✓
n

k

◆
pk(1� p)n�kP(X = n) =

✓
p

1� p

◆k

Qk.

Finally, we remove the condition that X has finite support with a limit argument. Let Xn

be distributed as X conditioned on X  n. Then Xn!X in distribution. Since Xn is log-
concave and has finite support, Bin(Xn, p) is log-concave. It is then straightforward to see
that Bin(Xn, p) converges in distribution to Bin(X,p) and that a weak limit of log-concave
random variables is log-concave.
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5.4. Upper bounds on root visits. As we mentioned at the end of Section 5.1, we will
define a sequence (Un)n�0 that serves as an upper bound for (Wn)n�0. Let U0 = 1 a.s. Then
inductively define the sequence by

Un+1
d
=AU>

n ,

where we use the notation X> as in Lemma 5.9. The overarching goal of the section is
to show that Un admits a size-bias coupling bounded for the lower tail, which we do by
induction. As we described following Lemma 5.5, we can use a concentration bound for the
lower tail of Un to bound the growth of EUn, which will allow us to prove EUn =O(logn).
Finally, the same estimate holds for Wn since it is bounded by Un. We start by proving that
Un is in fact an upper bound for Wn.

LEMMA 5.14. For all n� 0,

Wn � Un.

PROOF. We prove this by induction, starting with 0 =W0 � U0 = 1. Now suppose that
Wn � Un. Since Un � U>

n , we have Wn � U>
n , and applying A to both sides of this inequal-

ity yields Wn+1 � Un+1 by Lemmas 5.3 and 5.4.

The point of working with (Un) rather (Wn) is that we will be able to show that the random
variables (Un) are log-concave. First we give a technical lemma in this direction.

LEMMA 5.15. Let Y1, . . . , Yd be i.i.d. random variables taking values ±1 with P(Yi =
1) = p. For d� 2 and p� 4/9, the random variable

Bin

 
dX

i=1

(Yi + 1), d�1

!
(32)

is log-concave.

PROOF. First, consider the case d � 3. We claim that for p � 3/7, the distribution
Bin(Yi + 1,1/3) is log-concave. Indeed, let X have this distribution. We only need to check
that P(X = 1)2 � P(X = 0)P(X = 2). A computation shows that

P(X = 1)2 � P(X = 0)P(X = 2) =
(7p� 3)p

27
,

confirming the claim. For x 1/3, the distribution Bin(Yi + 1, x) is a thinning of Bin(Yi +
1,1/3) and hence is log-concave by Proposition 5.13. By viewing (32) as

dX

i=1

Bin
�
Yi + 1, d�1

�
,

we see that it is a sum of independent log-concave random variables for any d � 3 and by
Proposition 5.12 is log-concave.

Now we turn to the case d= 2. Let X be distributed as (32), and let Pk = P(X = k) for
k = 0, . . . ,4. We then compute directly

P 2
1 � P0P2 =

(9p� 4)(3p� 4)2p

128
,

P 2
2 � P1P3 =

⇣
13
�
p� 12

13

�2
+ 64

13

⌘
p2

64
,

P 2
3 � P2P4 =

(9p� 4)p2

128
,
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all of which are positive for p� 4/9.

PROPOSITION 5.16. If p� 4/9, then Un is log-concave for all n� 0.

PROOF. We prove this by induction. Trivially, U0 is log-concave. Now, assume that Un

is log-concave. This implies that U>
n is log-concave, since the sequence (P(U>

n = k))k�0

is a rescaled version of the sequence (P(Un = k))k�0 with the k = 0 term set to zero. Let
X1, . . . ,Xd be i.i.d. copies of U>

n , and let Y1, . . . , Yd be i.i.d. random variables taking values
±1 with P(Yi = 1) = p. Looking back at the definition of A in (29), the distribution of Un+1

is given by

AU>
n =Bin

 
dX

i=1

(Xi + Yi)
+, d�1

!
=Bin

 
dX

i=1

(Xi + Yi), d
�1

!
(33)

with the replacement of (Xi+Yi)+ by Xi+Yi justified by the strict positivity of Xi. Now we
take advantage of this positivity to break Xi + Yi into nonnegative terms Xi � 1 and Yi + 1,
giving us

AU>
n =Bin

 
dX

i=1

(Xi � 1) +
dX

i=1

(Yi + 1), d�1

!

=Bin

 
dX

i=1

(Xi � 1), d�1

!
+Bin

 
dX

i=1

(Yi + 1), d�1

!
.(34)

Since Xi is log-concave, so is Xi � 1. Thus the first term on the right-hand side in (34) is a
thinned sum of log-concave random variables and hence is log-concave by Propositions 5.12
and 5.13. The second term is log-concave by Lemma 5.15. A final application of Proposi-
tion 5.12 shows that (34) is a log-concave distribution, completing the induction.

Now, we start seting up an induction to show that Un admits a size-bias coupling that is
(1, q)-bounded for the lower tail for q > 0.

LEMMA 5.17. Let X1, . . . ,Xd be distributed as U>
n , and let Y1, . . . , Yd be i.i.d. random

variables taking values ±1 with P(Yi = 1) = p � 4/9, and let all be independent of each

other. Let U s
n be independent of X2, . . . ,Xd as well. For all n� 0,

U s
n+1 � 1 +Bin

⇣
U s
n + (Y1 + 1)s � 1, d�1

⌘
+Bin

 
dX

i=2

(Xi + Yi), d
�1

!

PROOF. As in (33),

Un+1
d
=

dX

i=1

Bin
�
Xi + Yi, d

�1
�
.

By Lemma 5.7, we obtain the size-bias transform of Un+1 by choosing a term in this sum
at random and biasing it. Since all terms are identically distributed, we can just bias the first
term. Applying Lemma 5.8 to this term, we obtain

Un+1
d
= 1+Bin

�
(X1 + Y1)

s � 1, d�1
�
+

dX

i=2

Bin
�
Xi + Yi, d

�1
�
.(35)
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Now, we stochastically bound (X1 + Y1)s. We first rewrite it as
�
(X1 � 1) + (Y1 + 1)

�s,
noting that X1 � 1 and Y1 + 1 are both nonnegative. By Lemma 5.7,

(X1 + Y1)
s d
=

(
(X1 � 1)s + (Y1 + 1) with probability a,
(X1 � 1) + (Y1 + 1)s with probability 1� a,

(36)

for some a that we will avoid calculating.
Now, we show that both parts of this mixture are stochastically dominated by U s

n + (Y1 +

1)s. First observe that Un is log-concave by Proposition 5.16, and therefore so is X1
d
= U>

n .
Thus X1� 1 is log-concave, and X1� 1�lr X1 by Lemma 5.11. Applying Proposition 5.10
and the fact that dominance in the lr-order implies dominance in the usual order, we see that
(X1�1)s �Xs

1
d
= U>s

n . Finally, U>s
n

d
= U s

n by Lemma 5.9, establishing that (X1�1)s � U s
n.

Next, we have Y1 + 1 � (Y1 + 1)s, a fact about size-biasing (it holds because X �lr Xs in
general by direct calculation). This completes the proof that the first part of the mixture
is dominated by U s

n + (Y1 + 1)s. To show this for the second part, we simply note that
X1 � 1� (X1 � 1)s � U s

n.
Since U s

n+(Y1+1)s stochastically dominates both parts of the mixture in (36), it stochas-
tically dominates (X1 + Y1)s as well. Applying this to (35) completes the proof.

Now we show the existence of our size-bias coupling for Un. The idea is to iterate the
stochastic relation proven in Lemma 5.17 to obtain a stochastic relation between Un and U s

n
that implies the existence of the coupling.

PROPOSITION 5.18. Let p � 4/9 and q =
Q1

i=1

�
1 � 2�i

�2 ⇡ .083. For all n � 0, the

random variable Un admits a size-bias coupling that is (1, q)-bounded for the lower tail.

PROOF. The bulk of the proof is to show that for all n� 1,

U s
n � 1 +

nX

i=1

Bin
�
2, d�i

�
+Un,(37)

which we prove by induction. Let X1, . . . ,Xd be distributed as U>
n , and let Y1, . . . , Yd be

i.i.d. random variables taking values ±1 with P(Yi = 1) = p, all independent of each other.
For the base case, set n= 1. Then by Lemma 5.17,

U s
1 � 1 +Bin

⇣
U s
0 + (Y1 + 1)s � 1, d�1

⌘
+Bin

 
dX

i=2

(Xi + Yi), d
�1

!

� 1 +Bin
�
2, d�1

�
+Bin

 
dX

i=2

(Xi + Yi), d
�1

!

� 1 +Bin
�
2, d�1

�
+Bin

 
dX

i=1

(Xi + Yi), d
�1

!
d
= 1+Bin

�
2, d�1

�
+U1.

From the first to the second line, we have applied the inequality U s
0 + (Y1 + 1)s � 1  2,

since U s
0 = 1 and (Y1 + 1)s  2. The last equality is due to the definition of U1.

Now, we assume that (37) holds for n, and we show it holds for n+1. Apply Lemma 5.17
together with the inductive hypothesis to obtain

U s
n+1 � 1 +Bin

 
1 +

nX

i=1

Bin
�
2, d�i

�
+Un + (Y1 + 1)s � 1, d�1

!
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+Bin

 
dX

i=2

(Xi + Yi), d
�1

!
.

Again, we have (Y1 + 1)s  2. We can also apply the bound Un � U>
n

d
=X1. This yields

U s
n+1 � 1 +Bin

 
nX

i=1

Bin
�
2, d�i

�
+X1 + 2, d�1

!
+Bin

 
dX

i=2

(Xi + Yi), d
�1

!

d
= 1+

n+1X

i=1

Bin
�
2, d�i

�
+Bin

�
X1, d

�1
�
+Bin

 
dX

i=2

(Xi + Yi), d
�1

!

� 1 +
n+1X

i=1

Bin
�
2, d�i

�
+Un+1,

where the last domination is due to the definition of Un+1 (see (33)). Advancing the induction
completes the proof of (37).

The stochastic inequality (37) implies the existence of a coupling of Un and U s
n under

which the inequality holds almost surely. All that remains is to show that this coupling is
(1, q)-bounded for the lower tail. For this, we observe that

P
 

nX

i=1

Bin
�
2, d�i

�
= 0

!
� P

 1X

i=1

Bin
�
2, d�i

�
= 0

!
=

1Y

i=1

�
1� d�i

�2 � q.

Hence, under this coupling,

P
�
U s
n  Un + 1 | Un

�
� q.

Here in Lemma 5.17 and Proposition 5.18, we finally see how size-biasing creates a spine
in ~T2d along which there are extra visits to the root, as we described in Section 1.3. The
1 +

Pn
i=1Bin

�
2, d�i

�
term in (37) is an overestimate of these extra returns. Heuristically,

each Bin
�
2, d�i

�
term represents two extra particles at level i on the spine. Because a particle

has a d�1 chance of moving toward the root at each step, the chance of a particle at level i
reaching the root is only d�i, and we get only O(1) expected extra visits to the root.

REMARK 5.19. The random variables (Un) were introduced because they could be

proven to be log-concave. But computer investigations suggest that the random variables

(Wn) themselves are log-concave, at least in the p = 1/2 case. If we could prove this, it

would allow us to improve Theorem 1.5 to a result on density. The proof would go as follows.

First, Wn would admit a size-bias coupling as in the previous proposition. Together with

Proposition 5.1(a), this would show that P(Wn = 0) =O(1/n), from which it would follow

that P(Vt = 0) =O(1/t). This implies that a B-particle at the root would survive for time t
with probability O(1/t), proving that the density of B-particles decays at rate O(1/t). Since

the density of A- and B-particles is the same, this would show that ⇢t =O(1/t).

The last ingredient is a technical lemma that bounds the growth of a sequence satisfying a
certain recursive bound.

LEMMA 5.20. Suppose a sequence µn satisfies

µn+1 
µn

1� e�qµn
(38)

for some q > 0. Then there exists C > 0 such that µn C logn for all n� 2.
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PROOF. We proceed by induction. Choose the constant C � 2/q large enough that
µ2  C log 2, establishing the base case of the induction. Now, we assume µn  C logn
and advance the induction. Since x 7! x/(1� e�qx) is increasing, the inductive hypothesis
together with (38) and our assumption C � 2/q yields

µn+1 
C logn

1� n�2
.

Hence in order to show µn+1 C log(n+ 1), it suffices to show that

logn

1� n�2
 log(n+ 1).(39)

To prove this, start with the inequality logn n� 1 for n� 1. Dividing both sides by n2� 1
yields

logn

n2 � 1
 1

n+ 1
.

Rewriting the left-hand side,

logn

1� n�2
� logn 1

n+ 1
.

Then adding logn to both sides and applying the inequality (logn)+1/(n+1) log(n+1)
shows (39). This completes the induction and proves that µn C logn for all n� 2.

PROOF OF UPPER BOUNDS IN PROPOSITION 5.1. We will bound EUn, which bounds
EWn by Lemma 5.14. Let µn = EUn. We start by applying Proposition 5.18 and Propo-
sition 5.6(b) to deduce that

P(Un = 0) e�qµn/2,

where q is the constant from Proposition 5.18. Thus,

EU>
n =

µn

1� P(Un = 0)
 µn

1� e�qµn/2
.(40)

Now consider the critical case p= 1/2. If X � 1 a.s., then E[AX] = EX by Lemma 5.5.
Thus µn+1 = E[AU>

n ] = EU>
n , which with (40) shows that

µn+1 
µn

1� e�qµn/2
.

It follows from Lemma 5.20 that µn  C logn for some C > 0 and all n � 2. By
Lemma 5.14, we have EWn  µn. This completes the proof of the upper bound in part (a),
the critical case.

We now prove the upper bound on limn!1EWn in the p < 1/2 case. Since EWn is an
increasing sequence, we need only show that EWn is bounded by C log(1/✏) where ✏ =
(1/2)� p. By Lemma 5.5 and (40),

µn+1 = E[AU>
n ] = EU>

n � 2✏ µn

1� e�qµn/2
� 2✏.

Let '(x) = x/(1 � e�qx/2) � 2✏ for x > 0, and set '(0) = limx!0'(x) =
1
2q � 2✏. Some

calculus shows that the function x 7! '(x)� x is positive at x= 0, is strictly decreasing on
[0,1), and approaches a limit of�2✏ as x!1. Hence, ' has a unique fixed point x0. Since
' is strictly increasing, if x < x0, then '(x) < '(x0) = x0. It follows from q, ✏ < 1/2 that
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'(1)�1> 0; hence x0 > 1. Thus 1 = µ0 < x0, and hence µn < x0 for all n. By Lemma 5.14,
we have EWn  x0 for all n. All that remains is to estimate x0. For x= 2

q log(1/✏),

'(x)� x=
2✏2

q(1� ✏) log(1/✏)� 2✏,

which is negative when ✏ is small. Hence x0 <
2
q log(1/✏) for all sufficiently small ✏.

5.5. Lower bounds on root visits. The lower bounds in Proposition 5.1 are much simpler
than the upper bounds. By Lemma 5.5, a lower bound on EWn follows from anticoncentra-
tion estimates (i.e., lower bounds on P(Wn = 0)). The idea of the proof is that even if we
assume that Wn is as concentrated as possible—that its distribution is a point mass—then
the distribution of Wn+1

d
=AWn is still nonconcentrated enough to yield the correct lower

bound.

LEMMA 5.21. For all n� 0 and p 1/2,

P(Wn+1 = 0)� 4�EWn�1.

PROOF. Define X =max(Wn,1). By Lemma 5.4 we have AX ⌫AWn. By Lemma 5.3,

P(Wn+1 = 0)� P(AX = 0).

Let X1, . . . ,Xd be i.i.d. copies of X , and let Y1, . . . , Yd be i.i.d. with P(Yi = 1) = p and
P(Yi =�1) = 1� p. By the definition of A given in (29) and the fact that Xi � 1,

P(AX = 0) = E
"
�
1� 1/d

�Pd
i=1(Xi+Yi)

#
=

dY

i=1

E
"
�
1� 1/d

�Xi

#
E
"
�
1� 1/d

�Yi

#

�
�
1� 1/d

�dEX � 4�EWn�1.

From the first to the second line, we have applied Jensen’s inequality to both expectations
and then observed that (1� 1/d)EYi � 1, since EYi  0 from our assumption p 1/2. The
last inequality holds because EX  EWn + 1, and (1� 1/d)d � 1/4 for d� 2.

PROOF OF LOWER BOUNDS IN PROPOSITION 5.1. Let µn = EWn. It follows from Lem-
mas 5.21 and 5.5 that for all n� 0 and ✏= 1/2� p� 0,

µn+2 � µn � 2✏+
�
✏+ 1/2

�
4�µn�1.

Since x 7! x� 2✏+
�
✏+ 1/2

�
4�x�1 is increasing for all x� 0,

µn � x =) µn+2 � x� 2✏+
�
✏+ 1/2

�
4�x�1.(41)

Now, consider the p = 1/2 case. Choose c  1/16, observing that it then holds for all
n� 1 that

2c n1�c log 4/8.(42)

Also take c small enough that µ2 � c log 2. Using this statement and µ1 � 0 as base cases,
we prove

µn � c logn(43)

by carrying out one induction for odd n and one for even n. Assuming (43), we apply (41) to
get

µn+2 � c logn+ n�c log 4/8� c(logn+ 2/n),
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applying (42) for the last inequality. Since logx is concave, we have logn+ 2/n� log(n+
2), advancing the induction. This completes the proof for the p= 1/2 case.

For p < 1/2, we already know from the upper bounds of Proposition 5.1 that µ := limn µn

exists, since µn is increasing. Let

x0 =�1 +
1

log 4
log

 
✏+ 1/2

2✏

!
,

which is the solution for x to the equation x = x � 2✏ +
�
✏ + 1/2

�
4�x�1. We claim that

µ� x0. Indeed, if not, then by taking µn sufficiently close to µ, we could conclude from (41)
that µn+2 > µ, which is a contradiction.

APPENDIX A: RANDOM WALK ESTIMATES

We start with some standard facts about the maximum displacement of random walk. The
first is a moderate deviations estimate for a (possibly) biased continuous-time random walk.

LEMMA A.1. Let St be a rate 1 continuous-time nearest-neighbor random walk on Z
started at the origin with expected increment ✏ 2 [0,1]. Let Mt = sup0st St. For all 0 
x 2t,

P(Mt � x+ 2✏t) e�x2/4t.

PROOF. Applying Doob’s martingale inequality to St � ✏t,

P(Mt � x+ 2✏t) P
 

sup
0st

(Ss � ✏s)� x+ ✏t

!


E exp
�
�(St � ✏t)

�

exp
�
�(x+ ✏t)

�(44)

for all �. The moment generating function of a single random step is cosh�+ ✏ sinh�. Let
N

d
= Poi(t) be the number of steps taken by the random walk up to time t. Recalling that

E[zN ] = exp(t(z � 1)),

E exp(�St) = E(cosh�+ ✏ sinh�)N = exp
�
t(cosh�+ ✏ sinh�� 1)

�
.(45)

Applying (45) to (44) with �= x/t gives

P (Mt � x+ 2✏t) exp

 
t

✓
cosh

x

t
+ ✏ sinh

x

t
� 1

◆
� 2✏x� x2

t

!
.(46)

For 0  ✓  2, one can confirm using Taylor series that cosh✓ � 1  3
4✓

2 and sinh✓  2✓.
Applying this to (46) together with our assumption 0 x 2t gives the claimed result.

LEMMA A.2. Let St and Mt be as in Lemma A.1. For any k � 1 it holds that

P(Mt � t+ k) exp

✓
�k2

2(t+ k)

◆
.

PROOF. The displacement of the random walk is bounded by the total number of steps it
takes in time t, a Poisson random variable with mean t. The estimate is then a standard tail
bound for the Poisson (see [7, Chapter 2]).

We also need a quick estimate on the local time at the origin of a random walk after time t.
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LEMMA A.3. Let Lt be the time spent at the origin after t steps of a simple random walk

(Ss)st started at the origin. It holds that ELt 
p
t.

PROOF. Applying Tanaka’s formula for the local time [26] gives ELt = E|St|. It is a
standard and straightforward recursion to show that the expected value of the square of a
simple random walk after n steps is n. Hence, conditional on St taking N

d
=Poi(t) steps, we

have

E[|St| |N ]
q

E[S2
t |N ] =

p
N.

It follows by taking expectation and applying Jensen’s inequality that

E|St| E
p
N 

p
EN =

p
t.

Hence ELt 
p
t.

Our final goal is to prove the following result, which combines the gambler’s ruin compu-
tation of the probability of a random walk hitting b before �a with the moderate deviations
bound given in Lemma A.1:

PROPOSITION A.4. Let Tx be the hitting time of x for a continuous-time simple random

walk on Z started at the origin. For any t > 0 and integers a > 0 and 3
p
t x 2t,

P(Tx < T�a and Tx  t) 2a

a+ x
e�x2/12t.

Essentially, this result is that the moderate deviations result Lemma A.1 still holds (with
a worse constant in the exponent) after conditioning the random walk to hit x before �a.
Heuristically, we can see that this should be true by considering the analogous situation for
Brownian motion. Conditioning the random walk to hit x before �a is like conditioning
Brownian motion to stay positive, which makes it a Bessel-3 process, the absolute value of a
3-dimensional Brownian motion. From this explicit representation, it is easy to check that it
satisfies a moderate deviations tail bound.

To prove this result for random walks, we start by considering two random walks, one
unbiased and one with a bias in the positive direction. We will need a lemma establishing the
highly intuitive fact that the biased walk is faster to hit b even after conditioning both walks
to hit b before �a, for any a, b > 0.

LEMMA A.5. Let Tm be the first hitting time of m for a continuous-time simple random

walk started from the origin, and let T 0
m be the hitting time for a random walk that jumps

to the right with probability p > 1/2. For any positive integers a and b, the conditional

distribution of Tb given Tb < T�a is stochastically larger than that of T 0
b given T 0

b < T 0
�a.

PROOF. Let (Sn) be simple random walk conditioned to hit b before �a, and let (S0
n)

be the biased walk under the same conditioning, both in discrete time. Take U and U 0 to be
the hitting times of b for these processes. It suffices to prove U 0 � U , since we can couple
the continuous-time walks to follow the paths of the discrete-time walks with identical jump
times. Let Sm denote the set of nearest-neighbor walks of length m from 0 to b that never
hit �a, and note that both (Sn)Un=0 and (S0

n)
U 0

n=0 are supported on the set [mSm. Observe
that each walk in Sm takes r = (m+ b)/2 jumps to the right and ` = (m� b)/2 jumps to
the left. For any (s0, . . . , sm) 2Sm,

P
⇣
(S0

n)
U 0

n=0 = (sn)mn=0

⌘

P
⇣
(Sn)Un=0 = (sn)mn=0

⌘ =
pr(1� p)`/P(T 0

b < T 0
�a)

2�m/P(Tb < T�a)
= h0

�
2
p

p(1� p)
�m

,
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where

h0 =
pb/2P(Tb < T�a)

(1� p)b/2P(T 0
b < T 0

�a)
.

Thus,

P(U 0 =m)

P(U =m)
=

P
(sn)2Sm

P
⇣
(S0

n)
U 0

n=0 = (sn)mn=0

⌘

P
(sn)2Sm

P
⇣
(Sn)Un=0 = (sn)mn=0

⌘ = h0
�
2
p

p(1� p)
�m

.

This is decreasing in m, which proves U 0 � U .

PROOF OF PROPOSITION A.4. The gambler’s ruin calculation states that P(Tx < T�a) =
a/(a+ x). Thus our goal is to prove that

P(Tx  t | Tx < T�a) 2e�x2/12t.(47)

To show this, fix t, and let (Ss) be a continuous-time random walk starting from 0 with
probability (1 + t�1/2)/2 of jumping to the right. By Lemma A.5, it suffices to bound its
probability of hitting x in time t given that it hits x before �a. Since (Ss) must pass through
dx/2e on its way to x and is a Markov process even after conditioning, it suffices to prove the
bound under the assumption that (Ss) starts at dx/2e rather than the origin. Thus, our goal
now is to show that

P(Ux  t | Ux <U�a) 2e�x2/12t,

where Uy is the first hitting time of y for the biased random walk starting at dx/2e. By the
gambler’s ruin calculation for biased random walks,

P(Ux <U�a) =
1� ↵dx/2e+a

1� ↵x+a
,

where ↵= (1� t�1/2)/(1 + t�1/2). Using ↵ 1� t�1/2 and our assumption x� 3
p
t,

P(Ux <U�a)� 1� ↵x/2+a � 1� (1� t�1/2)3
p
t/2+a � 1� e�3/2.

Hence, by Lemma A.1,

P(Ux  t | Ux <U�a)
P(Ux  t)

P(Ux <U�a)


exp
⇣
�x�2

p
t

4t

⌘

1� e�3/2
 2e�x/12t,

using the bound x� 2
p
t� x/3 that follows from our assumption x� 3

p
t. This completes

the proof by establishing (47).
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