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Abstract

Ductile rupture in metals is a phenomenon that affects a wide range of appli-
cations from forming of automotive body panels to failure of pressure vessels.
The incipient stage involves the formation of nanoscale internal voids, a crit-
ical transition state that is difficult to predict. Early experiments on ductile
rupture led to several conflicting or competing models that describe the nu-
cleation phase. The present review distinguishes the nucleation process based
on the microstructural features that can trigger nucleation, e.g. vacancies,
second-phase particles, grain boundaries, and dislocation cell boundaries; the
conditions that drive nucleation, e.g. stress level, stress state, and temper-
ature; and the materials properties that govern nucleation, e.g. modulus,
yield strength, and work hardening. This review of observations and models
leads to a critical assessment of the state of knowledge and provides guid-

ance for future research directions, including a brief summary of the poten-
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tial mechanistic changes to void nucleation processes in emerging material
classes such as bulk metallic glasses, high entropy alloys, and nanostructured
metals. This assessment also defines critical experiments and model develop-
ments that will enable improved prediction of ductile rupture processes and
design of damage-tolerant materials. Such improvements in the understand-
ing of the incipient phase of ductile rupture can lead to better materials,
improved manufacturing and inspection protocols, more precise predictive

models, more efficient engineering practices, and safer engineered structures.
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1. Introduction: Early concepts and misconceptions

Rupture of materials has led to many of the most significant engineering
disasters throughout history. The earliest records of concern regarding struc-
tural failure date back to the Code of Hammurabi in the 1700’s BC, where
punitive reparations were prescribed for failures associated with poorly built
domiciles [1]. Over 100 years ago, the rupture of rivets led to two million
gallons of molasses oozing into Boston’s North End in 1919, resulting in 21
deaths [2]. During Typhoon Nina in August of 1975, 62 dams in the Henan
Province of China experienced catastrophic structural failures, including the
Banquio and Shimantan dams [3], leading to as many as 240,000 deaths.
Overload failures in civil or aerospace structures, often occurring due to ex-
cessive loading and/or defected structural members, were responsible for the
failure of several bridges and walkways [4, 5], explosive fuselage decompres-
sion, wing and empennage failures or engine separations [6, 7]. Naval vessels
including Liberty Ships of World War II [8] and the Titanic [9] suffered no-
torious unexpected failures.

While this short list of catastrophic failures, often accompanied by the
tragic loss of life, could be far longer, overload failure susceptibility is typi-
cally identified and addressed before a catastrophic event. Nevertheless, such
failures lead to enormous consequences, in terms of lost revenue, delays in
production, and unavailability of equipment. In 1983, the National Bureau
of Standards released a report that estimated the annual cost of structural
failures was $112B in the US alone, equating to 4% of the gross national
product [10]. For this reason, conservative engineering practices provide a

safety margin that mitigates uncertainty stemming from our limited under-



standing of failure. Not only can improvements in understanding guide better
predictive models, but they can also motivate the development of improved
materials and processes that ultimately enable safer and more efficient engi-
neered structures.

Many of the aforementioned examples involved brittle fracture, where
there are no signs of impending failure prior to a catastrophic event. For
these problems, the advent of fracture mechanics in the 1950’s [11], and the
ensuing damage-tolerant design paradigm [12], provided a relatively robust
solution for engineered prevention. However, there are a class of failure prob-
lems in more ductile materials that cannot be solved with fracture mechanics.
Tearing during the forming processes for sheet metal is a classic example of
ductile rupture in action. Ductile rupture is also used in the design of energy-
absorbing safety structures for automobiles, often with the intent to delay
fracture thereby enabling further plastic energy dissipation. These and other
ductile rupture scenarios do not involve a well-defined pre-existing crack. As
such, even elastoplastic fracture mechanics becomes dubious. Prior to the
second half of the 1900’s, the concepts behind ductile fracture were rudimen-
tary, in part due to the limited ability to observe the microscale features of
rupture, e.g. Figure 1. In the first half of the century, the understanding
of the ductile failure process evolved in parallel with dislocation plasticity.
For example, in 1923, Taylor and Elam suggested that rupture occurred by
a process described as “slipping off” [13], and in 1949 Orowan described the
process of internal cavity growth by dislocation slip on multiple indepen-
dent lattice planes [14]. While these mechanisms for ductile rupture are still

relevant to some ductile metals [15], they do not explain a vast majority of



Figure 1: (a) A hand-drawn representation of voids in a “Siemens Steel Railway Axle”
viewed through an optical microscope from an 1896 book titled “Microscopic internal
flaws inducing fracture in steel”. The field of view is approximately 200 pm. (b) A 1926
example of an internal crack in a tensile neck in aluminum revealed by serial sectioning
and macrophotography, from reference [17].

failures in structural metals. In the second half of the 20th century, a growing
realization emerged that most ductile rupture scenarios involved a combina-
tion of void nucleation, growth, and coalescence [15, 16]. Journal publication
trends into the 21st century, shown in Figure 2, suggest that research related
to void nucleation continues to expand substantially while the more general
topic of fracture may be reaching a plateau.

Each of the three stages of void nucleation, growth, and coalescence in-
volves different mechanisms, and therefore different dependencies on the driv-
ing forces (e.g local stress state, strain levels, and temperature), as well as
different dependencies on material properties and microstructure. In cases of
extreme ductility, materials can undergo void-free rupture by either necking

to a point, or by Taylor’s single-plane or Orowan’s multi-plane catastrophic
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Figure 2: Publication trends related to the topic areas of “fracture void nucleation”,
“ductile fracture”, and simple “fracture” based on Google Scholar data.

shear processes [15]. However, those failure processes are not considered
here. Instead, we focus our attention on the nucleation phase of failure by
void nucleation, growth, and coalescence. The void nucleation phase could be
considered most important, as it represents the incipient process that triggers
the transition state leading to eventual failure, yet the least is known about
it. This is in part because the process occurs at the micro- or even nano-scale,
often inside the material in regions of elevated stress triaxiality. Moreover,
widely utilized models for ductile fracture, such as the Gurson-Tvergaard-
Needleman formulation [18] (also see [19]), seem to work reasonably well but
are purely phenomenological and thus overly parameterized. Indeed, a com-
mon model assumption is that the material contains pre-existing porosity.
This is sometimes observed in practice, and it may be reasonable to assume
that void nucleation in such materials is of secondary importance. Yet, in-
situ studies using X-ray computed tomography (XCT) has shown that, in

some cases, this porosity plays no significant role in determining final failure



[20].

While many engineering problems can be approached without under-
standing the void nucleation process, this is not always the case. In structural
alloys such as magnesium, aluminum, and titanium alloys, the distribution
and morphology of incipient voids profoundly influences many aspects of fail-
ure, including strain-localization and the failure mechanism [15, 16, 21-23].
Moreover, model benchmarking activities such as the Sandia Fracture Chal-
lenge [22, 23] have highlighted the shortcomings of existing continuum mod-
eling approaches applied to common engineering materials, including a lack
of consensus on the governing descriptions of incipient nucleation of damage
in metals. Over the past decade, multiscale methods have shown increasing
use for addressing open questions in fracture [24], but a microstructural-scale
description for void nucleation is not well-established.

There are several possible mechanisms by which voids nucleate. These
processes can act individually, competitively, or collaboratively, depending
on the material and loading conditions. At the highest level, ductile fracture
nucleation processes can be subdivided into two categories: particle-based
nucleation, and particle-free nucleation, as shown in Figure 3. Within the
particle-based methods, fracture either originates at the particle-matrix in-
terface through decohesion or the particle itself cracks. Proposed particle-free
processes for nucleation include vacancy condensation, defect accumulation
at grain boundaries, and nucleation at dislocation cell boundaries.

The question of when and how a void forms depends on the length scale
that is studied. To the human eye, the emergence of a void appears to

happen very late in the deformation sequence, yet this is not because the
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void has finally formed, but because the void is finally resolvable in the visible
range. The same can be said of optical microscopy cross-sections, which were
traditionally the most common tool utilized to infer nucleation processes.
Numerous electron microscopy studies, using scanning electron microscopes
(SEMs), and to a lesser extent, transmission electron microscopes (TEMs),
have greatly altered our perception of nucleation. Yet even with these tools, it
is not always clear that the process of nucleation was observed in its incipient
state. Accordingly, many studies that portend to characterize nucleation may
actually be observing some intermediate state of growth. This is likely the
norm, not the exception.

The present review thus offers a multiscale perspective on void nucleation
including experimental observations, theory, and simulations at the atomic-,
nano-, microstructural, and continuum scales. While experimental obser-
vations at the atomic scale are largely non-existent, atomistic modeling of
fracture has grown in utility over the past several decades as the scope of
tractable computational domain sizes has increased. For example, molecu-
lar dynamics (MD) models have suggested that void nucleation could start
with the stable condensation of just a few atomic vacancies within the ma-
terial [25] at a length scale below the reach of nearly any experimental tool.
However, such treatments still are typically constrained to sub-micrometer
domain sizes and sub-microsecond timescales. Mesoscale modeling modal-
ities, particularly discrete dislocation dynamics and polycrystalline plastic-
ity, have gained increasing usage to represent the fracture process. These
nanoscale and microstructural representations are complemented by parallel

advances in experimental techniques including in-situ electron microscopy

10



and synchrotron high-energy diffraction microscopy [26-31] to better evalu-
ate the role of precipitates/particles, dislocation substructures, etc. on the
nucleation process. These new techniques are reshaping our perspective on
the nucleation process below the continuum scale. Ultimately the goal is to
integrate this mesoscale understanding into continuum-scale, macroscopic en-
gineering descriptors of fracture which can relate how external driving forces,
e.g. stress and stress-state, and material properties, e.g. yield strength and
strain hardening, influence void nucleation.

Void nucleation can also play an important role in failure under extreme
environments such as radiation, high strain rates, and elevated temperatures.
These conditions are associated with blister/bubble formation, shock spal-
lation, and creep rupture, respectively. To keep the scope of the present
review constrained, we do not embark on detailed descriptions of those other
rupture processes; the interested reader is directed to references [32-38] for
more information on void nucleation during shock, references [39-43] for
more information on void nucleation during creep, and references [44-49|
on radiation-induced fracture processes.

Our goal here is to review the state of knowledge concerning void nu-
cleation during ductile rupture of metals at quasi-static loading rates and
near-ambient temperatures. Ductile fracture reviews have been published
—some quite recently— by various authors in materials science [16, 50, 51]
and solid mechanics [52-55]. None of these cover the topic of void nucleation
in sufficient depth. Thus, this review of the subject may go as far back as
1979 [56].

The text below is divided into two major sections: one focused on the

11



role of microstructure in void nucleation (Section 2) and the other focused
on insights gained from continuum-theory-based analyses of void nucleation
(Section 3). In some sense, the primary thrust of void nucleation research
is to marry the microstructural and continuum world views into a single
comprehensive framework. As we show below, this is far from being achieved
at present, but many recent experimental and modeling advances stand to

change that in the coming years, as we enumerate in Section 4.

2. Microstructural aspects of void nucleation

Microstructural features can be described as a collection of 1D, 2D, and
3D defects, e.g. vacancies, dislocations, grain boundaries, and phase bound-
aries. There is a veritable multiscale zoo of these that influence ductile rup-
ture, as illustrated in Figure 4. This microstructure and the corresponding
arrangement of defects is not static, but evolves in response to deformation,
temperature, and other stimuli. As it is clearly unrealistic to consider all
possible defects in simulations of failure, we must determine the specific de-
fect states in the microstructure that serve as dominant seed sites for void
nucleation. Void nucleation is enabled by local plastic deformation at specific
material heterogeneities [57]. Most studies have focused on the relationship
between void nucleation and the properties of second-phase particles and in-
clusions (size, shape, etc.), as enumerated in Section 3. Little attention has
been given to understanding the precise defect-defect interactions at these
sites that enable void nucleation. In recent decades, the emergence of char-
acterization tools such as electron backscatter diffraction (EBSD), combined
with advances in computational tools, allowed these interactions to be stud-

ied in detail for the first time. This section first reviews deformation-induced
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defects and defect structures relevant to void formation. We then provide
an overview of the microstructural features associated with void nucleation,
both at deformation-induced defects and at the intersections between these

and pre-existing defects.

2.1. Relevant deformation-induced defects and defect structures

Many defects and defect arrangements form and evolve during plastic
deformation. This review considers four of these deformation-induced de-
fects that are thought to be particularly relevant to void nucleation: vacancy

clusters, dislocation pile-ups, dislocation boundaries, and deformation twins.
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The process of formation for each defect type is briefly described. Partic-
ular attention is given to vacancies and vacancy clusters as these received
relatively little attention in prior reviews.
2.1.1. Vacancies and vacancy clusters

Because vacancies (missing atoms) increase the entropy of a crystalline
solid, leading to a reduction in its free energy, vacancies are always present
in crystals above 0 K. Statistical mechanics shows that a crystalline solid has

a temperature-dependent equilibrium vacancy concentration given by [57]

—A
¢l = ¢y eXp < ’ ;f> (1)
B

where kp is Boltzmann’s constant, 7" is the absolute temperature, Aey is

the formation energy of a vacancy, and c,q is a constant in the range of 2
to 10. Here we express the vacancy concentration as the fraction of lattice
sites containing vacancies. For typical formation energies of common met-
als, equilibrium vacancy concentrations range from less than 1072° at room
temperature up to approximately 10~* near the melting point [57].

These vacancy concentrations apply to a crystal at thermal equilibrium.
There is strong experimental evidence that plastic deformation produces a
vacancy supersaturation, with concentrations as large as 103 [59-61]. There
are two general theories for how vacancies are produced during plastic de-
formation. Both theories rely on the fact that vacancies are either produced
or consumed (depending on the glide direction) when non-screw dislocations
move out of the glide plane containing their line and Burgers vector, i.e.
climb motion.

The first mechanism, worked out in detail by Saada [62-64], is annihila-

tion of non-screw dislocations of different glide planes. If the elastic inter-
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action between the dislocations is attractive (typically the case if they can
annihilate) and they are a short distance apart, the elastic interactions may
be strong enough to induce climb motion. According to this model, the con-

centration of vacancies produced by cold-work to strain € is proportional to

A [
- 2
=G /0 ode (2)

where G is the shear modulus, ¢ and € are the applied stress and strain, and

the work done as

A is a constant on the order of 0.1 [65].
The second mechanism involves the formation of Burgers-vector-sized
edge dislocation segments on screw dislocations after they intersect and cut
through forest dislocations. If the line direction of the edge dislocation has
a component out of the glide plane of the intersecting screw dislocation, the
segment is termed a jog and can only move with the gliding screw dislocation
by climbing. Cuitino and Ortiz [66] proposed that the vacancy concentration
will depend on the jog density, J, the slip strain rate 4 and the dislocation
density p as
v TR

7| (3)

Cy
where b is the Burgers vector and L is the mean-free path for the generation
of a vacancy by a moving jog. Vacancy production by this mechanism is
thought to occur homogeneously throughout the material. Several large scale
atomistic studies have revealed this “jog dragging” mechanism for vacancy
production [67, 68].

Measurements of vacancy concentration using electrical resistance, positron

annihilation spectroscopy, and X-ray spectroscopy indicate that the vacancy

supersaturation in a material increases with applied strain, as predicted by
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Figure 5: The vacancy concentration produced in copper samples during compression is
shown as a function of strain. Vertical lines indicate uncertainty in the data. This figure
is from reference [60]

both mechanisms [59, 61, 66, 69]. Example measurements of vacancy super-
saturation in Cu as a function of applied strain are provided in Figure 5. Both
positron annihilation spectroscopy and X-ray spectroscopy measurements of
deformed samples indicate that there is an upper limit for the deformation-
induced vacancy concentration of ~ 10~% at atmospheric pressure, which may
be reached at strains of ~ 100% [65].

Studies of quenched and irradiated materials have shown that a supersat-
uration of vacancies will promote vacancy clustering [70-77]. There is a large
body of literature on void nucleation in the context of classical nucleation
theory, according to which the free energy change associated with formation

of a n vacancy cluster is [48, 78, 79|
AG = —nkgTn (c,/c??) —no"Q + E, (4)

where o is the hydrostatic stress,  is the atomic volume, and FE, is the
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formation energy of the cluster. Often the cluster is approximated as a
spherical cavity of radius r with isotropic surface energy =, giving F,, =
47r?y. Eq. 4 indicates that the primary driving forces for cluster growth
are vacancy supersaturation (expressed as ¢,/c5q) and the work done by
hydrostatic stress, which act to drive down the free energy.

However, unless vacancy clusters are stabilized by trapping at interstitial
gases or the work performed by an applied hydrostatic stress, they collapse
to form planar defects when they exceed a critical size on the order of 10
vacancies [70-77, 80, 81]. During ductile fracture, the primary stabilizing
mechanism for vacancy clusters is thought to be the applied hydrostatic
stress [65, 82]. The relationship between the size of the largest vacancy clus-
ter that can form without collapsing and the applied stress is schematically
illustrated in Figure 6. Very small vacancy clusters (< 10 vacancies) are in-
trinsically stable. With small to moderate cluster sizes (~ 10— 50 vacancies),
the necessary amount of hydrostatic stress to stabilize the void increases with
cluster size. However, since large voids are stable, the hydrostatic stress even-
tually begins reducing back to zero. The stress necessary for void formation
can be produced either by macroscale loading or at the microscale from local
stress fields due to other crystallographic defects or orientation mismatches
between grains. For example, the atomistic simulations of Zarnas et al. [83]
illustrated that the stress field of microcracks can serve to attract excess va-
cancies. However, below a threshold stress intensity, the effect is defeated by

vacancy annihilation at the crack free surfaces.

17



+

Stable void embryo

LT Void embryo begins to
R grow by dislocation-
mediated mechanisms
1

Hydrostatic stress

/' Void embryo collapses

- .. Void volume

Figure 6: A qualitative plot of hydrostatic stress versus the volume of a stable vacancy
cluster, i.e. one that will not collapse, is shown. This plot illustrates the concept that a
vacancy cluster will collapse into a compact defect (such as a dislocation loop or a stacking
fault tetrahedron) if the applied hydrostatic stress is too low.

2.1.2. Dislocation pile-ups

At stresses above the Peierls stress, glissile dislocations move through the
lattice until encountering an obstacle such as a grain boundary. Dislocations
moving on a shared slip system which are unable to climb or cross-slip out
of the plane pile up at this obstacle as shown in the TEM image in Figure 7.
The stress at the leading dislocation in a pile-up is a function of the number
of dislocations involved (see Section 2.3) [84]. While pile-ups were believed to
be important for void nucleation in a number of early theories, as discussed
below, experimental evidence suggests that they are not common in deformed
structural metals. Rather, dislocation networks tend to take on more intri-
cate, patterned structures that preclude simple pile-up type structures from

forming.
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Figure 7: A TEM micrograph of edge dislocations in a pile-up configuration in BCC
tungsten is shown. Such grain-boundary pile-ups were not observed to nucleate cracks in
tungsten. This image is from reference [85].
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2.1.3. Dislocation boundaries

With increasing plastic deformation, dislocation-dislocation interactions
become more prevalent leading to an increasingly complex arrangement of
sessile pinning segments. Ultimately this progression causes dislocations to
cluster together into heterogeneous arrangements comprised of regions of high
and low dislocation density. By = 5% applied strain, these heterogeneous
dislocation structures are observed throughout metals that deform by slip
[86-90]. These structures include dislocation cell walls and cell block bound-
aries and are also referred to as low energy dislocation structures (LEDS) [88].
The term dislocation boundaries will be used in this article.

Cell blocks and dislocation cell walls are illustrated in the TEM micro-
graph provided in Figure 8. Dislocation cell walls separate equiaxed, rel-
atively dislocation-free volume elements (dislocation cells) and are almost
always low-angle boundaries (< 2°). Dislocation cells are usually organized
into groups of extended, lamellar features known as cell blocks [87]. The
differences in slip between neighboring cell blocks lead to the creation of so-
called “geometrically necessary boundaries”, which form to accommodate
the deformation-induced rotations between cell blocks [91]. These block
boundaries contain significantly higher dislocation densities and generally
have larger misorientations across them than do cell walls [91]. More infor-
mation on the dislocation structures produced by cold working can be found

in references [87, 91-93].

2.1.4. Deformation twins
For some metals, particularly hexagonal close-packed (HCP) and low

stacking fault energy face centered cubic (FCC) metals, plastic deformation
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Figure 8: (a) A TEM micrograph and (b) a sketch of the microstructure in specimen of
high-purity Al reduced 10% by cold-rolling are shown. Cell block boundaries (CBy) are
colored black in the sketch, while cell walls are colored light gray. The rolling direction
(RD) is indicated in the micrograph. Similar microstructures are created by plastic defor-
mation in other bulk metals that deform by slip. This image was taken from reference [94].
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is accommodated by a mix of slip and deformation twinning. Deformation
twinning is favored over dislocation slip by low temperatures [95] and high
strain rates [96, 97| and occurs in HCP and BCC metals during shock [98] and
cryogenic [99] testing. Deformation twins form heterogeneously throughout
the material at locations typically associated with high stresses, e.g. grain
boundaries and slip bands [100, 101]. The mechanisms governing the three
stages of twin formation, i.e. nucleation, propagation, and thickening, depend
on many factors and are areas of ongoing research. For more information on
deformation twins the reader is directed to references [100, 101].

When a propagating twin is blocked by a grain boundary, particle, or
other obstacles, this interface is generally thought to be associated with
a significant stress concentration [100]. The distribution of stress around
a deformation twin and its relationship to twin thickness, coherency, and
the obstacle has been the subject of numerous experimental and theoretical
studies [102-106]. A recent study of the stress distribution around twins in
Zircaloy using high-resolution EBSD (HR-EBSD) showed that the maximum
stress concentration occurred at the twin tip [102]. Example EBSD and HR~
EBSD datasets from this study are provided in Figure 9. The magnitude of
the stress concentration depended on the obstacle, with the greatest stress
concentrations occurring at twin/twin intersections. However, this and other
recent studies have not considered the stress concentration at the intersection

between twins and second-phase particles or inclusions.

2.2. Void nucleation at deformation-induced defects

This section reviews observations of void nucleation at deformation-induced

defects and several proposed theories for void nucleation at these features.

22



[111]

[100] [011]

Figure 9: Example EBSD and HR-EBSD data from the microstructure around deformation
twins in a Zircaloy-2 material deformed to 2.7% strain in tension are shown. EBSD data
are shown as in inverse pole figure map in (a). Elastic stress o9 are provided in (b). The
scale of the logl0 scale bar in (b) is GPa. Grains in (a) are labeled “M3GX”, where X
refers to a number. Twins in (a) are labeled “M3TX”, where X refers to a number. A few
twins are highlighted in (a). Four twin/twin intersections are circled in (b). Note that
2 are associated with areas of elevated stress while the other two are not. These images
were adapted from reference [102]
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Although the earliest theories of void nucleation proposed that dislocation
arrays played a key role, intragranular void nucleation in the absence of par-
ticles remains the most poorly understood mechanism of void nucleation.
Indeed, it was only recently determined that voids in ductile metals that
deform by slip do not nucleate at grain boundaries [107], at least in some
metals under quasistatic loading conditions. Instead, voids primarily form
at the dislocation cell walls and cell block boundaries created by plastic de-

formation.

2.2.1. Dislocation combination

We begin with one of the earliest theories of void nucleation: dislocation
combination. In 1958, Cottrell hypothesized that voids could form at slip-
band intersections by dislocation combination [108]. The key concept is
that certain dislocations can act as “cavity dislocations,” meaning that voids
can nucleate from the core of the dislocation. The prime example Cottrell
considered was the reaction of two (111) dislocations in a BCC metal such
that

% [111] + % [111] — a[001] (5)

The resulting dislocation is energetically favorable, and its Burgers vector is
parallel to the {001} cleavage plane in BCC metals; to quote Cottrell, it is a
“cleavage knife.” For these reasons, Cottrell proposed that this dislocation
would form and nucleate a crack in the solid.

While this mechanism is elegant and simple, there is no direct experi-
mental or theoretical evidence that voids can nucleate in this way. Since

Cottrell proposed such a mechanism, our understanding of the dislocation

core has significantly improved with the advent of modern atomistic simula-
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tion tools [109, 110}, and no study has revealed nucleation by this mechanism.
For example, in recent large-scale MD simulations of plasticity in BCC Ta,
many (001) junctions formed but no voids or cracks were observed to form

over a variety of straining conditions [111].

2.2.2. Void nucleation at slip band intersections

Void nucleation at slip band intersections has been observed in MD sim-
ulations of low stacking fault energy (SFE) FCC metals [112]. Pang et al.
found that when stacking faults intersected each other, they produced “va-
cancy chains” which subsequently grew via nucleation of dislocations. The
sequence depicting this mechanisms is shown in Fig. 10. It is important to
note that defect-free (perfect) crystals were used in these simulations and
then loaded at a very high strain rate. It is unclear if this nucleation mecha-
nism is relevant to lower strain rate loading of materials initially populated
with dislocations.

Miillner [113] has analyzed the possibility of crack/void nucleation at
intersections between deformation twins. He argued that the head of a sec-
ondary deformation twin could be treated as a dislocation wall (or, equiv-
alently, a disclination dipole), and that the tensile stress/strain field below
the wall would nucleate a crack in the primary twin. This nucleation would
be suppressed if dislocations, which were either already present or nucleated
by the local stresses, could relax the stress/strain field. From this view-
point, thinner twins, which provide less volume for dislocations to nucle-
ate within, and lower dislocation densities would promote void nucleation,
because dislocation-mediated relaxation would be more difficult. Hence,

Miillner argued his theory explained why austenitic steels become brittle
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Figure 10: Nucleation of voids in low SFE FCC metals at stacking fault intersections via
formation of vacancy chains. This figure taken from reference [112].
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at low temperatures [113-115] where deformation twinning is the dominant
deformation mechanism. This behavior is also observed in Ti alloys [50, 116].
Note that Miillner’s theory predicts that thinner twins promote void nucle-

ation.

2.2.3. Void nucleation by vacancy condensation and subsequent growth by
dislocation adsorption

In contrast to any other void nucleation mechanism, voids formed by va-
cancy condensation are expected to be somewhat homogeneously distributed
in regions of high stress. Such voids have been reported in studies of de-
formed Cu [117] and Au [118]. In Cu samples containing distributed CuOq
particles, nanoscale (= 10 to 100 nm) voids were observed to be homoge-
neously distributed throughout the necked gauge region of samples strained
to 60%. Examples of these voids are shown in Figure 11. As many of these
voids could not be associated with any microstructural features, the authors
concluded that they nucleated at vacancy clusters. Similarly, Wilsdorf [118]
observed distributed, ~ 10 nm diameter voids near the crack flank of rup-
tured gold specimens. These can be seen in the TEM image provided in
Figure 12.

Further evidence that vacancies can play a role in the formation of voids
comes from the work of Dyson [119, 120]. It was observed that voids nucle-
ated near grain boundaries in Nimonic 80A after room temperature defor-
mation and subsequent annealing. No voids were observed before annealing,
suggesting that voids nucleated by vacancy condensation when the vacancy
diffusivity was increased.

From these studies, we conclude that vacancy condensation can create
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Figure 11: TEM images showing nanoscale voids thought to be created by vacancy con-
densation are provided. A high-magnification image of the boxed area in (a) is shown in
(b). Several of the voids are highlighted with circles and arrows. These images were taken
from a sample extracted from the center of the the necked gauge region of a Cu sample
deformed to 60% strain. These images are from reference [117].
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Figure 12: Nanoscale voids thought to be created by vacancy condensation can be seen
near the crack flank of a ruptured gold specimens in this TEM image from reference [117].

voids during quasistatic, room-temperature deformation in at least some
materials. However, vacancy diffusion is too slow to explain the growth
of micron-scale voids during quasistatic deformation near room temperature.
Indeed, it was observed that only a small fraction (= 1in 10*) of the nanoscale
voids created by vacancy clustering in Cu grew to the microscale [117]. Voids
created by vacancy clustering thus must grow by another mechanism to create
failure-critical voids. This mechanism and its implications for void formation
at deformation-induced defects is now considered.

It is generally agreed that void nuclei grow by dislocation-mediated mech-
anisms [66, 121]. There has been some controversy recently as to what the
primary mode of dislocation-mediated growth is. While a number of au-
thors have argued that voids grow by nucleating dislocations from their sur-
face [122-124], Nguyen and Warner [125] showed that this process was too

slow to explain experimentally observed growth rates relevant to quasi-static
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loading. Recently, the authors [126] used molecular dynamics to show that
voids are able to grow readily in the presence of a high density of dislocations
by adsorbing the dislocations. From this viewpoint, a high dislocation den-
sity is necessary to enable voids to grow from the nanoscale to microscale,
with the driving force for growth coming from the local hydrostatic stresses.
Voids that grow in this manner would naturally be ellipsoidal in shape as
they would be biased to grow along existing dislocation boundaries.

Consistent with the mechanism of void growth by dislocation adsorption,
several studies reported that, in particle-free metals that deform by slip, voids
primarily nucleate at dislocation boundaries. Early studies on void nucleation
in particle-free metals, primarily conducted by Wilsdorf and coworkers, ex-
amined fracture of thin films of pure, single-crystal metals [127]. In-situ TEM
investigations of void nucleation in single-crystal thin films of Be observed
voids nucleating at dislocation boundaries [128, 129], as shown in Figure 13.
Ex-situ TEM analysis of fractured thin-film a-Fe and Ag single crystals also
observed voids nucleated at dislocation boundaries [118, 130, 131] suggesting
that, in particle-free metals, deformation before fracture creates void nucle-
ation sites, or facilitates early-stage growth in voids that were previously
nucleated by vacancy condensation.

Dislocation boundaries are also the primary location where voids are ob-
served in bulk, particle-free, polycrystalline metals. In high-purity Ta (a BCC
metal), Noell et al. observed voids exclusively at dislocation boundaries,
particularly cell block boundaries [107]. An example of this is provided in
Figure 14. Consistent with a dislocation adsorption-mediated growth mech-

anism, voids were ellipsoidal [107]. No voids were observed at grain bound-
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Figure 13: TEM micrographs of (a) a strained Be single crystal before and (b) after void
nucleation. These images show micrometer-scale voids at deformation-induced dislocation
boundaries, likely cell block boundaries. These images are from reference [129].
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aries in this study. EBSD and transmission Kikuchi diffraction (TKD) data
demonstrated that the misorientation angle across the dislocation boundaries
associated with incipient voids was always greater than 5°. However, a large
misorientation angle across a dislocation boundary was not always associ-
ated with voids. For example, the void shown in Figure 14 was located at
a boundary with a misorientation of 15°, while the misorientation across a
cell block boundary within ~ 0.5 um of this void was greater than 40° and
no void was observed. A few voids were observed at dislocation cell walls
rather than cell block boundaries. These results suggest that a simple metric
such as misorientation angle across a dislocation boundary is not predictive
of void nucleation, as suggested by early theoretical work [127].

A subsequent study of void nucleation in particle-free Al (an FCC metal)
also observed voids at dislocation boundaries [82]. No voids were observed
at grain boundaries. Unlike Ta, the incipient voids characterized in Al were
associated with low-angle (= 2°) dislocation cell walls. These results indi-
cate that dislocation boundaries are either important to void nucleation or
the early-stage growth of otherwise nucleated nanoscale voids in particle-
free metals that deform by slip, regardless of crystal structure. Voids may
also emerge at dislocation boundaries in particle-containing materials, as ob-
served by the authors in their study of void nucleation in a Cu material con-
taining dispersed copper oxide particles. While a few voids were associated
with second-phase particles, all were associated with one or more dislocation
boundaries and most were particle-free [117].

Further evidence that dislocation boundaries are critical to the early

stages of void formation came from several recent studies which showed that

32



| .
N
N

[

(S
AR
o [ )

5° 200 nm

Misorientation Angle

Figure 14: A TEM micrograph of incipient voids at a cell block boundary in a deformed,
high-purity Ta material are shown in (a). Transmission kikuchi diffraction (TKD) data
from the microstructure around the voids shown in (a) are presented in (b) as an IPF
map colored with respect to the TD. The misorientation angle across each segment of the
boundary is shown in (b). The misorientation across the portion of the cell block boundary
at which voids emerged was significantly less than that across many nearby boundaries.
These images are from reference [107]
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voids do not nucleate in particle-free materials if the formation of dislocation
boundaries is suppressed. In single-crystal Fe samples having different cross-
sectional areas, the failure mode depended on whether or not dislocation
boundaries formed [132]. EBSD data demonstrated that samples that failed
by void nucleation, growth, and coalescence contained dislocation bound-
aries, see Figure 15. In contrast, failure by catastrophic shear [15] with no
evidence of void nucleation occurred in specimens that were free of dislo-
cation boundaries. Similarly, Lim et al. [133] observed that the failure of
single-crystal Ta depended on whether dislocation boundaries formed. In
this study, the formation of these boundaries depended on crystallographic
orientation relative to the loading direction. Strain localization followed by
the creation of a dense network of dislocation boundaries was observed in
samples oriented with the [100] or [111] direction along the loading direction
but not in samples oriented with the [110] parallel to the loading direction.
Failure in the first two samples occurred by void nucleation, growth, and
coalescence, while samples oriented with the [110] parallel to the loading
direction failed by necking to a point. Incipient voids were observed at dislo-
cation boundaries in samples oriented with the [100] or [111] direction along
the loading direction.

When dislocation boundaries are annihilated by dynamic recrystalliza-
tion, voiding is correspondingly suppressed. Such a case was observed in
high-purity Al samples, where it was observed that void nucleation was sup-
pressed in samples that underwent room-temperature dynamic recrystalliza-
tion [82]. If these boundaries reformed after dynamic recrystallization, voids

subsequently nucleated at them. These results indicate that dislocation sub-
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Figure 15: SEM images and inverse pole figure (IPF) maps of fractured Fe single crys-
tals are shown. Images on the left show a specimen with a 28 um? cross section while
images on the right show a specimen with a 16 um? cross section. Both samples had
the same crystallographic orientation before deformation. The boundary labeled “New
grain boundary” is a deformation-induced dislocation boundary. These images are from
reference [132].

structure plays a critical role in void nucleation in particle-free materials.
These observations suggest that deformation-induced defects control the
formation of microscale voids in ductile metals containing few or no particles.
Voids appear to first nucleate homogeneously at the nanoscale by vacancy
condensation. Nanoscale voids at dislocation boundaries then grow to the
microscale via a dislocation adsorption mechanism. The location at which
microscale voids form thus depends on the evolution of dislocation boundaries

within the material.
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2.3. Voud nucleation at grain boundaries

Grain boundary decohesion is commonly observed during ductile rupture
of materials with limited plasticity, e.g. in many HCP metals and BCC
metals below their ductile-to-brittle transition temperature [114-116, 134—
137]. This proposed mechanism is similar to particle/matrix decohesion,
with one significant difference: while deformation of the particle is often fully
elastic, the grains on either side of a boundary have (at least some) plasticity.
As discussed in this section, grain boundary plasticity and the accumulation
of dislocations on either side of the interface play a determinative role in
grain boundary decohesion. These roles are often overlooked, though, and
unrealistic mechanisms of grain boundary decohesion that only consider the
local stress state [138, 139] or dislocation density at a grain boundary [108]
are still invoked in many contexts [140-142].

This section presents experimental observations of grain boundary de-
cohesion, discusses the deficiencies of early models of grain boundary de-
cohesion, and presents recent theoretical work in this area. Because void
nucleation by grain boundary cleavage does not fundamentally depend on
the deformation mechanism (slip versus twinning), both of these cases are
treated in this section. The case of brittle failure by grain boundary delami-
nation, which may occur when hydrogen, solutes, or liquid metal segregates
to the boundary [143], is outside the scope of the present review. The milder
situation arising from grain boundaries weakened by intergranular precipita-
tion leading to ductile intergranular fracture, which is often associated with
particle-free zones in age-hardening alloys, is briefly treated at the end of this

section
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Figure 16: An electron channeling contrast image of three incipient voids at twin/grain-
boundary intersections in TiAl is shown. This image is from reference [135].

In both pure and particle-containing metals that deform by twinning,
voids are sometimes observed at grain boundary/twin intersections or twin/twin
intersections. Ng et al. and Bieler et al. [135, 137] demonstrated that voids
in TiAl (an intermetallic) primarily nucleate at grain-boundary/twin inter-
sections. An example of this is provided in Figure 16. Bieler et al. [134] also
observed that voids in high-purity o-Ti (HCP) nucleate at the intersection
between T4 (primary) and Ty (secondary) twins, as shown in Figure 17.

At cryogenic temperatures, void nucleation in some materials occurs more
readily at grain-boundary/twin intersections than at second-phase parti-
cles [113, 116]. This has been observed in the a-Ti alloy Ti-5Al1-2.5Sn [116]
and in nitrogen-alloyed austenitic stainless steels (FCC) [113, 115]. Recent
studies of Mg alloys (HCP) indicate that void nucleation in these mate-
rials can also occur at lower stresses at grain-boundary/deformation twin
intersections than at second-phase particles [144-148]. When deformation
twinning was suppressed by decreasing the grain size of Mg alloy AZ31, void
nucleation was suppressed and both the strength and ductility increased sig-

nificantly [147, 148].
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Figure 17: An image of an incipient void at the intersection of a T twin, a Ts twin, and
a grain boundary in a-Ti is shown. This image is from reference [134].

The importance of grain boundaries to ductile fracture in BCC metals is
apparent from testing single crystals, which often show tremendous ductility
well below the ductile-to-brittle transition temperature of polycrystalline ma-
terials [142, 149-151]. Because of this, it has long been assumed that void nu-
cleation in polycrystalline BCC metals begins at grain boundaries that act as
barriers to dislocation transmission, such as that shown in Figure 7 [142, 152].
However, as discussed in the previous section, void nucleation in Ta and Fe
is observed at dislocation boundaries.

For the case of relatively brittle BCC metals such as Mo and W, no direct
observations of the microstructural features associated with void nucleation
have been made for bulk materials. While it is unclear if TEM observations of
void nucleation in thin-film tungsten samples translate to the bulk material,
such a study observed that voids nucleated within arrays of edge dislocations

formed on the {110} plane near grain boundaries [85]. Intriguingly, voids
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were not associated with arrays of edge dislocations formed on {112} planes.

Void nucleation by boundary cleavage was also investigated in a recent
atomistic study of a planar X9 grain boundary in tungsten [153]. It was
observed that under some biaxial stress states, a void nucleated at grain
boundary dislocations. In other cases, though, lattice dislocations nucleated
at the grain boundary and subsequently acted as a nucleation site for voids.
This result conflicts with a study by Fensin et al. [154] who performed MD
simulations of shock spall at Al grain boundaries. They concluded that the
presence of dislocation content at or near the grain boundary increased the
stress that was necessary for void nucleation, since energy dissipation could
also occur by dislocation slip. However, under these spall conditions Agarwal
and Dongare [155] have showed that the shock direction can strongly influ-
ence the nucleation behavior. For example, void nucleation was associated
with dislocation/twin activity during shock in the (001) and (111) direc-
tions, but not in the (01 1) direction. Hence, it is difficult to determine if the
finding of Fensin et al. is universal since only three boundary orientations
were considered. These studies suggest that the defect content and atomistic
structure of the grain boundary interact in non-trivial ways to promote void
nucleation.

MD simulations and experiments by Noell et al. also suggest that twin/grain-
boundary intersections are important void nucleation sites [156]. During
uniaxial loading at elevated temperature (300° C), it was observed exper-
imentally that voids preferentially nucleated where annealing twins (which
were present in the material prior to loading) intersected grain boundaries.

MD simulations revealed the same preference for nucleation at annealing
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twin/grain-boundary intersections. Further analysis of the MD results re-
vealed that the driving force for void nucleation (in terms of the local atomic
stress and energy) was no greater at these intersection sites. This led the
authors to conclude that the activation barrier for void nucleation must be
lower at these intersections sites, i.e. they are weak spots.

While there is strong evidence that the intersection between deformation-
induced defects and grain boundaries promotes void nucleation, particularly
grain boundary/deformation twin intersections, no theory has yet fully ex-
plained the mechanism by which these voids form. Several relevant theories,
as well as the challenges with each, are now reviewed.

Early investigators hypothesized that, if a slip band is blocked by a grain
boundary, the tensile stress at the head of the slip band could exceed the
cohesive strength of the material and nucleate a void [139]. A schematic of
this is shown in Figure 18. This mechanism of void nucleation is now known
as the Zener-Stroh mechanism [141]. Zener predicted that the void would nu-
cleate on a plane normal to the active slip plane within the grain in which the
dislocation pile-up formed [139], while others predicted that it would happen
in the adjacent grain or within a polygonized array of dislocations [14].

Both energy-based and strength-based failure criteria have been invoked
with the Zener-Stroh mechanism. For example, Stroh [138, 157] computed
the elastic strain energy in the tensile stress region below a pile-up and as-
sumed fracture would occur when this energy exceeded the energy of the new
free surfaces of the crack. Combining his result with analysis by Eshelby et
al. [158] on the geometry of dislocation pile-ups, Low [159] determined that

the critical number of dislocations in a pile-up for the energy-based theory
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Figure 18: The Zener-Stroh mechanism of crack nucleation at a blocked slip band is
illustrated. This image was modified from reference [139]. There is little experimental
evidence that this mechanism occurs during quasistatic, room-temperature deformation.
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where 7 is the surface energy, b is the magnitude of the Burgers vector, and 7,

is the applied shear stress. For common values of fracture stress and surface
energy, this equation predicts that the pile-up must contain 10? to 102 disloca-
tions for voids to nucleate in this manner [138, 157]. From the strength-based
perspective, using Koehler’s [160] expression for the maximum tensile stress

ahead of a dislocation pile-up, the critical number of dislocations is

O'tensile
7
T, ( )

n =

where « is a constant on the order of unity. Assuming oensiie ~ 10 GPa and
7o ~ 100 MPa, we obtain n ~ 102 dislocations, similar to the energy-based
theory. While the Zener-Stroh mechanism is appealing in many ways, it has

been dismissed by many researchers over the years on the following grounds.
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First, shear stresses on the order of the theoretical shear strength are neces-
sary to form the pile-up [159]. Second, the large dislocation pile-ups invoked
by these models do not generally form during plastic deformation [92]. Fi-
nally, large local stresses at the head of the pile-up are likely dispersed by
secondary slip [161].

More recent studies have demonstrated that two interrelated factors de-

termine if voids will nucleate by grain-boundary cleavage [115, 134]:

1. Does the geometric relationship between the active slip/twinning sys-

tems on either side of the boundary allow for easy slip transfer?

2. If not, can the local stress/strain at the boundary be relaxed either by

existing dislocations or by the nucleation of new dislocations?

Depending on the orientation of the grains on either side of the boundary
and the activated slip system(s), a range of slip transfer cases may occur.
At the extremes, the boundary can either be impenetrable, with no shear
transfer across it, or nearly transparent to dislocations, with near-complete
transmission from one side to another. For most boundaries, though, slip
in one grain is transferred imperfectly into the next and some residual grain
boundary dislocations are left behind. In these cases, the shape change at
the boundary must be accommodated by local slip in the neighboring grain.
Kumar et al. [136] determined that void nucleation at twin/grain-boundary
intersections in TiAl is facilitated by residual dislocation content within the
boundary. Based on their analysis, a fracture initiation parameter, F;, was

proposed as

Fl = mtwin‘btwin : t| Z btwin : bother (8>

other
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The geometric considerations associated with this parameter are illustrated
in Figure 19 and the reasoning behind it is as follows. The Schmid factor
of the operating slip (or twin) system, myyin, drives a slip band (or twin)
into the grain boundary, which then “opens up” the grain boundary by an
amount that is proportional to byyin. The local tensile force t then acts to
open the interface further by an amount proportional to |byyi, - t|. However,
this opening can be counteracted or relaxed by slip in the opposing grain, as
long as the slip systems in that grain are aligned appropriately; the potential

for such relaxation is proportional to > bBtwin * Dother, Where bgiper are

other
the Burgers vectors in the opposing grain. As noted by Bieler et al. [134],
this parameter is maximized when multiple slip systems in the neighboring
grain accommodate the twin shear, leading to a higher residual dislocation
content. This factor accounted for void nucleation events at twin/grain-
boundary intersections in TiAl, though it has not yet been applied to other
systems.

One interesting point is that the grain boundary normal, ng,, does not
appear in Eq. (6) because including it did not improve the parameter’s
ability to predict failure [135]. This is in contrast to the failure parameter
proposed by Zhang et al. [162], who studied void nucleation at twin/grain-
boundary intersections in polycrystalline BCC Mo with MD simulations.
Figure 20 shows an example from this study. The authors proposed that
the propensity for void nucleation at the grain boundary is proportional

to the grain boundary displacement induced by the twin/grain-boundary

intersection,

A= t<btwin : ngb) (9)
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Figure 19: The relationship between stress state, geometry, and the slip and twinning
systems across a grain boundary are illustrated. This schematic is from reference [134].
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Figure 20: (a) A schematic of the void nucleation mechanism proposed by Zhang et al. [162]
is shown. (b-d) The distribution of tensile stress in the Y direction at strains of (b) 3.3%,
(c) 3.4%, and (d) 3.7% are shown. Twin growth is apparent in (b), the twin collides
with the GB in (c¢) and the nucleated void is shown in (d). This figure is adapted from
reference [162].

where the details of the geometry are shown in Figure 20(a). As this displace-
ment increases, so too does the local tensile stress at the grain boundary, as
shown in Figure 20(c-d). This implies that thicker twins promote void nu-
cleation.

To conclude this section, the problem of intergranular ductile failure is
considered as it is instructive for how microstructural changes near grain
boundaries affect both the fracture mechanism and material properties. This

situation is commonly observed in 7000-series aluminum alloys but can occur
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in any alloy where precipitate-rich grain-boundaries surrounded by precipitate-
free zones [163-167]. Precipitation of second-phases along the grain boundary
creates a strong but brittle hard region along the grain boundary surrounded
by a relatively soft precipitate-free zone (PFZ) with a lower yield stress but
higher work-hardening rate than the grain boundary or grain interior.
Regarding material properties, it is generally observed that intergranular
precipitation weakens the grain boundary and decreases material toughness
and ductility [168]. Additionally, the likelihood of intergranular fracture
increases with increasing stress triaxiality. Strain-localization within the
relatively-soft PFZ either leads to void nucleation and coalescence within
the PFZ or particle debonding and fracture along the grain boundary. Both
cases lead to intergranular fracture. This mode of fracture has been examined
using a variety of experiments, including in-situ tomography using Gallium-
wetting along Al grain boundaries to highlight the crack path relative to the
grain boundary [168, 169]. Models of the process, considering the PFZ and
the grain boundary as separate phases have been proposed and reviewed in
some detail by Pardoen et al [165]. More information on this phenomenon

can be found in the reviews provided in references [165, 166, 170]

2.4. Voud nucleation at second-phase particles and inclusions

Second-phase particles and inclusions are the most commonly observed
sites for void nucleation during ductile rupture. These can play two distinct
mechanistic roles in void nucleation, producing voids via particle cracking
or via interfacial decohesion [171]. A trend in decreasing fracture toughness
with increasing particle content and fracture toughness has been observed in

some materials, though directly linking the two is non-trivial and this topic
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will be discussed in some detail in Section 4.1. Additionally, the properties
of the particles relative to the matrix, e.g. yield strength, have a profound
effect on fracture toughness. A common example is the significant increase
in fracture toughness observed in steels when sulfur is gettered as particles
containing calcium, titanium and carbon, or lanthanum [172-174]. Thus,
knowledge about the content, distribution, and nature of particles within an
alloy, including recycled alloys [175], is critical to understanding its failure.
The effects of particle properties on void nucleation are discussed in detail in
Section 3. This section instead focuses on the mechanical drivers for particle-
stimulated void nucleation within the matrix.

It has long been held that the mechanical drivers for particle-stimulated
void nucleation are created by local plastic deformation at or near the par-
ticle/matrix interface. However, the specific deformation-induced defects as-
sociated with cracked and debonded particles are understudied, partially
because characterizing these defect states, either experimentally or compu-
tationally, was a significant challenge until the last decade. Recent advances
in experimental and modeling capabilities enabled several studies of the
relationships between particle-stimulated void nucleation and deformation-
induced defects. This section reviews these investigations, beginning with
observations of void nucleation by particle fracture. The subsequent section
examines void nucleation by particle debonding.

Many studies of particle-stimulated void nucleation have examined how
particle size, shape, and volume density affect the critical stress and strain
for void nucleation. This includes numerous investigations employing XCT

to characterize void nucleation in-situ, including references [31, 176-187].
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While these studies have provided significant insights into the mechanical
conditions governing void nucleation, they provide little insight into the re-
lationship between deformation-induced defects and particle-stimulated void
nucleation because XC'T cannot resolve microstructural features such as grain
boundaries, twins, dislocations, or vacancies. Hence, these studies are not
covered in the current review. More information on this topic can be found
in the classic review articles in references [50, 51, 56] and the recent reviews
of Pineau et al. [16, 188], the latter including data from in-situ XCT studies.
Some of these works are revisited in Section 3, and relevant studies using
tomography techniques to examine how deformation-induced defects affect

void nucleation are presented here.

2.4.1. Void nucleation by particle fracture

Particle cracking depends on achieving a critical stress in the particle [56,
177] (see Section 3.2). The critical stress is produced by coherency stresses
between the deforming matrix and the particle and by interactions with local
crystal defects such as twins. For example, deformation twins were observed
to cause cementite platelets to crack in ferritic steels tested at low temper-
atures [189]. In contrast, cracked platelets were not observed in specimens
tested to the same stress level in the absence of twinning, which was ob-
tained by testing specimens at room temperature. Studies of void nucleation
in interstitial-free steel demonstrated twin/particle intersections were also
preferential sites for particle fracture [190]. An example of this is shown
in Figure 21. Beevers and coworkers demonstrated that specific twin types
are associated with fracture of hydride platelets in zirconium [191]. Both

{1012} and {1121} twinning was observed, but fractured platelets were only
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Figure 21: An optical image of a particle located in a grain boundary that is fractured
at the intersection with a deformation twin is shown. Two cracks can be seen within the
particle. This image was adapted from reference [190].

associated with {1121} twins. The reason(s) for this were not determined.

For materials that deform by dislocation slip, it has historically been
assumed that dislocation pile-ups enable particle fracture and decohesion,
e.g. see the work of Ashby [192]. Both Gell and Worthington [190] and
Barnby [193] reported observations of cracked particles associated with in-
tense slip band markings. An SEM image of a cracked particle associated
with slip bands in an austenitic stainless steel (316) is shown in Figure 22. In
Al 6061-T6, Gross et al. observed that slip bands intersected many particles,
but void nucleation by particle fracture was only observed at a handful of such
particles [194]. Examples of fractured and unfractured particles are shown in
Figure 24. In these studies, dislocation boundaries likely also formed during
deformation. These are not visible using the secondary electron and optical
imaging techniques employed in these studies.

Dislocation pile-ups may cause particle cracking by creating a stress con-
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Figure 22: (An SEM image of a cracked carbide associated with slip bands in an austenitic
stainless steel strained to 26% is shown. This image is from reference [193].

centration at the particle/matrix interface [138, 139]. However, there is still
no direct evidence for this. Dislocation boundaries may play a similar role,
as it was recently observed that fractured Fe-intermetallics in Al 6061-T6 are
surrounded by high densities of dislocation boundaries [195].

The in-situ X-ray nanotomography study by Chawla and coworkers [196]
indicates that dislocation/particle interactions are critical to understanding
particle cracking. Size-dependent deformation modes were observed for ¢’
precipitates in an Al-Cu alloy, with small precipitates cracking and large
precipitates deforming. It was further observed that cracked 6 precipi-
tates were associated with dislocation pile-ups. Note that 6 precipitates
are semi-coherent. For large 6’ precipitates, it appeared that the stresses
associated with dislocation pile-ups were insufficient for particle cleavage;
instead, pile-ups caused localized lattice rotation that eventually created dis-

location boundaries. It is unclear if these observations can be extended to
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Figure 23: SEM images of Fe-intermetallics in an Al 6061 are shown. Images in (a) to (d)
show a series of images of the same particles during deformation. Slip bands intersected
these particles but none were observed to debond or fracture. Images in (e) and (f) show
a particle before and after fracture, respectively. The location of fracture coincides with
the intersection of a slip band. Due to the geometry of the test specimen, measurements
of strain were not made at each loading step. The labels D0, D1, etc. refer to the initial
state, the first step of deformation, and so forth. These images are from reference [194].
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rigid, incoherent particles [176].

Failure at second phases, e.g. martensite, can be considered as a special-
ized case of failure at second-phase particles. Cracking and/or debonding
associated with the relatively brittle martensite phase in ferritic-martensitic
dual phase (DP) steels is one of the most studied examples of this. The
primary damage mechanism in these steels depends on the volume frac-
tion of martensite. At low volume fractions of martensite, the dominant
mechanism is decohesion at ferrite/martensite interfaces, with cracks sub-
sequently following ferrite grain boundaries [197, 198]. At high martensite
volume fractions, the dominant mechanism is micro-cracking of martensite
islands [198, 199]. In-situ digital image correlation (DIC) indicated that
micro-cracking occurs at martensite islands intersected by highly strained
regions within a ferrite grain, i.e. strain “hot spots” [200]. EBSD and sec-
ondary electron images suggest that both dislocation boundaries and slip
bands formed in ferrite grains, though it is unclear if either of these were
associated with martensite cracking [200]. Recently, combined in-situ mi-
croscopy and crystal plasticity modeling demonstrated that void nucleation
in some dual-phase steels is due to substructure boundary sliding triggering

damage at or near the ferrite/martensite interface [201].

2.4.2. Void nucleation by particle debonding

Dislocation boundaries appear to play an important role in void nucle-
ation by particle debonding. Using TEM and EBSD, Noell et al. observed
that debonded CuO, particles in a Cu material were consistently associ-
ated with the intersection between the particle and at least one dislocation

boundary [117]. An example of this is shown in Figure 24. In interstitial-free
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steels containing TiN precipitates, Kestens and coworkers [202] observed that
particle delamination occurs at approximately the same macroscale strains
(15-25%) as the transition from low-angle to high-angle cell block boundaries.
EBSD data from this study suggests that particle delamination generally be-
gan at or near the intersection between particles and dislocation boundaries,
though more detailed analysis is necessary to better establish this interpre-
tation.

Void sheeting is a specialized case of particle debonding whereby ‘sheets’
of voids nucleate in bands of intense shear between pre-existing voids [203].
This mechanism of void coalescence often sets the unstable end of catas-
trophic failure [15]. Void sheeting was covered thoroughly by Van Stone et
al. [170] and Garrison et al. [204] in their reviews and will thus only be
discussed briefly here. Key characteristics of void sheeting include the ne-
cessity presence of localized areas of elevated strain and a second population
of closely-spaced microstructural features for void nucleation, e.g. submi-
cron dispersoids [204]. For example, in Al 2000 and 7000 alloys nucleate by
interfacial decohesion of the closely-spaced submicron dispersoids found in
these materials [205, 206]. This occurs after voids form at large intermetallic
constituent particles and only within shear bands between these voids. Sim-
ilarly, Cox and Low observed sheets of secondary voids connecting debonded
MnS inclusions in 4340 steels [171]. These secondary voids nucleated by de-
cohesion of submicron cementite precipitates lying along martensitic platelet
boundaries. The observation that these submicron dispersoids are not as-
sociated with voids except in the case of void sheeting indicates the critical

role that localized slip plays in nucleating voids [171]. This mechanism re-

53



mains challenging to model, as the model must account for both deformation
localization and void nucleation [207].

Several authors have studied void nucleation by particle debonding in
defect-free crystals using MD. Two different behaviors have been observed
based on crystallography. In FCC metals [208-211], void nucleation begins
with crack formation at the particle interface followed by dislocation emission
from the crack tip. In HCP and BCC metals [212], cracks appear to first
nucleate in the matrix away from the particle interface, which then drive
crack formation at the interface. It is important to note these simulations
involved high loading rates and/or stresses exceeding 1 GPa; it is not clear
if the same trends would be observed at lower strain rates/stresses.

One finding of note is the observation of two different debonding modes
by Zhao et al. [25], as depicted in Figure 25. Under conditions of constant ap-
plied hydrostatic stress, the authors observed that an interfacial crack first
nucleated as a small cluster of vacancies (atoms with excess volume) and
subsequently grew via a so-called lattice trapped (brittle) fracture mecha-
nism. The authors were able to fully characterize a rate law for thermally
activated lattice-trapped debonding and demonstrate that it may be opera-
ble under typical quasi-static loading conditions. After reaching a critical
size, dislocations emitted from the crack tip leading to dislocation-mediated
debonding.

As a final note, we point out that ab initio techniques (e.g., density func-
tional theory) have also been applied to the particle decohesion problem. In
particular, interfacial strengths and works of separation [213, 214] have been

computed for a variety of interface types. Often the interfacial strengths from

o4



Dislocation
boundary

]
Diffuse dislocation
network

Figure 24: A TEM micrograph showing a debonded particle intersected by a dislocation
boundary in a Cu material. This image is from reference [117].

these calculations exceed 10 GPa—far larger than the ultimate strength of
structural metals. How to incorporate these fundamental atomistic proper-

ties into higher length scale models for particle decohesion is unclear.

2.5. Summary

In metals that deform by slip, second-phase particles and inclusions are
the most common sites for void nucleation. In metals that deform by twin-
ning, the intersections between twins and other microstructural features, in-
cluding particles, grain boundaries, and other twins, are important sites for
void nucleation. In particle-free metals that deform by slip and in some
materials containing relatively few, small particles, vacancy condensation

and subsequent growth by dislocation absorption along dislocation bound-
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Figure 25: MD simulation snapshots of particle delamination. Blue atoms are associated
with a crack. (a) Initial appearance of a small crack involving a few atoms. (b) Subsequent
growth of the crack via lattice-trapped delamination. (c) Initial appearance of dislocations
at the crack tips. (d) Rapid crack growth via dislocation-mediated delamination. Green
lines are Shockley-Read partial dislocations. Med atoms are associated with stacking faults.
This figure is taken from Reference [25].



aries appears to be the primary mechanism for forming voids. In all three
cases, it is clear that deformation-induced defects, including vacancies and
dislocation boundaries, contribute to void nucleation. For example, rather
than grain boundaries, the dislocation boundaries created by deformation
are the primary site for void nucleation in particle-free materials that deform
by slip. In particle-free materials that deform by twinning, voids typically
nucleate at deformation-twin/grain-boundary intersections. There is increas-
ing evidence that particle fracture and debonding are also associated with
dislocation boundaries and deformation twins. Without question, there is
competition between the various void nucleation processes discussed in this
section. The competition between particle fracture and debonding is well
documented (see next Section) and is known to depend on the strength of
the matrix or, in the case of dual-phase steels, the strength of the material.
Competition between void nucleation at particles and particle-free nucleation
has been observed, with particle-free nucleation occurring more readily than
nucleation at second-phase particles in some materials. There is also likely
collaboration between these mechanisms, e.g. nanovoids formed via vacancy
accumulation may lead to particle debonding. The factors that govern this
competition remain obscure. Lastly, we highlight that the vast majority of
studies to date of void nucleation at the dislocation scale have focused on
particle-free materials or relatively new materials, e.g. dual-phase steels.
Significant opportunities exist to apply the techniques and theory described
in this section to studies of void nucleation in “main-stream” engineering

materials, e.g. Al alloys.
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3. Continuum studies and frameworks for void nucleation

Although the first modeling attempts go back to the 1960s [215, 216],
the modeling of void nucleation gained significant attention after the works
of Tanaka et al. in Japan [217]. These investigations differed significantly
in their approach. Some authors adopted the framework of physical metal-
lurgy [56, 216, 218, 219] with early works being motivated by relating inter-
nal stresses in dispersoid-strengthened alloys to their plastic response. Such
works considered dislocation—particle interactions within the classical theory
of elasticity. Others approached the problem from the point of view of contin-
uum mechanics [217, 220-223]. Results from the two types of approaches are
often compared [51] whereas their respective domains of validity are some-
times quite distinct [224]. Furthermore, not all analyses have considered the
same type of nucleation criterion. Some adopted an energy-based criterion
219, 220] while others a critical stress-based criterion [216, 221-223]. Yet
others used a mixture of the two criterion [56, 217, 218].

With the development of computing power, modeling efforts evolved in
the 1980s and 1990s toward numerical analysis. These used either the finite
element method [225-227] or other methods [223, 228, 229] in the spirit of
the pioneering works of Goodier [230] and Eshelby [231].

Here, we will not systematically discuss the assumptions underlying each
approach or the formulas developed by the various authors. For this, the
reader may refer to the early reviews in [50, 51, 224] or more recent ones
[16]. In particular, Ref. [224] contains an interesting collection of void nu-
cleation criteria developed prior to its publication. In what follows, we are

rather concerned with identifying and compiling first-order effects of material
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properties and loading conditions in void nucleation, irrespective of the basis
(theoretical or experimental) of their establishment.

When void nucleation is mediated by second-phase particles, cavity for-
mation may result from particle cracking or decohesion of the particle-matrix
interface, Figure 3. Particle cracking is particularly favorable in elongated
inclusions loaded parallel to their length. More generally, cracking occurs
roughly perpendicular to the tensile principal stresses (one plane in simple
tension; two in biaxial tension, etc.), or in the case of particles with strongly
anisotropic toughness, along the cleavage plane with the highest resolved ten-
sile stress. The so formed micro-cracks gradually open up, leading to particle
fragmentation. This relaxes local stresses at the matrix—particle-fragment in-
terface. The volume of a so-initiated cavity is thus often smaller than that
of the particle, which remains attached to the matrix at other locations.

Decohesion (in tension) usually begins near the poles along the main
loading direction, see Figure 3. The majority of experimental observations to
date are available under uniaxial tension, but analysis shows that the location
of first void nucleation remains the same under (biased) triaxial tension.
The nascent cavity grows in volume by mere opening of the interface while
propagating along the latter. Some authors have attempted to account for
such details in modeling decohesion [232, 233]. The utility of such refinement
is debatable depending on the particle-matrix system of interest. Here also,
the volume of the formed cavity only exceeds that of the particle if decohesion
is complete.

When void nucleation is not mediated by second-phase particles, it is

thought to typically occur macroscopically in regions of high stress at other
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weak interfaces that induce plastic discontinuities, e.g. at deformation-
twin/grain-boundary intersections. While the details at the microscopic scale
may involve complex vacancy clusters and dislocation/twin structures, see
Section 2, at the macroscopic scale the notion of boundaries separating dif-
ferently strained regions is akin to an Eshelby inhomogeneity problem. Ac-
cordingly, lessons learned from detailed analyses of particle-matrix systems
can be employed. In this case, the particle is replaced with an inhomogeneity
representing the eigenstrain that results from plastic strain incompatibility,
say between two grains, the inhomogeneity being embedded in a homoge-
neous equivalent medium. As will be described where appropriate below,
an approach of this type [234] can be used to analyze void nucleation in
particle-matrix systems [222].

More generally, void nucleation may be characterized as heterogeneous
versus homogeneous. The former is most common at particles and second
phases. Homogeneous nucleation may occur due to cavitation instabilities
235, 236] or vacancy condensation [117, 118]. Many investigations of the
latter are of theoretical nature, but cavitation instabilities are expected at
extremely high stress triaxialities, as would prevail in some high-rate loading
experiments leading to spall fracture [237] and evidence of vacancy conden-
sation has been observed during ductile fracture [117, 118].

Several factors are known or expected to play a role in void nucleation
in general and in particle-mediated cavitation in particular. They may
be grouped in three categories: (i) rheological (elastic mismatch, relative
hardness, relative plasticity, thermal expansion); (ii) morphological (parti-

cle shape, particle orientation, material texture); or (iii) thermo-mechanical
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(stress state, strain state, temperature, strain rate, inertial forces). In order
to bring a more quantitative perspective, some basic definitions are needed.
Note that, throughout this section, we use lowercase superscripts (i, p) to
denote critical values and uppercase superscripts (I, P) to denote driving
forces. The following section focuses on the effects of these factors on void
nucleation. Many of the studies discussed include both modeling and ex-
perimental work, with a focus on how continuum-scale factors influence void

nucleation.
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3.1. Definitions

It is convenient to characterize a matrix—particle system with its relative
hardness [224]:
P
v =o0,/0, (10)

with 05 and o, denoting the yield strengths of the particle and matrix, respec-

tively.
In practice, it is difficult to ac-
15 o .
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However, not only are such stud-

ies scarce in the literature but
Figure 26: Hardness of spheroidized man-
ganese sulfide inclusions versus temperature

in a 0.2% carbon steel. Adapted from [238]. e.g. because of matrix confine-

they are also of limited scope,

ment. Thus, the relative hard-

ness at a given temperature (Fig. 26) is often taken to indicate the propensity

for plastic flow in the particle relative to the matrix. The parameter 9 is a

strength index: ¥ < 1 for soft particles and ¥ > 1 for hard ones. By way of

extension, if the particle is plastically non-deformable (rigid or elastic) then
9> 1.

For non-particulate systems, such as multiphase materials, Eq. (10) may

be used with the softest phase used as reference (matrix) at room tempera-
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ture. Modern hardness characterization techniques, such as micropillar test-
ing, have been used to measure the evolution with strain of ¥, or its coun-
terpart in terms of flow stresses, e.g. [240].

Next, one defines the relative plasticity' v and relative deformation € as
v=_¢"/5 e=2"/¢g (11)

where & and & denote mean effective strain rate and strain, respectively.
Although similar quantities are used in metal forming, the notion of relative
deformability for inclusions seems to have first been introduced by [241]. For
an elastic matrix, the strain and strain rate are uniform in the inclusion [231].
This is not the case in general and only average values over the particle are
meaningful in Equation (11). In the course of loading, both v and € evolve
and are not necessarily equal. The use of one or the other, as a measure of
relative plasticity, depends on the behavior of the matrix.

The relative plasticity of inclusions is indirectly measured based on machin-
ability thus leading to various classes of inclusions with respect to their
temperature-dependent relative plasticity [242]; also see [243] for a recent
overview.

In addition to the notion of relative plasticity (1, v, €), the contrast in
stiffness between particle and matrix can have a large effect on load partition-
ing and stress distribution, especially at small strains. The relative stiffness
EP /E is used to quantify the modulus mismatch in particle-matrix systems.
In comparison, a study by Wilner [228], restricted to spherical particles, has

shown a negligibly small influence of the contrast in Poisson’s ratios.

Lalso known in the literature as relative deformability.
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The concepts evoked above permit a reduced number of rheological pa-
rameters to be highlighted, namely: relative hardness, 1J; relative plasticity,
v; modulus mismatch, E¥/E. This list should be augmented with the hard-
ening exponent of the matrix, n, (or a collection of hardening parameters
in more elaborate characterizations of hardening). In general, the harden-
ing properties of deformable inclusions are not well known and shall not be
discussed further.

In addition to the rheological parameters introduced above, inclusion pa-
rameters, such as the particle volume fraction, mean particle dimensions and
mean particle spacings, as well as thermomechanical parameters, such as
stress state, strain rate and temperature, may all play a role in void forma-
tion. In conventional continuum analyses, no length scale enters the descrip-
tion and morphological parameters are reduced to particle volume fraction,
f¥, and aspect ratios, w". For a remote stress state ¥ with mean stress ¥,
and von Mises effective stress o4, the stress state is characterized by the
dimensionless parameters 1 = X, /Y,, known as the stress triaxiality ratio,
and the Lode angle 6 = % cos™'(—L), with 6 € [0,Z] and L = —2I det (Eiq)

being the Lode parameter and s the stress deviator.
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3.2. Nucleation criterion

In order to analyze the effect of the various parameters introduced above,
it is useful to formulate a nucleation criterion. As in any problem involving

fracture, two conditions are invoked:

1. the free energy must decrease as a result of nucleation, in the simplest
case this means that the released (elastic) strain energy must exceed

the surface energy (necessary condition);

2. the local stress (in the particle if rupture occurs; at the interface if de-
cohesion prevails) must equal the stress required for either the particle
to break or the interface to decohere, whichever mechanism is active

(sufficient condition).

Some early studies [217, 244] had concluded that particles larger than
~ 250A would satisfy the energy criterion when the stress criterion is met.
Montheillet and Gilormini [224] observed that, if more realistic values of
threshold stresses were employed, the formula established by Tanaka et al.
would yield a critical size of order ~ lum. Thus, it is concluded that (i)
a critical stress criterion is sufficient for particles larger than a micron; and
(i) developing such a criterion at such length scales is justifiable within the
confines of continuum mechanics.

The following is therefore postulated:

1. There exists a critical stress for particle rupture, denoted oP, which
characterizes the constituent material of the particle. Fundamentally,
oP? may represent a cleavage stress. More generally, it must be viewed

as an effective stress of brittle fracture in the particle, for example
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because of plastic deformation in it, as is the case for MnS inclusions

[239] or other soft particles.

2. Likewise, there exists a critical stress for interfacial rupture, denoted
ol which characterizes the matrix—particle system. Fundamentally, ol
may represent interfacial separation as would be inferred from universal
binding curves by means of atomistic calculations. More generally, it
must be viewed as an effective stress of brittle fracture at the interface,
including such effects as those of impurities, mixed inclusions, interface

waviness, etc.

Whether the critical stresses should be taken to depend on temperature
is often debated. If, say the interfacial critical stress ol is viewed as the
cohesive strength of atomic separation then it is reasonable to consider it
as independent of temperature. In practice, both ol and oP are considered
effective quantities and in that sense temperature dependence is plausible.
Ultimately, this is a matter of scale and a continuum description alone cannot
settle the issue. For this reason, ol for example may be viewed as depen-
dent upon the cohesive energy of the matrix—particle interface, which can
be altered by metallurgical modifications. The cohesive energy can be in-
creased, for instance by addition of Cr in the MnS—ferrite system [245, 246],
or decreased by segregation of impurities at the interface, e.g. of P in a
carbide—ferrite system [247]. In high-strength steels, the gettering of sulfur
in the form of sub-micron inclusions, such as TiyCS or CrS, clearly affects
interfacial strength, e.g. [248]. For more recent developments in this regard,
see [243] for steels and [249] for intermetallic particles in Al alloys.

The critical stresses o? and ol determine the material’s resistance to void
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nucleation. The driving forces that complete the formulation of concurrent
nucleation criteria are essentially mechanical. They involve the maximum
principal stress in the particle, o1, for fragmentation and the maximum nor-
mal stress at the interface, ol, for decohesion. Fragmentation occurs when

o] = max oy = ob, (12)
Zeve

where it is understood that the maximum of the largest principal stress is
taken over the entire volume VP occupied by the particle. Concurrently,
decohesion occurs when

= rfea;; on =0, (13)

I
n

g

where the maximum of the normal traction is taken over the entire interface
St

Now, consider some arbitrary remote loading with ordered principal stresses
Y1 > Y > Y. Stress concentration factors in the particle and at the in-

terface are defined as

P I
p_ 01 I On
= — == 14
Ri=wn = (14)

where it should be noted that the principal stress directions in the particle
may differ from those of the remote loading. With these definitions, nucle-

ation criteria Equations (12) and (13) may be recast as:
KUY = oP Versus K'Y = o} (15)

Alternatively, inhomogeneity induced stresses may be introduced such that:
of = (1 + )Y and ol = (1 + ¢H)E; where ¢P and ¢! can be deduced from

k¥ and k! and vice versa.
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The problem of void nucleation thus reduces to determining the stress
concentration factors x* and x! for fragmentation and debonding, respec-
tively. Both dimensionless factors may depend on rheological parameters (1J,
v, €, E¥ /E), morphological parameters (w®, f¥') and loading parameters (7T,
L). They also depend on the local configuration of microstructural defects,
as discussed in Section 2. These latter dependencies are not discussed in
this section. The extent to which each of the other parameters affect void
nucleation, understood in the realm of concentration factors, is discussed

below.
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3.3. Effect of yield strength

There have been quite a few attempts to study the influence of matrix
hardness, as measured by yield strength, on void nucleation. Much of this was
pioneered by several works at Carnegie Mellon University. Reviews dating
back to the late 1980s [50, 51] mention Psioda’s work [250] on steels, but there
were others concerned with Al alloys, e.g., [251]. Psioda employed adequate
heat treatments to vary the yield strength of grade 300 maraging steels in
the range ~ 720-2070 MPa. The morphological parameters of the Ti,S and
Ti(C,N) inclusions were common to the series of steels and their interfacial
strength presumably remained unaltered. In each heat, Psioda measured the
fraction of inclusions with voids at various strain intervals to fracture. Van
Stone et al. [50] as well as Garrison and Moody [51] infer from the data that
void nucleation occurs at lower strains in higher strength materials®>. The
conclusion is reasonable but inferring it from Psioda’s data seems far fetched
because the notion of a nucleation strain is elusive. Psioda’s experiments are

quite original and may be used to infer the following:

1. When the fraction of Ti,S inclusions with voids, fyuc, is plotted against
the effective plastic strain, as in Fig. 3 of [51], the data suggests that
(i) at yield, between ~19 and ~35% of particles have already nucleated
voids depending on the heat; and (ii) increasing material strength favors

nucleation over a wider population of particles.

2. When the same volume fraction is plotted against the applied true

2In [51] this is explicitly stated p. 1038, yet rather curiously contradicted by their
summary p. 1043.
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tensile stress, as in Fig. 11 of [50], it becomes evident that as the
strength of the steel increases “a higher applied stress is required for
nucleation.” Also, the increase in flow strength beyond initial yield
further increases fuu. (over 80% of particles have nucleated voids in the

strongest heat, compare with < 60% in the solution treated steel).

3. Examining further the raw data in [250] reveals that: (i) Strain hard-
ening remains unchanged with increasing strength, a factor that is not

always independently controlled in experiments. (ii) The nucleation

(a) (b) (c)
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Figure 27: Schematic void nucleation curves in maraging steels. (a) Fraction of
Ti(C,N) particles with voids, fuue, versus effective plastic strain. (b) fuuc versus
applied stress for Ti(C,N). (c¢) fouc versus applied stress for TiyS. Adapted from
[250].

curves for the titanium carbo-nitrides are qualitatively similar to those
of the titanium sulfides (Fig. 27c) with the major difference that the
fuue versus stress data roughly follow a single master sigmoidal curve
(Fig. 27b), unlike for TiyS (Fig. 27c¢). (iii) The fraction of Ti(C,N)
particles with voids at zero strain is 5%; compare with 19% for Ti,S.
(iv) The Ti(C, N) particles are equiaxed whereas the TiyS are not. (v)

There was a third population of inclusions: < 0.1um TiC particles with
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a volume fraction of ~ 1%; compare with 0.24% for TisS and 0.08%
for Ti(C,N). (vi) The three highest strength steels had aging-induced
~ 0.1pum coarser precipitates, believed to nucleate voids late in the

fracture process, just like the TiC particles.

Two additional complicating factors enter into play in interpreting Psioda’s
data, which were not addressed in [250] or previous reviews. The first is that
significant nucleation appears to have occurred before macroscopic yield —
unless that was due to processing— but no measurements were made in the
elastic regime. On the potential effect of modulus mismatch on early nu-
cleation see Section 3.7. Second, the TiyS particles are soft relative to the
matrix. The effect of relative plasticity is addressed in Section 3.8.

Beyond Psioda’s dated work, it would be fair to say that experiments
investigating the effect of yield strength on void nucleation are still lacking.
The main difficulty is that manipulations of strength usually affect strain
hardening, which as will be shown below (Section 3.4), also has an effect
on void nucleation. A notable example is that of Al alloys [249, 251]. For
aerospace grade alloys (2000 and 7000 series) the decrease in toughness that
accompanies the increase in yield strength is commonly interpreted by the
loss of strain hardening capacity, which leads to an increased propensity for
premature failure due to shear band formation in age-strengthened alloys,
e.g. [251]. The effect of material strength has also been indirectly studied by
varying the test temperature, e.g. [222], but that assumes that other effects
do not come into play.

A more conclusive, albeit qualitative, effect of matrix hardness on void

nucleation in Al alloys was demonstrated using model materials [252]. With
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increasing matrix strength, the mode of nucleation changed from particle
decohesion at low strength (Fig. 28a) to particle cracking at high strength

(Fig. 28b). Whether this mechanism transition is consistent with observa-

Matrix: pure aluminium Matrix: 2124 alloy

—

L o
—

L

Figure 28: Void initiation in tension of model metal matrix composites observed
by high-resolution X-ray tomography. (a) Particle-matrix decohesion in a soft
matrix (pure Al). (b) Particle cracking in a hard matrix (Al 2124). Printed with
permission from Elsevier from [252].

tions of void nucleation in Al alloys is difficult to ascertain given differences
in inclusion rheology, size and shape between the model materials and com-
mercial alloys. The mode of nucleation is rather more sensitive to particle
elongation as well as temperature [249, 251]. On the other hand, the pre-
ponderance of particle cracking in high-strength steels is widely reported

[51, 253].
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3.4. Effect of strain hardening

Separating out the effects of strength and hardening on void nucleation is
generally not possible in experiments. Maraging steels constitute a notable
exception [250]. Some valuable results are also available from theory [222,
229].

Consider a particle-matrix system with, for the time being, hard particles
(¥ > 1) and assume that nucleation does not occur in the elastic regime. As
plastic deformation eventually takes place in the matrix, stress concentrations
in the vicinity of the particle lead to spatially nonuniform strain hardening.
A classical treatment of this effect amounts to an approximate extension of
the so-called inclusion problem [217, 231] to the nonlinear case [222, 234].
The analysis is based on deformation theory and assumes uniform tangent
moduli in the matrix. By way of consequence, the fields are approximated as
uniform inside the inclusion such that ¥ = k! = x and Equation (15) now
simply writes:

kY1 = min(o?, 0l) = o, (16)

Also, the inhomogeneity induced stress is estimated as:

(%1 = kEeo (17)

where ¢ = (¥ = (' as above and k is a shape-dependent factor to be
elucidated further below, E is an effective modulus and e, is the effective

plastic strain. Using a tangent-modulus based estimate for E leads to:

(5 = %% —0,) (18)

where X is the von Mises effective stress, oy, the initial yield stress of the ma-

trix and 8 > 1 a heuristic factor introduced to capture nonuniform and path-
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dependent strain-hardening around the inclusion, not explicitly accounted for
in [234]. To obtain Equation (18), the authors also assumed that the tangent
modulus is much smaller than the inclusion’s elastic modulus. Recalling the
identity k = 1 + (, the nucleation criterion Eq. (16) becomes, in view of
Equation (18):

S+ %(Eeq —o0y) =0¢ (19)

By construction, Equation (19) does not discriminate decohesion from
fragmentation and is only valid in the plastic regime, but it embodies the
effect of strain hardening in a simple way. For a nonhardening material, the
inhomogeneous stress reduces to that due to elastic mismatch (not directly
captured by Eq. (19)). The higher the hardening capacity of the matrix the
larger the inhomogeneous stress and the more likely void nucleation.

The above criterion was tested by the Beremin group against experimental
data for two pressure vessel low-alloy steels with elongated MnS inclusions
as prime nucleation sites [222]. For one steel, data was available for two
loading directions (rolling and through-thickness); for the other steel, data
was available for three temperatures in the range 77K to ambient. The
results were consistent with criterion (19) in that the slope and intercept
of the fitting line were found to only depend upon the loading direction.
For the slope, this reflects an inclusion shape effect through factor k. For
the intercept, the orientation dependence reflects a change of mechanism
from fragmentation when loading parallel to the MnS stringers to decohesion
when loading perpendicular to them. In particular, a single critical stress
(for fragmentation) was used to capture temperature dependence.

The nucleation criterion, Equation (19) can be rewritten so as to exhibit

74



dependence upon hydrostatic pressure. For axisymmetric loading, the crite-
rion writes:
i+ k' Seq = o (20)
with &' = 2/3+k/8 and o = 0. —ko,/B. A connection may then be drawn
to an earlier model by Argon and co-workers [218], which has also served
as a basis for a phenomenological model that is widely used in structural
analysis [254]. Often, a criterion in the format (20) is used with adjustable
parameters k' and ¢°T. The latter is then strongly temperature-dependent
in materials with thermally activated plasticity, such as BCC metals (via the
temperature dependence of oy). One disadvantage of using Eq. (20) is that
the micromechanical basis underlying the criterion (through & in particular)
is lost.
A pressure-dependent criterion in the format of Eq. (20) is also obtained,
with a different parameterization, if one uses the secant modulus (Xeq/€eq)

(as a crude estimate) for £ in Eq. (17):
Yo + K 'Seq = 0c (21)

with £” = k 4+ 2/3 and the same o, introduced in Eq. (16). However, such a
criterion would lead to a strongly temperature-dependent o. and to inconsis-
tent results given the physical meaning of k; see Fig. 10 and corresponding
discussion in [222].

To date, criterion (19) does not seem to have been critically assessed.
While valuable, the experimental validation offered in [222] has limitations
in a number of respects: neglect of relative plasticity (see Section 3.8 for
more details on this), uniform field approximation, constancy and signifi-

cance of (3, elastic modulus mismatch, to list but the most important factors.
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The assumption of uniform tangent moduli is too strong: it is well known
that mechanical fields are not uniform in the inclusion in the nonlinear case,
e.g. [255]. Accounting for this non-uniformity would enable the propensity
for decohesion versus fragmentation to be apportioned. In addition, in the
Beremin criterion all heurism is included in the factor 8 which represents the
hardening effect. Even considering that the format of Eq. (19) is appropriate,
it is likely that history effects may not be quantitatively captured using a
constant 3. More work could be done to elucidate this effect.

Since accurate analytical estimates have remained elusive, various au-
thors have resorted to computations with varying degrees of idealization
(221, 225, 228, 229, 256]. Salient features of the computational estimates by
Lee and Mear [229], were given in [257, 258] and are worth recalling here in
context. These authors have employed a variational principle [259, 260] com-
bined with a spectral representation of matrix deformation fields within the
approximation of deformation theory. In spite of this limitation, the method
is efficient in probing the parameter space and accurate for the problem at
hand (no decohesion is modeled per se, hence no unloading).

Unlike Beremin-like models, the Lee-Mear analysis provides data relevant
to both decohesion and fragmentation. Fig. 29 shows how the stress concen-
tration factors k¥ and x! evolve with strain for two values of the strain hard-
ening exponent (in a Ramberg-Osgood law) and two particle aspect ratios.
From Fig. 29a and other results in [229], it appears that strain hardening has
a negligibly small effect on stress concentration in the particle. A result of
this sort would be difficult to ascertain on the sole basis of experiments. As

for stress concentration at the interface, Fig. 29b, the effect is just as neg-
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ligible for spherical particles (w® = 1) but becomes increasingly important
for elongated particles, as illustrated here for w" = 7. However, the latter
trend may not be as significant in practice because elongated particles loaded
parallel to their axis typically undergo fragmentation, not decohesion. Under

P

such circumstances, nucleation is governed by the hardening-insensitive <",

Fig. 29a.

0 001 0.02 0.03 0.04 0.05 0 0.01 0.02 0.03 0.04 0.05
Effective strain, geq Effective strain, €eq

Figure 29: Effect of the strain hardening exponent n on stress concentration (a)
inside the particle; and (b) at the interface, for spherical (w® = 1) and elongated
(w® = T7) elastic particles using E¥/E = 2. Case of uniaxial loading. Adapted
from [229].

Analytical criteria that match the trends in Fig. 29 are still elusive. How-
ever, it is worth mentioning the attempt by Babout et al. [252] to distinguish
between decohesion and fragmentation®. The formal basis is an earlier esti-
mation of internal stresses in composites [261]. In their model, decohesion

is taken to be strain-driven and, in their implementation, it is assumed to

3Unfortunately, the authors in [252] did not seem to be aware of the work of Lee and
Mear [229].
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begin at incipient plasticity. Because decohesion is immediate, they model
stress relaxation in the particle using an effective stress concept so that the
competition between the two mechanisms reduces to continuing decohesion
until complete relaxation versus a switch to fragmentation upon attainment
of a critical stress. An attractive feature of their model is a void nucleation
mechanism map. However, the model is not general enough to be used and
suffers from several weaknesses. Perhaps the most important one is that
it deals with the average stress in the particle. This implies that the only
way to discriminate among nucleation mechanisms is through the “effective”
threshold conditions (recall that a critical stress for fragmentation is used
but no critical interfacial stress per se). In actuality, stress concentration
inside the particle may far exceed that at the interface (Fig. 29); this alone
may be mechanism-discriminant, even if the critical stresses at the interface

and inside the particle were the same.
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3.5. Effect of stress state

A maximum principal stress criterion, Eq. (12), or a maximum normal
interfacial traction criterion, Eq. (13), imply some dependence of void nucle-
ation upon the state of remote stress. For example, the effect of hydrostatic
stress (or negative pressure) is apparent in the format of Eq. (20). More gen-
erally, to the extent that the nucleation process can be viewed as isotropic,

Equation (15) may be rewritten as:
2
K T+§COSQ Yeq = O¢ (22)

where superscripts are dropped for simplicity so that o, refers here to either
decohesion or fragmentation and s the corresponding concentration factor.
The stress state is fully described by the dimensionless parameters 7' (stress
triaxiality) and L (Lode parameter). Notable stress states include: axisym-
metric loading with a major axial stress (arbitrary 7" and § =0 or L = —1);
axisymmetric loading with a major radial stress (arbitrary 7" and 6 = 7/3 or
L = 1); plane strain loading (arbitrary 7" and § = 7/6 or L = 0), including
simple or pure shear for which 7" = 0.

Only under the first type of loadings have estimates for x been systemat-
ically obtained [229]. Clearly, for non-spherical particles the process cannot
be isotropic and criteria (22) must be viewed as approximate in that regard.
Fig. 30 shows typical evolution with strain of the interfacial and particle
stress concentration factors over a range of triaxialities.

Clearly, the stress concentration is more intense under uniaxial loading
(T = 1/3) and gradually decreases with increasing triaxiality. This trend

holds irrespective of the particle aspect ratio w®, the modulus mismatch
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Figure 30: Effect of the stress triaxiality ratio T under axisymmetric loading on
stress concentration (a) inside the particle; and (b) at the interface, for spherical
(w® = 1) and elongated (w® = 7) elastic particles using n = 0.2 and E¥/E = 2.
For both sets of results T" increases from top to bottom curves. Adapted from [229].

EP/E or the strain hardening exponent n. Note in passing the effect of
particle elongation; also see Section 3.6 below.

The fact that high stress triaxiality leads to less stress concentration does
not imply that void nucleation is favored at low triaxiality. What is of par-
ticular importance here is that the driving stress increases with increasing
triaxiality. This is not immediate from Equations (12) and (13) or the ba-
sic form (15) of the nucleation criteria. However, this becomes clear having
expressed the latter in Eq. (22). For the results shown in Fig. 30, the Lode
angle § = 0 and, at any stage of deformation, the von Mises effective stress
Yeq entering Eq. (22) is basically equal to the flow stress of the matrix (dilute
limit of isolated particles). As the triaxiality 7" increases, k clearly decreases
(Fig. 30) but the driving stress is set by the product x(T'+2/3) and increases

within the range considered.
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There are practical implications to Fig. 30 and like results. If plots of 3¢
versus effective strain e, were available it would be apparent that the critical
stress 0. would be attained at significantly lower strains as the triaxiality
increases. In general, however, such plots are not readily available from
experiments and the question of whether void nucleation truly depends on
the hydrostatic stress (or negative pressure) has long been debated in the
literature. Unfortunately, the issue has often been summed up in a rather
confusing way in some influential work [221, 253|, probably pervading to
the present day. Typically, experimental data has been presented in one
of two ways when investigating void nucleation criteria. In the first, e.g.
250, 253], the fraction of particles with voids is plotted versus the remote
strain or remote applied stress; see Fig. 27 for instance. A variant of this
method directly reports the void volume fraction [262, 263] or the number
fraction of voids [264, 265] versus strain. In the second, threshold curves are
plotted in stress space using appropriate measures, aided by finite element
computations of local fields [221, 222, 266].

In general, a void nucleation theory rooted in the framework outlined in
Section 3.2, as specialized in Eq. (22), leads to a nucleation strain that is a
strongly decreasing function of triaxiality. Let us now examine whether the
body of experimental data accumulated since the 1970s allows to verify or
falsify such predictions. The early experiments of Cox and Low [253] support
the thesis of a strong effect; see for example [51]. Their data for a commercial
purity 18 Ni maraging steel are replotted in Fig. 31. Comparison is made
between data collected using smooth specimens (low triaxiality: 1/3 prior

to necking then gradually increasing post-necking) and notched specimens
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(significantly higher triaxiality). In smooth specimens it takes up to a strain

(a) (b) ()

, Yipp (ksi)
fnuc fnuc 350
ol ) e smooth
: LOF 325 1 anotched
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Figure 31: Void nucleation curves in a maraging steel using (a) the true strain and
(b) the average applied stress, as the independent variable. (c) Tensile curves for
the steel. Adapted from [253)].

of ~0.6 before all inclusions in the zone of interest have nucleated voids,
Fig. 31a. By way of contrast, the strain hardly exceeds 0.1 in the notched
bars before the same stage is attained.

Interestingly, Cox and Low [253] state: “[Their| Fig. 8 [i.e. Fig. 31b here]
demonstrates that the level of tensile stress triaxiality has no measurable
effect on void nucleation in these maraging alloys.” This view, which has
pervaded in segments of the literature, is founded in their replotting the
data in terms of the average applied stress F'//A with F' the applied load
and A the current area at the neck or the notch root, Fig. 31b. In doing
so, the data for smooth and notched bars collapse into a single curve and
Cox and Low seem to infer the absence of a triaxiality effect from this. This
reasoning is obviously faulty*. As stated in opening this section, an effect of

the major principal stress, with F'/A as a surrogate in the experiments, im-

4The authors may have revisited their interpretation of their own experiments in [50].
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plies pressure-sensitivity. In essence, the results of Fig. 31b and the like only
give credence to the fundamental character of a maximum principal stress or
interfacial traction criterion. Then, combining the theoretical results about
stress concentration, Fig. 30, with the actual tensile stress levels, Fig. 31c,
demonstrates that the driving stress is much higher in notched specimens
than in smooth ones, thus resulting in the outcome of Fig. 31a.

Curiously, Argon has entertained a similar confusion in his final work on
the topic [221] synthesizing earlier research by his group [218, 267, 268|.
Adopting the general form of Equation (13), his criterion for interfacial

debonding reads (using our notation):

| |
O'H—O'C,

with 0} & Yeq + X (23)

I

The interfacial stress o,

was estimated using the threshold method, which
relies on hybrid experimental and computational input. The experimental
basis consists of round tensile bars with artificially machined necks [218§]
deformed to fracture. The spatial threshold corresponds to a distance from
the fracture surface at which the density of separated particles has vanished.
At such locations, deemed critical, the hydrostatic stress 3., and the effective
plastic strain, e.,, were evaluated from finite element calculations [268] so
that the local flow stress ¥eq(geq) could be evaluated. Then, according to
the nucleation criterion in [267], reproduced in Equation (23), the critical
interfacial stress ol was determined as the sum of the so-computed 3, and
Yeq- In Fig. 11 of [221], Argon summarized all data for the first time by
plotting o! for up to eight levels of superposed hydrostatic tension X, and

three materials (two steels and a Cu alloy). The data unequivocally gives

credence to a critical interfacial normal stress criterion. However, Argon
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notes: “The data which do not fit the straight-line form suggested by equation
(11)° [...] suggest that for the range of mean normal stress applied in these
experiments the effect is not as large as was expected.” The effect is just as
large as expected, but the lines in his Fig. 11 were ill-conceived.

Argon’s criterion in Eq. (23) delivers a precise (and accurate) prediction
of the triaxiality effect. Recasting it in the format of Eq. (22) with # = 0 one
gets:

1

k=1+—3— (24)

T +2

which gives values slightly smaller than the steady-state values of Lee and
Mear [229]. Limited to spherical particles, the above analytical estimate has
practical value.

In a paper that is mostly known for the cohesive zone methodology,
Needleman [226] introduced putative notions of void nucleation strain and
effective void nucleation stress. He obtained results that clearly show a de-
creasing nucleation strain with increasing triaxiality. His results are, however,
limited to 7' > 2/3 and nucleation by decohesion. As discussed by Benzerga
and Leblond [269], a triaxiality of 2/3 is the limit below which complete de-
cohesion would be impossible and Needleman’s nucleation strain would be
infinite. Needleman also hypothesized that the effective nucleation stress be
significantly smaller than the critical stress o., which is the counterpart of
the peak cohesive strength in his model. To date, this proposal does not
seem to have received the attention it deserves.

Figure 32 illustrates the phenomenon of void locking by the particle,

>The reader will note that Eq. (11) in [221] is erroneous. The correct form is that of
Equation (23), which is the same as Eq. (6) in [267] or Eq. (1) in [218].
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which typically occurs for T' < 2/3. The situation corresponds to an oxide
in the neck of a high-strength low alloy steel tensile bar loaded in situ [270].
Strain incompatibility between matrix and particle induces transverse com-
pression such that decohesion cannot be complete. A sophisticated analysis
of void locking may be found in [271, 272]. For a triaxiality above 2/3, in-
terfacial tractions are all tensile, but it may take even higher triaxiality to

reach the interfacial strength around the particle for complete decohesion.

Figure 32: Void nucleation by decohesion in tension. Adapted from [270)].

Investigations of the third stress invariant (or the Lode parameter L)
on void nucleation remain scarce. Horstemeyer and Gokhale [273] posited
a model motivated by fracture mechanics applied to an incipient crack (in
the particle or at the interface). Their criterion includes dependence upon
both T and L, but that only enters because of an assumed dependence of the
flow stress upon 7" and L. Other (micromechanical) studies did not set out to
explore the effect of L; yet some trends may be inferred by comparing various
results. Most analyses considered axisymmetric stress states (arbitrary T >
1/3; L = —1) [226, 229]. However, the first detailed finite element study by
Argon et al. [267] focused on plane strain states (arbitrary T > 0; L = 0).
The fact that their estimate of stress concentration (see Eq. (23)) is close
to that of Lee and Mear suggests a weak effect of the Lode parameter. In

addition, if their basic estimate obtained for pure shear holds irrespective of
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L then the stress concentration factor in shear is at least 1.5. This result
complements the findings in [229], which did not consider shear dominated
loadings. Systematic analyses are needed to ascertain this.

Figure 33 illustrates the process of particle debonding under shear-dominated
loading. A state of pure shear being equivalent to tension and compression
along diagonals, the debonding process is similar to that in tension at an
angle. Here too, locking by the inclusion occurs since the triaxiality (nil in
shear) is lower than 2/3. One quantitative difference with tension is that
it takes much more straining under shear to cause visible decohesion. One
reason for this may be the lack of a driving force for growing the nascent

void cap, given the low triaxiality that prevails in shear.

68% 88% 92% 95%

Matrix

Figure 33: Void nucleation by decohesion in shear. Adapted from [270].

Given a mechanism of nucleation (decohesion versus cracking), the effect
of stress state may be understood based on what precedes. Whether the
stress state affects changes in the nucleation mechanism itself is very much
plausible. For example, sufficiently brittle particles may break under uni-
axial loading and decohere under sufficient triaxiality. More generally, the
influence of stress state on the mode of nucleation is established, regardless
of the mechanism [224]. If particles were to break in tension perpendicular to
the tensile axis, then in compression they would break due do (local) tensile

stresses induced perpendicular to the remote compression. This constitutes
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a mode of particle cracking which is quite different from tension. It may
explain that larger strains may be needed in compression before the same
fraction of particles with voids are observed; compare Figs. 14 and 15 in

273].
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3.6. Effect of particle shape

Particle shape effects have essentially been confined to particles that can
be regarded as ellipsoidal and the possible effects of sharp corners in crys-
tallographically faceted, cuboidal, plate, or needle-like particles are not here
considered. Further, in this continuum-scale interpretation, the anisotropic
properties of the matrix and particle, as well as the possible interfacial
anisotropies, are also not considered. Nevertheless, even in this first approxi-
mation, particle shape plays a key role in void nucleation. Critical stress cri-
teria based on continuum mechanics are well suited to incorporate this effect.
Indeed, solutions to the inclusion problem lead to explicit, albeit complex, ex-
pressions for the inhomogeneity induced stress in terms of descriptors of par-
ticle shape. The solution is exact in the elastic case [231] or approximate in
the elastoplastic case [234]. The two solutions were employed by Tanaka et al.
[217] and Beremin [222], respectively.

Thus, the Beremin criterion, Eq. (19)
233

X3

involves the shape dependent factor
k(w?) where w? refers to the as-
pect ratio of the particle modeled as
spheroidal, Fig. 34.

In fact, the expression for k de-

0 Y11 pends on the relative orientation of

\

. ox the particle with respect to the load-
11
ing; see Fig. 35. To illustrate the ef-
fect of w®, consider the case of uni-

) ) axial loading. The Beremin stress
Figure 34: Spheroidal particle under re-

mote axisymmetric loading. The aspect

ratio w® is defined as the magjor semi—ax'%S
(along x3) divided by the minor semi-

axis, such that w® > 1 for prolate par-

ticles and w® < 1 for oblate ones.



concentration factor then reads:

k o
k=14+-=(1-= ) 25
L-g) @)
For simplicity, take § = 1 and con-

sider a power law hardening matrix with n = 0.1 and a strain of 0.05, which
according to Lee and Mear’s results would correspond to steady state. Then,
for an elongated particle, say w" = 10, the shape factor k is about 8.5 re-
sulting in k ~ 3.4 for longitudinal loading (Fig. 35a) and 2.8 giving x ~ 1.8
for transverse loading (Fig. 35b). For a flat particle, say w! = 0.1, one finds
k = 2.2 and k ~ 1.6 for longitudinal loading (Fig. 35d) and k = 6.4 and
k ~ 2.8 for transverse loading (Fig. 35¢). For reference, k = 1 and k ~ 1.3
for a spherical particle. None of these values is exact but the relative change
shows how effective stress concentration becomes when a particle is loaded
along its largest dimension. For off-axes loadings, Beremin does not provide
explicit formulas. Marteleur et al. [274] have recently proposed a tensorial
reformulation of the Beremin criterion that would enable, in principle, pre-
dictions of void nucleation when the principal axes of loading are not aligned
with those of the particle. They provided, however, no data for such loading
situations.
For a linear elastic matrix, the
stress and strain fields are uniform

ingffe the inclusion [231]. However,

. for|pn elastoplastic matrix the fields

the Beremin criterion is based as-
(a) k(w) =2 (71+ %%) (b) k(w) = 4 (1 + g%) () k=1
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sumes uniform fields inside the in-
clusion. For this reason, the crite-
rion predicts the same stress concen-
tration inside and at the interface
and hence cannot discriminate deco-
hesion from particle cracking. Here
again, recourse to the numerical re-
sults of Lee and Mear [229], which
extend those of Wilner [228], is use-
ful. An example is shown in Fig. 36
depicting the distribution of the in-
terfacial normal traction along the
interface. The results are shown for
two values of the particle aspect ra-
tio and two triaxiality levels. Under uniaxial loading (Fig. 36a), if local
debonding initiates it is much more likely to propagate for spherical particles
than for elongated ones. For high triaxiality (Fig. 36b), the interfacial normal
traction is everywhere tensile and more uniformly distributed, irrespective of
the particle aspect ratio. Therefore, once debonding initiates it will likely
continue to complete separation.

These results have significant implications. For nucleation by particle
fracture, the normal stress is roughly uniform in the meridian plane [229].
However, interfacial debonding is a process with an initiation and a propaga-
tion stage, as evidenced by cell model analyses [226]. Depending on triaxial-

ity, void locking by the particle may prevent complete debonding, typically
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Figure 36: Interfacial normal traction, normalized by remote axial stress Y33, versus the
angle ¢ measured from the xs-axis. Results are shown for two particle aspect ratios,
n = 0.1, E¥Y/E = 2 at an effective strain of E, = 0.03. (a) Uniaxial loading (T' = 1/3);
and (b) T = 8/3. Adapted from [229].

for T < 2/3 [272]. Even at higher triaxiality, the strain range over which
debonding takes place can be significant [226]. Under such circumstances,
the basic format of criterion (13) is adequate for initiation but not for com-
plete void formation.

With this in mind, and referring back to Fig. 29 the effect of particle shape
on stress concentration is perhaps the strongest among all relevant factors
(rheological, morphological or loading related). The higher the aspect ratio
the stronger the stress concentration. While this was shown for particular
values of n and E¥/FE, it holds for any other values. Interestingly, the stress
intensification is even larger inside the particle. To quantify this, Fig. 37

shows the ratio k¥ /x! versus strain for uniaxial loading. As soon as plastic
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flow sets in, stress concentration inside the particle is greater than at the
interface. The difference between ' and &' is enhanced by a large particle
aspect ratio. For a material with a large strain hardening capacity (high
n) stress concentration is enhanced at the interface but not much inside
the w® = 7 particle; see Fig. 29. Hence, a large hardening capacity tends
to decrease the difference between the two types of stress concentration. A
practical implication of these predictions is that if the particle and interfacial
strengths are equal (0P ~ ¢l), then particle fracture would be favored over
decohesion for large aspect ratios. This prediction is largely consistent with

experimental observations.

25
wP=1—
wP =7
2
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K
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Figure 37: Particle stress concentra-
tion factor, k¥, relative to the in-
terfacial stress concentration factor,
kY, versus effective strain E. for uni-
axial loading (T' = 1/3), n = 0.1,
EP/E = 2 and two particle aspect
ratios. Adapted from [229].
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3.7. Effect of modulus mismatch

To our knowledge, there are no systematic experimental studies of the
effect of modulus mismatch between particle and matrix. Therefore, much of
what is known about this effect is based on analysis. Typically, the particle
has been modeled as rigid [226, 267] or elastic [217, 222, 229, 231]. When
modeled as elastic, the particle is generally taken as more stiff than the
matrix. We are not aware of analyses taking into account yielding in the
particle; see Section 3.8 for a summary of what is known about relative
plasticity effects. In what follows, the particle is assumed to be elastic.

If there is no modulus mismatch then any stress concentration would re-
quire the onset of plastic flow in the matrix. If the particle has a higher mod-
ulus compared to the matrix, some stress concentration is expected before
yielding in the matrix. One issue is whether the elastic stress concentration
has any incidence on subsequent stress concentration, that is after matrix
yielding. Fig. 38 reports some results due to Lee and Mear [229] showing the
effect of E¥'/E on the interfacial stress concentration factor. The influence of
modulus mismatch is significant at small strains, but essentially disappears
after sufficient straining.

In general, both x' and ' increase with E¥/E, all things being equal.
Thus, if the critical thresholds are low enough for nucleation to occur at small
strains, then stiff particles would favor nucleation. This trend is consistent
with findings by Tanaka et al. [217]. However, if the critical stress is high
enough for nucleation not to occur before a few percent of plastic strain then
the influence of modulus mismatch would be of second order. Here again,

it is worth noting the convoluted effect of particle shape, Fig. 38b. The
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Figure 38: Interface stress concentration factor, x!, versus effective strain E, for n = 0.2,
uniaxial loading (7' = 1/3) and two values of the modulus mismatch E¥ /E (a) Spherical
particle, w" = 1; and (b) Elongated particle with w® = 7. Adapted from [229].

sensitivity to modulus mismatch is more significant for elongated particles

loaded parallel to their main dimension.
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3.8. Effect of relative plasticity

In steels, commonly encountered particles are oxides, carbides, nitrides
and sulfides. Oxides and carbides are both harder and stiffer than the Fe
matrix. However, sulfides are typically softer. For example, the qualita-
tive difference between the nucleation curves of carbo-nitrides and sulfides
in Psioda’s data (compare Fig. 27b and c¢) may be discussed on the basis
of relative plasticity effects. Indeed, the TiyS particles are soft relative to
the matrix so that ¢ < 1 for all heats considered in [250]. Thus, increas-

ing the strength of the steel amounts to decreasing ¥; cf. Equation (10).

3 Fig. 39 shows the theoretical evo-

250 lution of relative deformation with
2L

€(0) v.  The plotted value €(0) refers
15 ¢

to the initial state. The model la-

beled ‘MS’ is an approximate for-

. : : . mula derived by interpolating Mec-

Relative hardness, 9 Clintock’s results [276] for a linearly
Figure 39: Initial relative applied strain, viscous (Newtonian) behavior and
€(0), versus relative hardness, 9, as pre-
dicted by two models. Model MS: matrix
and inclusion are hardenable; Model GM: ity) [277]. The model labeled ‘GM’

atrix and inclusion are perfectly plastic.
Ij daz)lt); dr}ml:; /2;5/11 reper Y Plast is based on the work of Gilormini

ideal plasticity (extreme nonlinear-

and co-workers [223] assuming per-
fectly plastic phases. Both models compare very well against experimental
results, e.g. [278]. These results show that as 9 decreases, the relative de-

formation of the inclusion increases, thus decreasing the interfacial normal
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stress as well as the maximum principal stress in the inclusion (relaxation
effect). The remotely applied stress 3 must therefore increase before either
nucleation criterion is met, Equations (12) and (13). This may explain the
trend noted by Van Stone et al. [50]. Further discussion of this point will be
provided in Section 4.

Another example where the relative plasticity of sulfides is expected to
play a role is in estimating nucleation thresholds in C-Mn ferritic steels. The
particles of interest are here manganese sulfides (MnS) having either fiber or
disk morphology depending on whether processing is by rolling or forging,
respectively. Based on experimental measurements combined with analysis,
Beremin [222] determined the thresholds for decohesion and particle crack-
ing to be about o ~ 820 MPa and o? ~ 1120 MPa, respectively. These
values were determined based on observations of decohesion when loading
perpendicular to the main axis of the inclusions and cracking when loading
parallel to the inclusions. One issue is why decohesion does not occur under
longitudinal loading since its threshold is lower. Part of the answer lies in the
particle aspect ratio, which induces a stronger intensification of stress con-
centration inside the particle when compared with the interface; see Fig. 29.
However, the results in Fig. 29 are contingent upon the particle remaining
elastic throughout the deformation process. This is questionable for MnS
inclusions on account of their basic properties. Indeed, MnS inclusions are
half as stiff as the ferritic matrix [279] while being just as hard at the ambient
and much softer at elevated temperatures (see Fig. 26). The modes of plastic
deformation of MnS particles have been studied by Van Vlack et al. [239].

Therefore, when the steel-MnS system is deformed (parallel to the parti-
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cles) it is likely that MnS inclusions yield first, thereby leading to significant
stress relaxation, especially inside the inclusions. One implication is that the
threshold stresses o and oP are much closer together, and in fact closer to
the lowest of the two values determined by Beremin since MnS yielding is
unlikely under transverse loading. This fact has been taken advantage of in
analyzing the damage and fracture anisotropy of this class of steels [280, 281]
by assuming early nucleation. This issue deserves more attention for more

general sulfides or other soft particles.

3.9. Size Effects

Void nucleation and early-stage growth span length scales from the atomic
to the micron scale. It is thus expected that size effects manifest in various
ways. What is of particular importance is whether there is a particle size
below which particle-based nucleation is, in practice, unlikely. An equally
important question is whether a large particle size favors or rather inhibits
nucleation. This probably depends on the mechanism of nucleation, decohe-
sion versus brittle cracking. Also, whether a size effect, if any, is affected or
caused by local variations in particle volume fractions has been investigated.
We shall see that on most, if not all of the above listed issues, there is no
consensus in the literature.

Several length scales naturally emerge. The first type is microstructural,
importantly the particle size and to a lesser extent the particle spacing. The
second length scale is deformation driven and is well represented by the
spacing of dislocations in the vicinity of the particle. The third length scale
pertains to the nucleation mechanism itself: a cohesive length if the process

is driven by an interfacial stress or a critical flaw dimension if particle crack-
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ing prevails. Finally, in the case of a steep strain gradient, the geometric
constraints on dislocation plasticity may represent a fourth length scale, not
discussed at length here but reviewed in [282].

We are not aware of any analysis that accounts for all types of length
scales. The problem has been approached in three ways. The basic ideas
and conclusions of each approach are outlined below with an aim to pave the
way for further research on the matter. We note at the outset of this section
that none of these approaches account for the deformation-induced defects

discussed in Section 2 and their influence on particle size effects.

3.9.1. Continuum micromechanics

In the first approach, the only length scale considered is the particle size.
An energy criterion is necessary in that the energy stored in the particle, and
released upon nucleation, must equal or exceed the energy required to form
new surfaces. Since the former scales with the volume of the particle, the
latter with its surface area, the inequality results in a particle size dependent
strain to nucleation. This critical strain is a lower bound. On the other
hand, a stress criterion is often sufficient for nucleation of a void. Within
the confines of continuum mechanics, the driving stress is size-independent
thus resulting in a particle size independent critical strain. Satisfying both
criteria concurrently results in a critical particle size, d.. The energy criterion
governs nucleation for sufficiently small particles whereas the stress criterion
governs nucleation of particles larger than the critical size. The process is
shown schematically in Fig. 40a.

A classical treatment of this sort is by Tanaka et al. [217]. It is limited to

decohesion under remote uniaxial tension and for a spherical inclusion. Yet,
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Figure 40: Strain to nucleation versus particle diameter, as predicted by typical methods
of (a) continuum micromechanics and (b) dislocation plasticity. EC and SC refer to the
energy criterion and stress criterion, respectively.

it illustrates the key trends in terms of size effects, as predicted by this type
of approach. Determination of the critical diameter d. hinges on estimating
the maximum interfacial stress, the critical stress ¢!, the surface energies of
both the particle and the matrix as well as the assumed fraction of the free
surface formed in calculating the change in strain energy (e.g., the size of the
crack). The total stress was taken as the sum of an inhomogeneity induced
stress (modulus mismatch effect) and an internal stress in the particle (due to
plastic deformation being restricted to the matrix). Both components were
estimated using the transformation strain theory of Eshelby [231, 283]. The
critical stress was estimated as the ideal strength of the weaker side (particle
or matrix). Also, the total surface area was considered, although it should
be noted that a putative inclusion was assumed in the cavitated state to
account for partial contact with the matrix.

Using this method, the critical diameter was found to lie in the range
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10-20 nm. This estimate is robust in that it was found to hold for wide
ranges of applied stress (0 to £/100) and particle stiffness (same as matrix
to infinite—rigid). There are reasons to question a continuum analysis at
such a scale. But before doing so in the next section, it is important to note
the uncertainties underlying the above treatment and study their effect on a
better estimate of d..

There is uncertainty in various aspects of the treatment of Tanaka et al.
The stress field based on Eshelby’s solution [231, 283] is likely an overesti-
mation of the actual stress in the nonlinear case. This can be, in principle,
revisited using the results in [222, 234] which better account for plastic re-
laxation. The critical stress taken as either E/10 or E¥/10 is clearly an
overestimation, as pointed out in [224]. Surface energies can be better es-
timated with today’s computational chemistry methods. Finally, Tanaka et
al. took the total surface area of the particle, but as pointed out in [56],
only a void cap opens up at the poles under uniaxial loading and slowly
propagates. On account of all four factors, it is likely that both the stress
criterion estimate and energy criterion estimate would go down, with the
former being affected more by the use of ideal strength as a critical stress
for decohesion. Details aside, some of these factors could lead to an order of
magnitude change in d.. Thus, a more accurate continuum micromechanics
estimate (yet to be fully developed) for d. would lie in the range 100-500 nm,

if not above it.

3.9.2. Dislocation-based approach
Interestingly, the same cut-off d. ~ 10 nm was invoked by Argon et al.

[267] to justify a continuum analysis above it. This could hardly be justified
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based on what we know today about micron-scale metal plasticity [257, 284].
Regardless of the order of magnitude of d., there is consensus that below
d. the continuum approach cannot be relied upon to determine nucleation
thresholds and dislocation plasticity should be used.

Two length scales are included, at least implicitly, in dislocation-based
approaches: the particle size and the dislocation spacing (via the dislocation
density). A well-known theory of this sort is due to Goods and Brown [56].
Their theory predicts a size-independent estimate of the nucleation strain
below a critical size d. and a size-dependent nucleation strain above it. This
trend contrasts with continuum micromechanics, Fig. 40.

In its simplest form, the theory proceeds from the same energy criterion

as Tanaka et al.’s:

VPAeq + SPAy <0 (26)

where e is the elastic strain energy per unit volume stored in the particle,
is the surface energy and A refers to a change from before to after cavitation.
Also, VP and SP denote the particle’s volume and surface area, respectively,
assuming complete decohesion. Their estimate of Aeg) is based on an analysis

by Brown and Stobbs [219] which gives:
*2 b

. «_ b
b With e =a 75ea

Aeg = —pPe (27)

where pP is the shear modulus of the particle and €} is a measure of strain
incompatibility, which is a convenient dimensionless measure of internal stress
[219]. In Equation (27), b denotes the Burgers vector, d the particle diameter,

£eq an effective plastic strain and a a constant close to unity®. Substituting

6The constant a/v/2 was taken as unity in [56] (using the radius d/2 and with eeq
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Eq. (27) into Eq. (26) delivers the critical strain for nucleation:

6 Ay
a? pPh’

8l’luC -

(28)

which is independent of particle size d. Clearly, this result is rooted in equa-
tion (27). Although phenomenological in nature, this relation has a rather
sophisticated micromechanical basis (in the sense of dislocation plasticity)
since €, is related to the number of Orowan loops around the particle. To
account, for partial debonding, Goods and Brown also propose a heuristic
modification that lowers equation (28) without changing the qualitative pic-
ture.

Following Ashby [216] and Tanaka et al. [217], Goods and Brown for-
mulate a concurrent stress criterion for interfacial failure, formally just like
Eq. (13). There is no self-contained exposition of their void nucleation theory,
since the chief concern of Brown and co-workers had earlier been to develop
a physical metallurgy theory of work hardening in particle-strengthened sys-
tems; see [219] and references therein. For this reason, their derivations con-

tain uncertainties’. Since we are concerned with qualitative trends, we have

interpreted as the engineering shear strain), but that is clearly an approximation. In [219]
a/v2=0.7.

"Brown and Stobbs [219] first estimate the interfacial stress under remote shear using
limit analysis but the yield criterion was unspecified; it is likely a maximum shear stress
criterion. If the matrix shear yield strength is used then ¢ ~ 4.2 in Eq. (29). Hence, if 0eq
is taken as the matrix yield stress in tension ¢ = 2.1. If a Taylor correction is assumed,
as Brown and co-workers often do, then ¢ = 1.4. If finally the hydrostatic component of
uniaxial tension is included then ¢ = 1, which is close to other estimates. For reference,
Argon’s finite element calculations and the Lee—Mear estimate would give ¢ ~ 1. However,
there is no indication that any such assumptions should be incorporated in their analysis
[56]. Tt is likely that the discrepancy is due, for the most part, to the fact that the
velocity fields used by Brown and Stobbs are not kinematically admissible in that they are
inconsistent with the remote boundary conditions. The discrepancy is due, at least in part,
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introduced some constants where appropriate. Their criterion is formally

similar to Argon et al.’s [267], and writes Eq. (23):
Ol = COq + X = 0., (29)

where the notation o, is used instead of X, to emphasize that it is the local
flow stress in the vicinity of the particle that dominates in their criterion®.
It is given by:

Oeq = O‘,ub\/ Ploc (30)

where pj,. denotes the local dislocation density, u is the shear modulus of
the matrix and o a material-dependent constant calibrated on experiments®.
The local dislocation density was estimated after complete relaxation using

a plastic zone size used in their upper bound estimate, and takes the form:
Eeq
oc — Y~ 31
P g db (31)

with g a geometric factor'®. On account of both Eqgs. (30) and (31), the stress

criterion (29) delivers a critical strain to nucleation given by:

1 <ai—2m>)2d
Enuec = € - 32
2 g( I b (32

a?c?

to the different particle geometry (square in [219] versus spheres in [229, 267]). A relatively
large value of ¢, hence of stress concentration, is used in the Goods-Brown estimates of
the nucleation strain. Interestingly, Ashby and co-workers have used ¢ = 1 in conjunction
with the Goods—Brown nucleation criterion when constructing fracture mechanism maps
[285].

8We have omitted the flow stress of the ‘background medium’ whose contribution is
small because it scales with the volume fraction of particles. This has no incidence on the
size effect.

9The value of a can be obtained by calibration on: (i) flow stress data giving o &~ 0.19;
or (ii) internal stress data underlying (27)2 giving o &~ 0.13; see [219]. The fact that the
two values are close is good for model consistency.

OFor a plane square particle of side length d, Brown and Stobbs find g = 8/3, which
they then convert to g = 3.3 for a spherical particle of equal volume.
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which, unlike the energy based estimate of Eq. (28), is particle size depen-
dent. In Eq. (32), (.) denotes Macaulay brackets ({(z) = z for x > 0, zero
otherwise).

Model consistency imposes that constant a entering (27), be related to
the other three by: a = ca,/g such that the prefactor in Eq. (32) is in fact
1/a?, which evaluates to 1.0

In this approach, the interfacial stress is nothing but the uniform internal
stress inside the particle, which results from strain incompatibility between

I =

particle and matrix (o,

pes). That the latter evolves parabolically with
the overall plastic strain seems to be supported by experiments and gives
credence to the linear relation between local dislocation density and strain, as
per Eq. (31). Thus, it takes more straining to nucleate at large particles since
stress enhancement increases with the number of dislocations. Everything
in this model hinges on Eq. (31), from which (27), is obtained, so that both
the size-independence of the energy criterion and the size dependence of the
stress criterion follow. Interestingly, the derivation of Eq. (31) bears little
connection, if any, to dislocation plasticity; it relies upon an (inaccurate)
limit analysis in [219].

Two characteristic cutoffs for the particle diameter emerge when the con-
stitutive description resolves the dislocation spacing. The lower cutoff d. is

when the energy criterion and stress criterion are met concurrently. Equating

the nucleation strains in Egs. (28) and (32) gives, taking into account the

1Using the Brown-Stobbs estimates of the constants: o ~ 1/7, ¢ ~ 4.2 and g ~ 3.3,
the prefactor in Eq. (32) evaluates to 0.85 (half of 1.7 since we use the diameter d instead
of the radius; see Eq. (15) in [56]).
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identity a = ca\/ng

=5 (ortss) .

For illustration, consider a particle as stiff as the matrix (u? =~ pu), say
70 GPa then with Ay =1 J/m? ol = 1.5 GPa and for negligible hydrostatic
tension one finds d. ~ 200 nm. Below this value, the stress criterion is easily
met (Fig. 40) but the stored energy is not enough to form new surfaces and
nucleation is governed by the energy criterion at a specific strain evaluated
from Eq. (28) to 0.34, irrespective of particle size. This lower cutoff was not
discussed by Goods and Brown [56]. It falls well within the putative range
predicted by continuum micromechanics, corrected as above.

The higher cutoff, dy,, is determined by the domain of validity of the
dislocation approach advocated in [56] and like treatments. For sufficiently
large particles, the local flow stress is not so different from the background
flow stress. One may thus expect that for d > dj, continuum plasticity is
better suited to provide the nucleation condition. This regime is indicated
in Fig. 40 with a dashed line representing a size-independent critical stress
criterion. To estimate dj;,,, Goods and Brown study the rate of hardening

around the particle, which from Eq. (30) may be written as:

0oeq 1 5 50
Tea Ofeq 294 1

where use has been made of Eq. (31). At the critical size d = dy, the

hardening rate is indistinguishable from the overall hardening rate and o

12Note the advantage of having carefully dealt with the various constants introduced in
[56, 219]: none of them appears in Eq. (33), which only depends on fundamental quantities.
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is identified with the yield stress oy so that:

1 ,u? (0o -
dim = —ga*— [ — ] b 34
: 2% oy ((’96) (34)

Using oy ~ /750, %Z ~ 11/300 and the previously given constant values,
Goods and Brown find a critical radius of 1-2um. Another illuminating
illustration would be for the maraging steels studied by Psioda [250] for which
the yield stress in the strongest heat was oy, ~ 2 GPa and the hardening rate
is as above. This leads to an order of magnitude smaller estimate for dj;,.
This is significant and suggests that in high-strength steels, a continuum

analysis could be valid for particle sizes as small as, say 0.1um.

3.9.3. Cohesive zone modeling

Quite a few cell model analyses have been carried out for matrix—particle
systems. The principle of such analyses and their salient findings was re-
viewed in [53]. Most of these assume perfect bonding between matrix and
particle. As such, they are limited to examining local stress and plastic strain
distributions more accurately than could be obtained analytically. However,
the parameter space explored in such studies is much more restricted than,
say the analyses by Lee and Mear [229], which we have used as basis for con-
tinuum analyses in previous sections. Most relevant to the present section
is that both the work reviewed in [53] and that of Lee and Mear [229] are
not positioned to infer anything about size effects. A cohesive zone formula-
tion unifies energy and strength criteria. When a cohesive description of the
particle-matrix interface is incorporated, the analysis provides insight into
the size effect.

Two length scales enter any cohesive zone modeling of void nucleation:
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the particle size and the cohesive length. For example, in the well-known
work of Needleman [226], the process of debonding of a spherical parti-
cle from the surrounding plastically flowing matrix was analyzed using a
traction—separation law to describe the gradual loss of cohesion at the inter-
face. The key parameters of the cohesive law are the peak strength, o,.,, and
the cohesive length, §, which represents the displacement jump at complete
separation, Fig. 41. For the axisymmetric loadings considered, the stress

triaxiality ratio 7' was varied between 2/3 and 2.

_ o
Omax A
matrix
10 T ;
0.5 +

N7

0.5 1.0 matrix
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Figure 41: Schematics of a cohesive zone formulation and its parameters.

Fig. 42a shows how the volumetric strain, which is related to the void
volume fraction, typically evolves with the overall axial strain (solid line). In
this type of analysis, the nucleation strain may be identified with the cohesive
strain at initial debonding (~ 0.068 in the example of Fig. 42a) or the strain
at complete separation (~ 0.34). The two measures are quite different from
each other. For this reason, Needleman defined the nucleation strain e,,. as

that for which the curve giving the volumetric strain versus Fs3 coincides, at
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Figure 42: (a) Plastic volume change, In(V?/V), versus overall axial strain, Fs3, for a
particle volume fraction f, = 0.0104, a triaxiality 7" = 1.33 and interface parameters
Omax = 30y and §/d = 0.02. The In(V?/V) versus E33 curve for a 1.04 percent volume
fraction of initial void is shown shifted by an amount e,,. along the strain axis. (b)
Nucleation strain, epyc, versus stress triaxiality for three values of §/d (ro = d/2). Adapted

from [226].

large strains, with the curve corresponding to an initial void having the same

size as the particle, and shifted by ... If the solution exists, it is unique.

The procedure is illustrated in Fig. 42a for which the value €., = 0.19 is

intermediate between strains at initial and complete debonding.

With d denoting the particle diameter, as above, varying the ratio d/d,

at fixed work of separation, amounts to varying the particle size. For a suf-

ficiently small particle (6/d = 0.02), initial debonding occurs at an angle

~ 30° off the axis of symmetry due to strain concentration there. The void

volume fraction then begins to increase, Fig. 42a, the crack rapidly propa-

gates toward the symmetry axis and a spherical void cap opens. In a second
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stage, decohesion proceeds toward the mid-section. Thus, a sufficiently large
value of 0/d gives rise to “ductile” interface behavior, while smaller values
lead to a more brittle mode of separation.

Fig. 42b shows the predicted dependence of the nucleation strain upon
the stress triaxiality 7' for three particle diameters and oyax/oy = 3. A
size effect on void nucleation is predicted, as expected since the interface
model involves a characteristic length, §. However, the dependence upon
interfacial strength o,., was found to be stronger. Although not analyzed
by Needleman, the size effect is expected to vanish for particles greater than
a few microns. For illustration, consider parameter values representative of
iron carbides in spheroidized carbon steels. For o,,., = 1 GPa and a work of
separation about 10 J/m?, one finds § ~ 10 nm so that the particle diameters
in Fig. 42b are 1, 2 and 4 pm.

The results in Fig. 42 are only indicative. In some cases, they tend to
underestimate the nucleation strain since the actual values are expected to
strongly depend on the interfacial properties used in the simulations. Car-
bides in steels, for instance, are known to be much more resistant to void
nucleation than would be predicted on the basis of Fig. 42. Yet, the above
definition of e,,. also leads to an overestimation of the nucleation strain at
low triaxialities.

A detailed analysis such as Needleman’s [226] shows that void nucleation
is a process with a beginning and, eventually, an end. In fact, the definition
of ene entails that it is unbounded for T' < 2/3, as void nucleation is never
complete in that case. Other cell model studies [272, 286, 287] investigated

the range of triaxialities below 2/3, which was the cutoff in the analyses of
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[226]. Most such analyses assume, however, no bonding between particle
and matrix and thus focus on the contact interaction. For 7' < 2/3 void
nucleation is incomplete because the normal tractions are compressive near
the mid-section (see e.g. Fig. 36). This is in keeping with the experimental
observations in Fig. 32. The above analyses did not explore the size effect,
e.g. [288].

The same cohesive zone formulation was used by Shabrov and Needle-
man [289] to investigate particle clustering effects. Three length scales are
now involved: two of the microstructural type (particle size and spacing) and
a mechanism related length scale (the cohesive length §). Even by today’s
computational power, such analyses are quite demanding. The analyses were
thus two-dimensional, within a plane strain framework. In addition, a rela-
tively large volume fraction of particles (0.16) was used. While such values
may be representative of precipitates, say carbides in steel, the size of precip-
itates would warrant an adequate plasticity formulation in the matrix that
resolves the dislocation spacing. Also, Needleman’s definition of nucleation
strain in [226] could not be followed when dealing with many particles and
€nuec Was defined as the overall strain when a drop in the effective stress was
observed, corresponding to first decohesion.

With this in mind, important trends emerged in [289], which are likely
to persist within limits for three-dimensional particle distributions and lower
particle volume fractions. At fixed, and sufficiently large particle size, reg-
ular distributions were found to have higher values of the nucleation strain
€nue than clustered ones. However, for small particles, the size effect and the

clustering effect have opposite trends. Clustering tends to decrease ey, but
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a reduction in particle size tends to increase it. These results are mostly rele-
vant for metal matrix composites and they are worth revisiting for situations

closer to structural materials.

3.9.4. Statistical treatments of particle size effects

Particle size is known to influence the stress (or strain) at which the par-
ticle cracks. Because impurities and particles are often ceramics, particle
fracture can be considered to be stress controlled and follow a Weibull dis-
tribution [290, 291]. We note that this is not always the case: plastic strain
in the matrix and particle-particle interactions can alter the local stress field
leading to a significant deviation from stress-controlled Weibull statistics,
particularly in the case of a relatively soft matrix compared to the particle
[183]. In many cases, however, the stress for cracking of ceramic particles is
governed by the fracture toughness of the particle and the distribution of de-
fects within it. For example, void nucleation is impeded when MnS particles
are replaced with Ti,CS particles, which have a significantly higher frac-
ture toughness [172]. Defect distribution depends on particle size, with the
probability of large internal defects, including pre-existing nano or microc-
racks, increasing with increasing particle size. Indeed, it is generally observed
that large particles are more likely to crack than small particles [292, 293].
Weibull statistics have been used successfully to predict the likelihood of par-
ticle cracking as a function of particle size for several Al alloys [183, 273, 294]
and provide some experimental validation of the Beremin model [295].

A key challenge with using such statistical approaches for predicting par-
ticle cracking is the difficulty of measuring the fracture toughness of ceramic

particles [296]. Indirect ways to determine it by relating the fraction of broken
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particles to an average particle stress have been implemented [177, 293, 297].
This approach depends strongly on multiple factors, including how particle
size and aspect ratio are measured and accounted for and the model used to
assess particle stress [298]. Particle damage has also been monitored via the
evolution in Young’s modulus, as implemented by Mortensen and coworkers,
and used to determine particle fracture toughness [294]. Although this ap-
proach is promising for metal-matrix composites with high volume fractions
of second-phase particles, it is challenging to implement in many engineer-
ing alloys, which have second-phase particle volume fractions on the order of
1 % or below. Indeed, given the relative length scales and confinement by

the matrix, the fracture toughness of particles remains ill-defined.

3.10. Void nucleation in continuum damage modeling

Homogenization is needed to develop a continuum formulation of void
nucleation suitable for structural computations. In doing so, particles are
smeared out, whether homogenization proceeds from first principles or by
empirical relations. A fundamental internal state variable is the void volume
fraction f, which is comprised of a contribution from void nucleation, f,,
and a contribution from void growth, f,. In general, the rate of change of f
must account for the growth of pre-existing voids in the elementary volume

and for the formation of new ones:
f="Te+ta (35)

This simple relation, initially introduced by Gurson [299] and further devel-
oped by Needleman and co-workers [18,; 254, 300] has a fundamental charac-

ter. Indeed, if w and €2 respectively denote the void volume and total volume
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then the rate of change of void volume must come in part from the growth
of pre-existing voids, wg, and in part from the nucleation of new ones, wy,.
On the other hand, the matrix being incompressible, the rate of change of
total volume, €2, is only related to void growth; one may write ) = wg but

not ) = Wg + wy. Consequently, since f = w/€2 one has

LW w - Wy + w w wy QW
S P ) nL_ 2= (1==2)= 42
I=a " o a=0-a)atg (36)
By posing fu = w./Q, Eq. (35) follows with
fo=(1—f)tré (37)

using a standard kinematical relation for the dilational part of the rate of
deformation €. The growth part in Eq. (35) is thus given by a fundamental
relation, Eq. (37), which together with a plastic flow rule can be associated
with yield criteria for either growth [301] or coalescence [269]. On the other
hand, the nucleation part, f,, is usually supplied through empirical relations,
guided by micromechanical analyses. It is useful to analyze the linkage be-
tween empirical laws for fn and past micromechanical analyses in order to
eventually incorporate recent advances, if and where needed.

The basic format proposed by Gurson [299] and eventually settled in [254]

identifies a “driving variable” v to express the nucleation rule as:

Ja=G(v)o (38)

G(v) = I exp[—l(v_UNY} (39)



Note that f_t;o G(v) dv = fx so that fy < fF is the volume fraction of
particles with voids, equal to ¥ if all particles nucleate voids (by decohesion).
Also, vy is the mean threshold value of v, and sy is a standard deviation.
Conventional nucleation rules adopt one of two driving variables, or some-
times a combination: the effective plastic strain & and the hydrostatic stress
Ym. If both are used then up to six parameters are needed, including two
separate fractions of particles, one per mechanism (strain-controlled versus
stress-controlled) with the constraint flgl) + flsf) < fP. That stress nucleation
thresholds are distributed according to a normal law, Eq. (39), is supported
by sigmoidal nucleation curves of the type shown in Fig. 27b or Fig. 27c.
Whether void nucleation occurs primarily by interfacial decohesion or by
particle cracking has implications on continuum formulations. Only when
decohesion prevails does the additive format of Eq. (35) hold. Indeed, when
decohesion occurs the volume of the nascent void is identified with that of
the particle (the interfacial void volume is typically neglected.) But this
identification does not hold if the particle breaks. Two elements are needed
to model this. First, an empirical nucleation rule, Eq. (38), may still be used
but under the constraint fy < f¥. This is often overlooked in the literature.
Unlike for decohesion, the volume of the nascent micro-cracks cannot be ne-
glected, because if it were Eq. (35) would reduce to f = fg, which would lead
to no damage growth with no initial void content. Second, some idealization
of the nascent micro-cracks is needed since their evolution should be tracked.
Using a projected area argument, the micro-cracks may be replaced with
spherical voids such that a conventional Gurson model is used to predict the

growth term fg. This is a crude approximation. A better way would con-
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sist of employing extensions of the Gurson model to account for void shape
effects, especially for penny-shape cracks e.g. [302, 303]. Recent examples
of such usage may be found in [304, 305]. However, these works assume an
initial micro-crack content thereby neglecting nucleation altogether. More
work is needed in this area, particularly for a class of less ductile metals; see

[305] for a discussion.

4. Discussion of challenges and future opportunities

In previous sections, the state of the art in terms of a local condition for
nucleation has critically been synthesized. On that basis, points that merit
discussion include the following: (i) How void nucleation impacts strength—
toughness tradeoffs; (ii) How to utilize the local nucleation condition in a
continuum damage formulation where particles and voids are not explicitly
represented; (iii) What input(s) from modeling at length scales below the
continuum is expected to play a key role in void nucleation; (iv) What role

experiments play in advancing the field.

4.1. Nucleation-controlled versus coalescence-controlled toughness

Is delaying nucleation beneficial to ductility and toughness? Goods and
Brown [306] open their famous review by the assertion: “If cavity nucleation
could be delayed or suppressed altogether, large increases in ductility could
be achieved.” But the matter may not be as trivial as it sounds. For some
materials, it is commonly reported that voids are not observed until incipient
failure of the test piece, but dimples are present on fracture surfaces. Typi-
cally, “late nucleation” is invoked to interpret such observations. Yet, in all

such instances the ductility is much less than in materials with profuse and
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early nucleation. Consider for instance the case of some functional materials
(ductile SMAs [307, 308], Fe-Co-2V [309]); or most importantly, compare Al
or Mg alloys [194, 310] with steels having similar strength levels [222].

Clearly, delaying nucleation is beneficial if ductility is nucleation-controlled
[311]. In particle-mediated ductile fracture, two cases are worth distinguish-
ing to avoid complicating factors having to do with strong interaction among
scales. If the particles acting as void initiation sites affect strength (e.g. car-
bides in steels or precipitates in dispersion-strengthened alloys as in the early
studies by Ashby, Brown and co-workers) then it is questionable to adopt a
modeling framework that assumes separation of scales. By way of exten-
sion, this difficulty applies to situations where void initiation is deformation-
induced, as in multiphase steels [312] or materials deforming by twinning
(313, 314].

A practical situation is when the void-nucleating particles do not affect
strength. This is the case for oxides, sulfides, nitrides and mixed inclusions
thereof in steels, intermetallic particles in Al alloys, etc. Taking the limit of
a vanishingly small volume fraction of such particles amounts to infinitely
delaying void nucleation (by one of two particle-mediated mechanisms of
Fig. 3). The above question reduces then to whether a material with no
inclusions at all is more ductile and tough than a material with inclusions.
Again, all things kept the same, the answer is not as trivial as claimed by
Goods and Brown [306]. This is so because of a potential change in failure
mechanism when particles are not present [15]. Whether the new mechanism
is mediated, say by grain boundaries or shear bands, the transition between

particle-mediated fracture and shear failure for example is not continuous
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and it is both conceivable and reported for Al alloys that the ductility set
by shear failures may be significantly lower than when it is particle medi-
ated. Indeed, if the particles are widely spaced (this is usually the case) such
that ductility is coalescence-controlled, then stable void growth occurs until
ligament microscale instabilities occur [303].

The role of void nucleation in coalescence-controlled fracture is not ade-
quately taken into account by current modeling frameworks. The intervoid
spacing plays a key role in setting the coalescence condition [269] but in an
evolution problem, void nucleation sets the initial conditions. In a given ma-
terial volume, what needs to be determined is the fraction of particles that
nucleate voids. That requires a statistical framework that uses the single-
particle analyses of previous sections as a basis. But single-particle analyses
are clearly not sufficient, unless all particles are assumed to nucleate voids, as
may be the case at very high stress triaxiality. There is a direct connection
between the initial void spacing, which affects void coalescence to first order,
and the fraction of particles that actually nucleate voids. Models of this sort
are lacking.

Garrison and co-workers have investigated, over a period of time, factors
that affect the scaling of fracture toughness with inclusion characteristics,
particularly for high-strength steels [51, 248, 262, 263, 315, 316]. Key factors
include the inclusion volume fraction, the inclusion spacing and the resistance
to void nucleation. For example, it was found that gettering sulfur as CrS
instead of MnS led to significant increase in fracture toughness and that was
attributed to delaying void nucleation. However, the latter was ascertained

from nucleation curves obtained on tensile specimens (as in Fig. 31) for which
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the tensile ductilities remained unaltered (see e.g. Table II in [263]). Factors
other than resistance to void nucleation must have played a role. Further
research is needed along these lines to clarify the trends, especially in high-
strength alloys.

Application of the Rice-Johnson model [317] (whereby failure occurs at a
critical distance from the crack tip) leads to a fracture toughness that scales
as f~/3 with f the particle volume fraction [315]. More recent and elaborate
computations by Srivastava et al. [318] have shown that the scaling goes as
f7" with n ~ 2/3. Even more recent computations show that the scaling
exponent n depends on parameters of the fracture process, such as mean nu-
cleation strain and critical void volume fraction for coalescence [319] but all
values are such that |n| > 2/3. Various factors may explain the difference be-
tween predictions based on the Rice-Johnson model and more sophisticated
computations. First, the scaling developed in [315] is for a single population
of primary particles. In the calculations of [318] there are two populations
with distinct nucleation criteria (stress based for large particles, strain based
for small ones). The values of volume fractions in [315] are within the usual
range for structural materials (getting cleaner every decade) whereas Srivas-
tava et al. used relatively large values of f. This is important because if a
scaling is available from experiments for a given material system and that
scaling turns out to be closer to -1/3 than say to -2/3 (or above in abso-
lute value) then that in itself may be suggestive of a dominant nucleation
mechanism that is different from how the process has been so far idealized.
More research is needed in this area, particularly on the implications of void

nucleation in setting the scaling of fracture toughness with various factors,
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some of which may be controlled by means of metallurgical manipulations.

4.2. From discrete to continuum modeling - theoretical considerations

Perhaps the most significant remaining gap in the theory of void nucle-
ation is establishing sound connections between macroscale concepts of void
nucleation enumerated in Section 3 (critical stress, critical strain, relative
mechanical properties of matrix and particle) and the influence of microscale
defects and deformation phenomena detailed in Section 2 (dislocation struc-
tures, vacancies, twins). At present, such connections are minimal if existent
at all. Ultimately, the influence of void nucleation on ductile fracture man-
ifests as a connection between the macro- and microscales: global stresses
are the primary drivers of nucleation while each nucleation event is subject
to the details of its microstructural locality. The fact that studies at the two
scales do not “speak” to each other, therefore, severely hinders our ability
to accurately predict void nucleation (and its consequences) and our abil-
ity to develop new, high-performance materials needed by future engineering
applications.

To start remedying this disconnection of scales, we must begin by ques-
tioning some of the basic tenets of continuum modeling of void nucleation.
Perhaps the most basic aspect of continuum models is the assumption that
void nucleation occurs at some critical stress (or strain) which is a prop-
erty of the particle-matrix system. The existing atomistic literature on void
nucleation indicates that if such a critical stress does exist, it cannot be
an intrinsic property of the particle-matrix interface itself. This is because
of the simple fact that observed nucleation stresses are far too large to be

consistent with experimental observations of void nucleation. For example,
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Zhao et al. obtained a critical nucleation stress (at 0 K) of 10 GPa for a 6-
particle in Al [25]. Similar orders of magnitude have been obtained for other
material systems [213, 214]. Given a typical yield strength of ~ 200 MPa
for Al alloys, a local stress concentration of 50x would be necessary for this
critical stress to be reached. This must mean that the critical stress for nu-
cleation is dependent upon the local microstructural and defect environment
around the particle. For example, dislocation or vacancy accumulation at the
matrix-particle interface could weaken it, reducing the critical stress. This
concept turns the typical framework for continuum void nucleation on its
head: accumulation of plastic strain (e.g., defect accumulation) is usually
treated as a driving force for nucleation rather than as a modifier of the ma-
terial’s resistance to nucleation. This evidence suggests that the influence
of microstructure and microstructural evolution on a material’s resistance to
void nucleation needs further consideration.

Another point to make is the fact that at the microscale, a critical plastic
strain for nucleation does not make much sense. Plastic strain in and of itself
cannot provide a driving force for void nucleation. Rather, it is the indirect
consequences of plastic strain that may drive nucleation. Principally these are
the accumulation of dislocations (and other deformation-associated defects)
in the material and the incompatibility stresses that develop if the matrix
deforms plastically but the particle does not. For these reasons, we argue that
it will always be difficult to connect micromechanical and microstructural
insight with continuum models which invoke the notion of a critical plastic
strain.

Indeed, it is observed at the continuum scale that the mean nucleation
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strain ey is not a basic quantity. For instance, it varies strongly with stress
triaxiality, as for the example inferred from Fig. 27a or Fig. 31a. Yet in prac-
tice, strain-controlled nucleation is most often used. While a mean nucleation
stress o may have more fundamental value, stress-controlled nucleation has
fallen into disuse. One possible reason is that a format such as Eq. (38) leads
to deviations from normality to the overall yield criterion, as discussed by
Needleman and co-workers [254, 300]. A consequence is that stress-controlled
nucleation can be particularly destabilizing in that it triggers formation of
shear bands and subsequent failure. Clearly, more work is needed to resolve
these issues on more fundamental grounds.

As was discussed on several occasions above, void nucleation is really a
process, rather than an event (as is assumed by most continuum models). In
the case of void nucleation by particle delamination, MD [25, 211] and finite
element [226] simulations both show a two stage process: crack nucleation
followed by crack extension along the matrix-particle interface. These two
processes have different kinetics and respond to different driving forces, so
they cannot be lumped together into a single event. Furthermore, defects are
expected to influence the two processes in different ways. For example, MD
simulations show (at high stresses and loading rates in a defect-free crystal)
that crack nucleation is not associated with dislocation activity, but during
crack growth dislocations play an important role [25, 211]. Finally, it is not
always entirely clear when to declare that a void has “nucleated.” We argue
here that many reported observations of “nucleation”, including some in our
own prior work, are not actually incipient voids, but some intermediate stage

of void growth, limited by the resolution of the microscope. Accordingly,
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the mechanisms that appear responsible for “nucleation” may be distinct
at different length scales. Disambiguation in reports of damage evolution
processes will depend on careful word choices.

One challenging aspect of void nucleation is that crack nucleation is poorly
understood in general. For example, fracture mechanics says little or nothing
about how cracks appear, only how they grow after they have already formed.
Several studies considering model brittle solids have shown that thermal ac-
tivation theory can be used to describe the rate of crack nucleation [320-322],
but extensions to ductile solids containing defects (e.g., engineering materi-
als) are lacking. Without a solid fundamental foundation for the microme-
chanics of crack nucleation, mechanistic theories of void nucleation will be
difficult to develop.

Another area of particular practical importance is the post-nucleation
behavior of micro-cracks. When nucleation occurs by particle cracking, the
nascent voids may be modeled as penny-shaped cracks the evolution of which
is then handled using continuum scale extensions of the Gurson model (to be
discussed below). A recurrent discrepancy noted in recent work is that the
rate of opening of the microcracks, as predicted by continuum theories, is
much faster than typically observed using high resolution tomography [323].
Analyses of this problem at the atomic scale would be quite challenging but
would be worthwhile for a host of engineering applications.

As we have tried to emphasize above, defects play critical roles in the
nucleation of voids. Below we briefly summarize the opportunities and chal-

lenges related to theory and modeling of each defect type:

e Vacancies—Vacancies are likely to influence void nucleation by forming
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incipient void nuclei via vacancy agglomeration and by weakening or
modifying interfaces/boundaries in the material (e.g., grain boundaries,
particle interfaces). Several challenges exist in the modeling of vacancy-
mediated void nucleation. Firstly, the rate of vacancy generation during
plastic deformation is poorly understood. Most models are based on
relatively simple concepts of dislocation intersections, but little work
has gone into validating their underlying assumptions or revealing the
essential mechanisms. Secondly, vacancy migration through the lattice
of a deformed solid is influenced by the stress fields of defects and the
possibility of accelerated diffusion kinetics at those defects (e.g., dis-
location pipe diffusion). And thirdly, existing experimental evidence
indicates dislocation interactions strongly influence when a vacancy
cluster transitions from a “vacancy cluster” to a growing void [117].
Hence, void nucleation by vacancy condensation is a complex, multi-
step process that is coupled to many features of the defect microstruc-
ture. Assembling a comprehensive model for vacancy-mediated void

nucleation is a daunting task.

Dislocations—Existing literature indicates that dislocation activity is
strongly coupled with crack initiation and growth at particle interfaces.
Furthermore, dislocations play an important role in void growth [126,
324]. No detailed theory exists that connects dislocation structure to
these various void nucleation processes. Existing theories either assume
simplified dislocation microstructures (e.g., pile ups) or smear-out the
microstructure entirely (e.g, use of the Taylor relation in Goods and

Brown’s model, Eq. (29)). Based on current understanding, detailed
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features of dislocation substructure (e.g, local density, slip systems,
mobility) are likely to influence void nucleation. In particular, the ac-
cumulation of dislocation content at interfaces, coupled with the pos-
sibility for slip transmission across interfaces, is likely an important
feature of void nucleation. The local stress fields produced by dislo-
cation lines and their local perturbations of the crystal structure will
alter the local driving force for nucleation and a material’s resistance
to crack initiation. Furthermore, the kinetics of incipient (nanoscale)
crack /void growth is likely governed by dislocation processes (e.g., dis-
location adsorption [126].). Additional research is necessary to elu-
cidate the processes by which individual dislocations and dislocation

substructure affect void nucleation.

e Twins—Compared to vacancies and dislocations the theoretical under-
standing of twin-mediated void nucleation is relatively more mature.
Experimental, modeling, and theoretical literature all point to slip
induced by thickening/extension of twins against boundaries (grain
boundaries or other twin boundaries) as the primary driving force.
Even still, a quantitative, predictive theory is lacking; Eqs. (8) and
(9) provide a semi-quantitative scaling analysis for the propensity for
nucleation, but additional work is necessary to establish a sound the-
ory that connects with material properties. An additional challenge is
predicting the density of twins as a function of deformation conditions,

which is necessary to then predict the nucleation of voids.

e Grain boundaries—Most theories for void nucleation at GBs invoke the
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same assumptions/mechanisms as with twin-mediated void nucleation
(e.g., deformation bands impinging on GBs localize stress). However
the problem is rendered more complex by the high dimensional na-
ture of GBs because there are infinitely many possible GB structures.
Moreover, the GB structure is not static but evolves with stress, tem-
perature, and the incursion of matrix defects. Depending on the struc-
ture, dislocations may interact with the boundary in different ways,
for example transmitting across and leaving a residual dislocation be-
hind or absorbing into the boundary as a grain boundary dislocation.
Generally, random high angle grain boundaries have greater capacity
to accommodate the distortion of incurring defects through long-range
reconfigurations whereas the limited free volume of low angle boundary
or “special” low-index coincident site lattice boundaries require more
localized, prescriptive reactions. Furthermore, point defects are also
known to trap at GBs, which may alter the local propensity for void
nucleation. As with all studies pertaining to GBs, their high dimen-
sional nature is a tremendous challenge for the problem of void nucle-
ation. Mesoscale models that assign the same properties to all grain
boundaries or reduce them into simple scalar descriptors may serve as
a first order approximation, but likely loses much of the detail that

govern actual grain boundary dynamics.

Particles—While the vast majority of macroscale theoretical work has
been focused on the problem of void nucleation at particles (as shown by
Section 3), a detailed understanding of the role played by local defects

at the particle-matrix interface is lacking. On the other hand, compared
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to other void nucleation cases, continuum models for predicting damage
due to particle-mediated void nucleation are most mature. Perhaps
the best known example of which is the Gurson-Tvergaard-Needleman
model (discussed below), which explicitly invokes a void nucleation
term in its formalism. This provides an opportunity for connections
to be established between microscale processes which influence void
nucleation and macroscale model predictions relevant to engineering

systems.

What modeling techniques can help to reveal the fundamental microme-
chanics of void nucleation? A first point to reiterate is the intrinsically mul-
tiscale nature of void nucleation, illustrated in Figure 4. Crack nucleation
is likely initiated by the rupturing of a few atomic bonds, or the agglomer-
ation of a few local defects (e.g., vacancies). But the macroscopic driving
force may derive from polycrystalline incompatibility stresses and/or plas-
tic strain gradients spanning 100s of microns. Clearly, a range of modeling
techniques is required. Molecular dynamics has already demonstrated its
value in this area. Furthermore, crack nucleation is almost certainly initi-
ated by bond breaking over atomistic length scales, making MD an essential
tool. However, the severe length and time scale limitations are prohibitive.
Defects associated with void nucleation (e.g., particles, twins, grains) are
usually microns in size and many orders of magnitude too large for MD.
Furthermore, high stresses/loading rates must be applied to accelerate void
nucleation to atomistic timescales if MD is to be employed. Extrapolating
findings from MD studies to experimentally relevant length and time scale is

a major challenge.
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One micromechanical tool of potential value which has seen little use in
the study of void nucleation is discrete dislocation dynamics (DDD) [325,
326]. In DDD, the motion and interactions of discrete dislocation networks
are explicitly accounted for as the networks are evolved spatiotemporally.
Conceivably, DDD could be combined with an atomistically informed frac-
ture model to construct a defect-informed model capable of simulating void
nucleation at micron length scales. Alternatively, concurrent multiscale mod-
eling techniques could be utilized, such as the coupled atomistic-discrete dis-
location (CADD) [327, 328], concurrent atomistic-continuum (CAC) [329],
or quasicontinuum methods [330]. Finally, we believe that crystal plastic-
ity (CP) modeling will be an important modeling technique in the study of
void nucleation. CP is a continuum modeling technique which applies macro-
scopic plasticity principles (e.g., the flow rule) to a polycrystalline microstruc-
ture while accounting for slip anisotropy due to the slip systems within each
grain [331]. As such, CP is able to resolve incompatibility stresses among
many grains and multi-phases up to millimeter scales. Some CP plasticity
models evoke dislocation densities (and possibly other defect densities) in
their underlying formalisms, making it possible to account for the influence
of defects on void nucleation. For example, several research groups have
studied void growth using CP [332-334] and used CP to identify stress and
strain “hot spots” where void nucleation is most likely [335, 336].

As a final note, we comment on the potential impact of machine learning
(ML) on the study of void nucleation. First, we note that MD simulations
are only as accurate as the interatomic potentials upon which they are built.

The availability and accuracy of interatomic potentials greatly limits MD
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studies of void nucleation, especially in the case of multi-component and
multi-phase materials whose microstructure and thermodynamics are com-
plex. ML-generated interatomic potentials could revolutionize these simula-
tions by providing a high fidelity toolset for the study of complex, engineering
materials [337]. Another aspect of void nucleation which could benefit from
ML is its high dimensional nature at the microstructural scale. We have iden-
tified many mechanisms by which different defect classes could influence the
propensity for void nucleation. Disentangling the many ways these defects
influence void nucleation is a major challenge. ML approaches for feature
selection and engineering [338] could prove valuable in identifying what fea-
tures of the microstructure are most important for void nucleation. Finally,
machine learning can enable acceleration of molecular dynamics simulations,
for example as a reduced order surrogate model e.g. [339]. Analogous to the
roles that ML can play to enhance atomistic simulations, such advances are
also being applied to relevant mesoscale models such as discrete dislocation
dynamic [340]. Finally, there are seedling efforts to employ ML to bridge

length- and time-scales in multiscale modeling [341].

4.8. The role of experiments

As far back as investigations of ductile failure go, experiments have pro-
vided far more input than could possibly be absorbed by available damage
models. On the other hand, constitutive formulations have evolved in ways
that warrant specific input from experiments and specific assessment against
experiments, yet experimental protocols have not always provided the requi-
site calibration/validation data. This discrepancy between experiments and

theory is not peculiar to ductile failure and is in part due to the constraints
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under which theory and experiment develop in a given field. In the context of
void nucleation in metals, generic issues of interest include: 1) which debated
facts, if any, can be ascertained by means of discriminating experiments, 2)
what input is needed from experiments to identify (in a robust way) failure
models or to validate these models, 3) what new experiments would uncover
new behavior?

Of the first kind, studies on the contributions of these various void nu-
cleation mechanisms to mechanical properties, e.g. fracture toughness, are
largely missing. A critical challenge within this is that it is extremely chal-
lenging to alter the dominant void nucleation mechanism without simulta-
neously altering mechanical properties of the matrix. In AZ31, suppressing
void nucleation at grain boundary/deformation twin intersections by decreas-
ing the grain size resulted in an increase in strength and ductility, yet it is
unclear if this effect is due to the suppression of void nucleation, a Hall-
Petch strengthening effect, or both. In dual-phase steels, a transition from
void nucleation by particle debonding to particle fracture is associated with
a decrease in ductility and an increase in strength. It is unclear if this dif-
ference can be credited to a different void nucleation mechanism or, more
probably, to the higher martensite volume percentage producing a stronger
material. By carefully controlling the percent of second-phase particles in
two-phase copper-base alloys fabricated by powder metallurgy, Edelson et
al. [342] determined that both strength and ductility increased with decreas-
ing particle volume fraction. It was implied from this that the nucleation
of voids at particles lead to premature failure. The recent study of Noell et

al. [117] observed voids at dislocation boundaries in a Cu material, not at
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oxide inclusions. Thus, how transitions from one dominant void nucleation
mechanism to another affect material properties, e.g. fracture toughness,
deserve considerably more study.

Additionally, experiments are needed to explore the transition between
particle-mediated nucleation and failure of a particle-free microstructure, i.e.
in the limit of very clean metals. The discovery that vacancy condensation
produces voids at dislocation boundaries in a material containing submicron
particles suggests that, as particle size decreases, other microstructural fea-
tures become increasingly important to void nucleation and the early stages
of void growth. This has practical value, as it is unclear if the results of
[342] for Cu that a particle-free microstructure is more tough and ductile
than one with particles is generally applicable. A hierarchy of scales for void
nucleation sites is observed both for dynamic fracture [33, 34] and in Mg
[148], where void spacing in both cases is of critical interest for ductile fail-
ure models. This implies that multiple void nucleation mechanisms may be
operating simultaneously in these materials.

As void nucleation or the early stages of void growth in particle-free metals
occurs at deformation-induced defects, it is plausible that particular configu-
rations of these defects are preferable sites. Limited data suggests that void
nucleation is stochastic and depends upon when nanoscale void nuclei formed
by vacancy condensation are intersected by dislocation boundaries. Yet are
there factors that allow some vacancy clusters to grow faster than others?
Does viscinal dislocation activity serve to aggregate vacancies? Does the
intersection between some deformation-induced features create stress con-

centrations, leading to void nucleation preferentially at these sites? Alterna-
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tively, void nucleation may be probabilistic, with the likelihood increasing as
the number of intersections between deformation-induced features increases.
This might explain why the propensity for void nucleation increases with
increasing strain-hardening capacity.

Another question that new experiments may be able to answer is if an
increase in toughness imparted through metallurgical manipulations always
accompany an increase in ductility. There are no systematic experiments ad-
dressing this issue. The limited data that is available suggest some puzzling
trends; cf. data from Garrison’s experiments discussed above. The contri-
bution of void nucleation in settling the difference between toughness and
ductility trends needs to be ascertained.

New experiments will be critical to developing models for grain-boundary
cleavage. No current models truly identify a critical condition for nucleation,
they simply provide a scaling analysis. For example, the debate harkening
back to Zener-Stroh over the relative importance of energetic versus strength
considerations remains unresolved by modern theories. Boundary cleavage is
an important void nucleation mechanism in some materials that deform by
twinning, even when particles are also present. It also occurs in materials
where dislocation-mediated plasticity dominates, e.g. Mo. Additional work is
necessary to determine the conditions that promote void nucleation at grain
boundaries in both cases, particularly brittle BCC metals such as Mo and
W. Surprisingly few studies have examined grain-boundary cleavage during
quasistatic loading in materials that deform by slip. The role of slip bands
in void nucleation in particle-free materials thus remains unclear. Hence,

even though grain-boundary cleavage was one of the first void-nucleation
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mechanisms proposed, additional research is still necessary to elucidate this
mechanism.

Along the same lines, do deformation-induced defects play a role in parti-
cle cracking and/or debonding? Particle size and morphology influences how
dislocations accumulate at boundaries, with limited data indicating that the
rate at which dislocation boundaries form increases with increasing particle
size [343, 344]. It has long been assumed that the accumulation of disloca-
tions at the particle/matrix interface creates a stress concentration leading
to void formation, but this hypothesis has proved challenging to assess ex-
perimentally. Alternatively, the accumulation of vacancies or the formation
of vacancy clusters at the particle/matrix interface could, by lowering the
energy needed to form a void, enable void nucleation at smaller strains.

An issue that lies between facts and input to modeling is that of the blunt-
ing of microcracks. Fundamentally, why a brittle microcrack that breaks open
a particle would not (always) proceed in a brittle manner in the matrix is not
fully understood from first principles of fracture mechanics. When contin-
uum plasticity is used to represent the blunting of the microcracks, it predicts
rates of blunting that are typically twice what is measured experimentally
[305]. But available measurements are scarce and imprecise. Resolving this
issue would have implications for a class of quasi-brittle, but technologically
important materials, some of which are not structural but functional alloys,
such as Fe-Co-2V and some shape memory alloys.

Some advanced ductile failure models require input about the spatial dis-
tribution of nucleation sites [281, 345], but experimental studies do not typi-

cally report that information, even in two dimensions. The role of automation
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in material characterization and mechanical testing cannot be overstated. On
the one hand, automation facilitates providing data that is tedious to obtain,
yet needed to critically discriminate among models. On the other hand, au-
tomation can provide enough information about statistics for use either in
setting proper initial conditions or together with emergent data-driven ap-
proaches. Machine learning will likely play a role in automating materials
characterization. For example, Tsopanidis et al. recently developed a convo-
lutional neural network for analyzing fracture surfaces which automatically
identifies transgranular and intergranular fracture features [346]. Wittwer et
al. demonstrated that high-throughput crystal orientation mapping could be
extracted from optical images using a machine learning algorithm [347].
Regarding new critical experiments, modern SEM and TEM-based tech-
niques will allow some of the questions raised in the previous paragraphs to
be studied. As demonstrated in a recent study by the authors, TEM and
FIB allow the role of nanoscale vacancy clusters during ductile fracture to
be characterized [117]. These techniques will allow the role of these defects
to be studied in pure metals with less ductility than Cu, e.g. Ni and Ta, or
in engineering alloys. As demonstrated by Kacher and coworkers, EBSD al-
lows the relationship between dislocation boundaries and particle cracking or
debonding to be characterized [348]. High-resolution EBSD now allows the
elastic strain state to be measured with a spatial resolution of ~ 100 nm and
a strain resolution of 10~* across large areas of a sample. This technique may
provide insights into the evolving stress state around dislocation boundaries,
particularly at the intersections between these and other defects.

Many unanswered questions in the field of void nucleation center around
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the difficulties of directly characterizing the evolving microstructure around
incipient damage in-situ. X-ray tomography, which has historically been the
primary tool for evaluating void nucleation in-situ, cannot provide insights
into questions such as the role of local dislocation density or the stress con-
centration created by dislocation accumulation at a particle/matrix interface.
In the past decade, several promising X-ray imaging techniques have been de-
veloped that will be useful to characterize the evolving dislocation structure
and stress state during ductile failure. These include near and far field high-
energy diffraction microscopy (HEDM), Bragg coherent diffractive imaging
(BCDI), and dark-field X-ray microscopy. These are now discussed in more
detail.

HEDM uses high-energy monochromatic synchrotron radiation to non-
destructively characterize the grain structure and micromechanical state of
a material [349, 350]. Far-field HEDM gives information on grain centroid
locations, average grain orientation, and the average lattice strain tensor for
each grain, with a strain resolution of ~ 10~%. Near-field HEDM provides
high-resolution characterization of the grain structure, including grain mor-
phology, orientation, and boundaries with an angular resolution of ~ 0.1°.
The spatial resolution of this technique, ~ 2 pum, has been shown to be insuf-
ficient to accurately capture the development of dislocation structures dur-
ing deformation [351]. Despite this shortcoming, these techniques, combined
with X-ray absorption data, were successfully used to characterize fatigue
crack nucleation [352] and the evolution of grain orientation during plastic
deformation [351]. Such an approach is promising for assessing how orienta-

tion gradients around 2nd-phase particles evolve before void nucleation.
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BCDI measures the full 3D displacement field of the lattice at the nanoscale
using a coherent X-ray nanobeam [353]. Because these measurements are
directly related to strain, individual defects including dislocations can be
characterized during in-situ deformation [354]. Currently, this resolution is
limited to nanoscale samples, which limits its applicability to the study of
void nucleation in bulk parts [355].

Dark-field X-ray microscopy is a full-field imaging technique that maps
the 3D crystallographic structure and strain of embedded elements in bulk
samples [356]. It is typically combined with conventional X-ray tomography
and diffraction contrast tomography (DCT) techniques, which allows specific
elements to be identified and subsequently characterized using dark-field X-
ray microscopy at resolutions as high as 30 nm. To date, applications of
this technique include studying the evolution of grain orientations during
recovery [357] and magnetic domain changes during deformation in barium
titanate [358]. The high spatial resolution of this technique approach has
clear advantages over HEDM-based techniques and could allow the evolving
microstructure and micromechanical state around particles to be character-

ized in-situ.
4.4. Void nucleation in advanced materials

The present review focused on void nucleation in conventional polycrys-
talline bulk metals. In some cases, the knowledge gained in these materials
can be applied to ductile fracture processes in the advanced metallic systems
developed in the past decades, e.g. advanced high-strength steels. How-
ever, in some cases the unusual deformation processes in emerging advanced

materials give rise to changes in the ductile rupture process, particularly
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the void nucleation process, providing new opportunities for study and chal-
lenges for prediction. As the final section of this discussion, a few of the
most important metallic systems, bulk metallic glasses, high entropy alloys,
and nanostructured alloys, are reviewed briefly in the context of their dis-
torted void nucleation processes, opening the door for expanded studies of
void nucleation in the future.

Bulk metallic glasses (BMGs) represent the first such area of interest.
BMGs deform predominantly via shear transformation zones [359]. While
their fracture toughness can exceed 100 MPa /m [360], they generally have
quite poor tensile ductility [361]. In the case of unnotched BMGs, the quasi-
brittle fracture contains an array of striated vein patterns through meniscus
instability in the shear band [362]. The meniscus instability phenomena had
been modeled as early as 1976 for glassy materials [363]. When the shear
banding process is suppressed through the use of notched geometries, BMGs
exhibit increases in ductility and strength [364]. Under these conditions
of elevated triaxial stress, an alternative cavitation process, perhaps aided
by vacancy coalescence, is proposed [365]. With shear banding suppressed,
the fracture morphology appears to transition to a ductile dimple nucleation-
growth-and-coalescence process bearing similarity to typical structural alloys
[364]. While the morphology bears similarity to traditional metals, the mech-
anism for the void nucleation process is not clear, as traditional dislocation-
based processes or particle-based processes are thought to be absent.

High entropy alloys (HEAs) otherwise known as Compositionally Com-
plex Alloys or Multi-principal-Element-Alloys [366], represent a second area

of intense recent interest. The single-phase equiatomic 5-component Cantor
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alloy, Co-Cr-Fe-Mn-Ni, is the flag bearer for this class of alloys. Owing to
the disordered solid solution of the FCC lattice these are described as “frus-
trated” in their energy well landscape, with 3-component medium entropy
alloys being additionally magnetically frustrated [367, 368]. Yet generally,
their deformation still proceeds via dislocation and twinning mechanisms
[369].  When inclusions are present, void nucleation has been ascribed to
interfacial decohesion, and thus consistent with traditional structural met-
als. In the absence of nucleation at particles, deformation twins are strongly
correlated to sites of void nucleation [370]. Perhaps the most curious aspect
of rupture in these HEAs is the remarkable suppression of rupture processes
at cryogenic temperatures and corresponding astonishing fracture toughness
values in excess of 300 MPa /m [371]. Deformation at cryogenic temper-
atures proceeds by extensive nanoscale twinning [371], analogous to TWIP
steels, and also by a FCC-HCP phase transformation [372]. Recent studies
have also suggested the importance of local (short-range) chemical ordering
contributing to a low fraction of thin HCP laths that enhance strain hard-
ening [373]. Yet the details behind the process of void nucleation remain
unclear. In that regard, there have been several recent atomistic simulations
of the role of pre-existing nanoscale voids on the rupture process in HEAs
[374-376], which is relevant to the earliest stages of void growth.
Nanostructured alloys are a third class of emerging metallic systems that
have garnered extensive interest over the past two decades. The original moti-
vation for nanocrystalline metals was the extensive Hall-Petch strengthening
arising from the high density of grain boundaries. However, these metals

typically suffer from limited work-hardening and a corresponding propensity
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for shear localization [377] that causes premature void nucleation along grain
boundaries [378]. While the strains-to-failure are quite low, the fracture sur-
faces that form in the shear-localized zones still contain ductile dimples [379],
suggestive of a nucleation-growth-and-coalescence process. These metals can
also exhibit mechanically-induced grain growth [380, 381], a deformation pro-
cess that can accommodate plasticity and enhance ductility [382]. Alloying
has been explored as a way to control the boundary stability [383, 384], and
suppress shear localization [385], although some segregating solute additions
can serve to embrittle grain boundaries [386, 387] and promote intergranular
cracking. Nanotwinned metals represent a special subclass of nanostructured
metals, with enhanced ductility compared to nanocrystalline metals [388].
The increased resistance to void nucleation in nanotwinned metals compared
to their nanocrystalline counterparts has been attributed to dislocation-twin
boundary interactions that offer plastic relaxation and reduce the large in-
compatibility stresses that can develop at nanocrystalline grain boundaries
(389, 390]. A more in-depth summary on the fracture and fatigue processes

in nanostructured metals is presented elsewhere [391].

5. Conclusions

Our review of microstructural aspects of void nucleation has demon-
strated a number of significant insights gained from recent work. The key
role played by dislocation boundaries in particle-free and particle-mediated
void nucleation have been made clear thanks to recent experimental and
modeling efforts. The potential for void nucleation by vacancy condensa-
tion in both particle free and particle-containing materials was also recently

demonstrated. Several experimental and modeling works have demonstrated
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mechanisms for twin-mediated void nucleation, along with semi-quantitative
insights on governing physical principles. Despite this progress, our theoret-
ical understanding of microstructure’s role in void nucleation is rather weak
across the board; often theories based on largely debunked ideas from the
1950s (e.g., dislocation pile-ups, cavity dislocations) are heralded as fact.

From the continuum perspective, our understanding is relatively more
mature. Several landmark experimental programs (c.f. Psioda’s work) and
modeling efforts (c.f. Lee and Mear’s work) have revealed quantitative trends
for key variables such as yield strength, stress state, and particle shape.
And yet, often these results are either narrow in scope (e.g., data only for
martensitic steels) or rely on strong assumptions (e.g., uniform fields in par-
ticles, indirect incorporation of dislocation effects). One challenge is design-
ing experiments which isolate individual phenomena while still employing
engineering-relevant materials.

In terms of paths forward, a critical knowledge gap is identifying the
overall importance of void nucleation for mechanical properties. We have
emphasized that while it is commonly assumed that void nucleation adversely
affects ductility and toughness, the evidence supporting this claim is often
weak. Another critical area of research is in the coupling between microscale
and continuum descriptions of void nucleation, which is often weak or non-
existent. The Gurson-Tvergaard-Needleman continuum damage model may
present an opportunity for this coupling as it at least has the appropriate
formalism in place for incorporating microscale insights. And yet significant
challenges still remain, for example how to move away from strain-driven

nucleation laws which appear inconsistent with the micromechanical picture
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of void nucleation. Finally, up-and-coming x-ray and microscopy techniques
along with machine learning and large-scale computations stand to advance

understanding in many different areas.
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