Decision diagrams as plans: Answering observation-grounded queries

Dylan A. Shell

Abstract— We consider a robot that answers questions about
its environment by traveling to appropriate places and then
sensing. Questions are posed as structured queries and may
involve conditional or contingent relationships between observ-
able properties. After formulating this problem, and empha-
sizing the advantages of exploiting deducible information, we
describe how non-trivial knowledge of the world and queries
can be given a convenient, concise, unified representation via
reduced ordered binary decision diagrams (BDDs). To use
these data structures directly for inference and planning, we
introduce a new product operation, and generalize the classic
dynamic variable reordering techniques to solve planning
problems. Also, finally, we evaluate optimizations that exploit
locality.

I. INTRODUCTION

This paper explores the implications of asking robots
questions, rather than telling them what to do. This model
of interaction is appropriate when robots are being used to
retrieve information about their world. Existing techniques
for planning in robot data acquisition settings, such as
informative path planning [22] and information gathering
[9], are effective at collecting large quantities of desired
data. But, while the datasets they produce tend to be useful
for aggregated statistical analysis, when one is concerned
with finer concepts involving richer semantic relationships —
particularly when efficient execution is a concern— such
methods may be too indiscriminate for those needs.

We formulate a class of useful and interesting problems
based on directly posing specific queries to the robot: the
intention is that with an exact statement of what is desired,
this can be turned into opportunities for efficiency. There is
the potential for the robot to exploit structure in the world
to draw inferences that can save work. We show how such
inference is possible (and useful for question-answering),
by combining knowledge of regularity in the world with
structured queries, both expressed in declarative form.

To that end, this paper formulates a new kind of planning
problem in which the goal is to make a set of measurements
that suffice to answer a specific YES/NO query. The paper
also describes our initial experimentation with a new declar-
ative language called Structured Robot Query Language
(SRQL, meant to be pronounced like ‘circle’) that is rich
enough to express both the regularity that structures the
robot’s world and the non-trivial queries that robots can be
tasked to resolve within that world. Throughout the paper,
fragments of SRQL code appear in green.
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We also describe a method that forms plans for robots to
answer SRQL queries. The method works by representing
both the query and the world knowledge as binary decision
diagrams, performing a novel conditioning operation on
these diagrams, and finally optimizing the resulting plan
via a generalization of Rudell’s dynamic variable ordering
algorithm. In particular, we introduce a block-oriented sifting
optimization to Rudell’s algorithm that exploits the specific
local structure in these problems. Our results show that this
optimization reduces the computational cost by two orders
of magnitude.

The setting we consider, in which the robot has only partial
information about the status of the world, is a variation
upon a common refrain in robotics research [10], [13]. The
important feature here is that, though the system’s state is
only partially observable, that partial observability takes a
particular projective form, with certain elements fully known,
and other elements that are observable only within certain
locations. In that sense, the present setting dovetails closely
with the recently-proposed locally-observable Markov deci-
sion process (LOMDP) model, in which uncertainty arises
from limits on sensor range [11].

Finally, at the heart of our problem is the notion that
a robot must choose where, and in what sequence, obser-
vations should be made to capture data satisfying certain
specifications. Thus, strong parallels exist between our work
and existing methods for active sensing [14], [18], [19],
sensor selection [8], [15], [20], [21], [23], [26], and triage
of captured data [7]. In that vein, a family of close cousins
to the present work consider embodied question answering
(EQA) [3], [25], including in manipulation contexts [5].
Our approach complements that line of work—which is
strongly focused on perceptual challenges—by consider-
ing how knowledge about the structure of the world can
contribute to efficient query-resolving plans. Although our
syntax will resemble first-order logic [17], the focus is on
generating branching trees of observations. This is distinct,
also, from trees used predominantly for action, e.g., [12].

II. BACKGROUND: BINARY DECISION DIAGRAMS

A Binary Decision Diagram (BDD) is a directed acyclic
graph (DAG) data structure that encodes a boolean function
on a collection of boolean variables [1], [2]. Variables are
represented in the graph as vertices, with a pair of edges
departing every non-leaf vertex, each edge being associated
with a truth value for the vertex’s variable. There are two leaf
vertices, labeled TRUE and FALSE, and all paths traced via
edges reach one of these leaves. An encoding of a function
has a root vertex and, for any particular assignment of truth



values to the variables, one evaluates the function by starting
from the root, selecting the outgoing edge on the basis of
the variable’s value, and proceeding to the next vertex. One
continues this way until a leaf is reached. That leaf’s label is
the value of the function for the given variable assignments.

Being a DAG, any BDD can be ordered topologically in
what are usually termed levels. An ordered BDD imposes the
requirement that any variable appear in most one level. A
reduced ordered BDD is an ordered BDD with the added
property that isomorphic subgraphs —essentially identical
expressions— are collapsed into one copy, with vertices hav-
ing both edges arriving at the same vertex being elided. The
ordering helps simplify the process of matching subgraphs,
so0 is a practical way to realize the opportunities for compres-
sion. An important consequence of these requirements on
reduced ordered BDDs is that, when the variable ordering is
fixed, there is precisely one representation of a given boolean
function—{for a given variable ordering, the reduced ordered
BDD representation is canonical. However, the complexity
of the representation, in terms of the number of vertices in
the BDD, can depend heavily on the specific order selected.

To avoid this variance, the sifting algorithm of Rudell [16]
aims to minimize reduced ordered BDD size by re-ordering
the variables. It does this by picking a variable and then
sweeping it backwards and forwards to find where the
resulting BDD is smallest. A different variable is then picked,
sifting repeated, and so on. At the core of the algorithm
is a variable swapping primitive, because exchanging two
variables in adjacent layers is a local operation on BDDs.
For additional detail on BDDs, see Drechsler and Becker [6].

III. THE PROBLEM: PLANNING FOR
OBSERVATION-GROUNDED QUERIES

A. Locations, transitions, properties

A robot operates in an environment characterized by a
finite collection L of locations, one of which is designated
as the initial location. The environment is modeled as a
weighted directed graph, in which each vertex / corresponds
to one of the locations, each edge ! — m indicates direct
traversability between a pair of locations, and the non-
negative edge weights cy,y(/,m) describe additive cost (in
terms of time, energy, or other quantity of interest) for the
robot to travel directly from / to m. We write ¢, (I,m) to
refer to the total cost of the shortest path along the graph
from [ to m, possibly including intermediate vertices. The
locations, edges, and weights are assumed to be static and
known to the robot.

Though this physical layout of the environment is assumed
to be fixed and known to the robot, we are interested in
scenarios where additional details about the environment and
the objects therein are unknown. These details about the
status of the environment are characterized by a collection
P of boolean properties, each of which may be present or
absent at each location. A given location may exhibit zero,
one, or more properties.
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Fig. 1: Case study scenario: a mobile robot operates in part of the
Tate Modern’s 2™ floor to answer queries put to it about art. It does
this by constructing plans, informed by the background knowledge
available to it, that provide answers when executed.

TATE MODERN MAP

Example 1. Figure [ is part of the floor plan of one
of London’s most vibrant art galleries: the Tate Modern.
The mobile robot we envision, following a proud line of
such robots [24], can roam this space autonomously. It is
equipped with a camera and uses detectors —learned from
data, hand-crafted, or both— capable of identify different
aspects of art (e.g., whether an item is a sculpture or a
painting, or perhaps a particularly famous piece, etc.) as
well as properties of the room it occupies (size and shape).
The two spots marked with the green nodes are the Atrium
and the Biographic information display for the artist-in-
residence; the other labeled locations are places from which
art is visible. The robot moves from room to adjoining room,
with traversal costs (cuyqy) having been estimated from the
distances between regions on the map.

B. Situations, worlds, queries

A situation s : Lx P — {YES, N0} is defined as a function
that maps location-property pairs to the tokens YES and
No, indicating that the property is present or absent in
situation s. The space of all such situations is called the
situation space 8. In most cases, structural knowledge about
the environment will indicate that only certain types of
situations may occur; a world model W C 8, known to the
robot, captures this knowledge. In SRQL, this world model
is expressed indirectly as a collection of logical formulas that
hold for precisely those situations in 'W.

Example 2. For the scenario of Example 1, we can express
structure known about the world of the Tate. This includes
geometric features: for instance, we declare that location 11
has the property of being a corner as corner(loc11), and that
12 is not one with —corner(loc12), etc. Similarly, we declare
locations 7 and 8 to be the L-shaped ones, ell-shaped(loc07)
and ell-shaped(loc08). To state that both categories of visual
form never appear in the same location and that some form
will appear at each location, we write:

V x: (painting(x) AND —sculpture(x)) OR

(sculpture(x) AND —painting(x)), and

the expression 3z: sculpture(z), indicates, additionally, that
there is at least one sculpture.

One of the most famous paintings in the gallery is Andy
Warhol’s Marilyn Diptych. Since it is a popular attraction,
the curators must place it, not only prominently, but in



sufficiently capacious room. Suitable rooms are locations 6,
7, 8, and 15, expressed as:

marilyn-diptych(loc06) orR marilyn-diptych(loc07) OR

marilyn-diptych(loc08) or marilyn-diptych(loc15).

Then, we express that this piece is a painting via the
statement ¥ x: marilyn-diptych(x) = painting(x). Finally, we point
out that the piece is unique in the following:

Y u,v, u#v: marilyn-diptych(u) = —=marilyn-diptych(v). The set of
situations that satisfy these statements taken in conjunction
forms the world model 'W.

The robot, operating in a specific static but unknown
situation s € W, seeks to answer a boolean query, seen
as Q C §, about the situation. That is, the robot seeks to
determine, based on some combination of the world model
W and its own observations of the world, whether or not
s e Q.

Example 3. With the facts about the world in place (recall
Example 2), it is possible to begin to ask questions about
the world that the robot inhabits. Our first question is ‘Are
there any paintings to see?’ It can be expressed directly in
SRQL code, thus:

Query: 3 x: painting(x) (0)

Example 4. Or suppose we wish to see the Marilyn. We
might ask whether it is in location 15, as follows:

Query: marilyn-diptych(loc15) (1)

Example 5. A more interesting query might ask whether
the Marilyn is in an L-shaped room. This query is easy to
pose.

Query: ¥V x: marilyn-diptych(x) = —ell-shaped(x) 2)

To accomplish the goal of answering the given query, we
assume that the robot is equipped with suitable sensors to
observe which properties are extant at its current location.
However, the robot must intentionally observe a location,
incurring an observation cost cops(l) to do so. Note that ob-
servation costs may differ according to the robot’s location.

Example 6. For our robot in the Tate Modern, the obser-
vation cost is a function of the room’s lighting level (which
influences duration that the robot must wait for an in-focus
image, operate its shutter, and post-process raw camera
images).

Taken together, we refer to the structure of locations,
transitions, travel cost function, and observation cost function
as the location graph, denoted G.

At each time step, the robot, from its current location /,
may choose either (i) to travel along some outgoing edge
| — m, deterministically reaching location m whilst incurring
Cost Crav(l,m), or (ii) to observe location [ at cost cops(/),
thereby obtaining the set {p: P | s(/,p) = YES}, a complete
and accurate reporting of the properties present at / in the
prevailing situation s.

C. Plans

In this setting, a plan may be expressed as a BDD, in
which each internal vertex asks about one specific location /
and specific property p, leading to two children correspond-
ing to s(1, p) = YES and s(/, p) = NO answers to that single-
property question. Each leaf is labeled with an answer to the
overall query, either YES or NoO.

An essential question is whether a plan of this type will
guide the robot to a correct decision about its query Q € Q.
The next definitions formulate this concept precisely.

Definition 1. The outcome of a plan 7« in situation s is the
label —either YES or NO—of the leaf reached by tracing
from the root of p along the edges in accordance with the
properties present in s.

Definition 2. A plan 7 correctly resolves a query Q in a
world W if, for every situation s € WN Q, the outcome of
p in s is YES, and for every situation s € WN(8\ Q), the
outcome of p in s is NO.

Notice that Definition 2 is silent about how the plan should
behave in situations that are outside of the world model 'W.

Beyond mere correctness, the robot should endeavor to
find plans that resolve their queries in a cost-efficient way.
For a given plan &, executing within a given location
graph G, consider a simple path from the root to some
leaf. Such a path can be segmented into blocks of one or
more consecutive question nodes all at the same location,
punctuated by travel from one location to the next. The cost
of executing such a path is the sum of the observation costs
cobs(!) for each block (determined by the location / shared
by the nodes in that block), plus the sum of optimal travel
costs ci,, (1,1') from the initial state to the location of the
first block, and between successive blocks. Intuitively, this
represents the combined travel and execution costs for a robot
carrying out the instructions encoded in the plan. Based on
this concept of the cost of an execution, the extension to the
cost of an entire plan is straightforward.

Definition 3. The execution cost of a plan 7 is the maximum
(i.e. worst case) across the path execution costs for each
simple path from root to leaf within 7.

The main problem addressed in the remainder of this paper
is as follows:

Given: A location graph G, a world model W, and a
query Q.

Compute: A plan 7 that correctly resolves Q in ‘W, with
minimal execution cost in G.

Example 7. Figure 2 illustrates the idea of BDD-based
plans by showing a pair of plans, each of which happens
to be produced by algorithm introduced below in Section V.
Both of these plans correctly resolve Query 1. Figure 2a
shows a plan that differs from the obvious plan of going to
location 15 and observing. Instead, this plan, when started
from the Atrium as the initial location, has cost 13.7 % less
than driving to location 15.



Plan

.
|
Visit: loc06
Observe: marilyn-diptych
Visit: loc08
Observe: marilyn-diptych
/

Visit: loc07
Observe: marilyn-diptych

(a) A plan to answer Query 1.

Plan

Visit: loc15
Observe: marilyn-diptych
\

(b) Another plan to answer the same

query, but optimized for when the
robot starts at location 11 instead.

Fig. 2: Two plans generated in response to SRQL query
marilyn-diptych(loc15); that have differing execution costs. Solid and
dashed edges represent YES and NO respectively. When the robot
starts in the Atrium, plan (a) has execution cost 208.25 units, and
plan (b) cost 241.44 units. When it starts at location 11 (a) costs
277.74 units, and (b) 62.33 units.

We can also ask the same question, but now with the robot
positioned initially at location 11. (For future reference, we
shall refer to this as Query Ib). In this case, the simpler
plan shown in Figure 2b is now optimal, owing to the lower
travel distance to location 15.

Example 8. What about Query 0? In that case, the execution
cost of the optimal plan is 0, requiring no travel and no
observations! Why? Notice that the knowledge about the
world encoded in 'W tells us there is a painting, specifically
Warhol’s Marilyn. Thus, when asked if there are any paint-
ings to be seen, the robot doesn’t have to move anywhere to
answer in the affirmative. The robot does not know at which
location the painting might be, but that wasn’t specifically
what was asked. This example demonstrates, in an extreme
case, the value of the world model 'W: structure in the world
can be exploited to avoid needless effort by the robot. The
algorithm proposed below is designed to automatically detect
and utilize this structure, even in milder forms.

IV. PLANNING VIA THE CONDITIONED PRODUCT BDD

This section outlines an algorithm to solve the planning
problem introduced in Section III. The key idea is to describe
the world model W and query Q both as boolean functions,
and to represent these as ordered reduced BDDs with vari-
ables for each location-property pair. The world BDD traces
to TRUE for precisely the situations that are possible. The
query BDD arriving at TRUE implies the answer to the query
is in the affirmative; FALSE means the answer is negative.

Observe that though both W and Q can be expressed in
the same data structure, their interpretations differ. In W we
know that, to describe a situation, the tracing will arrive at
TRUE. In other words, we use the BDD to characterize the
set of inputs that make the overall boolean formula true. In
contrast, for Q, one expects that in most interesting cases
both answers would possible. We need to combine the two
BDDs, but condition on the truth of one of them.

As a result, the broad idea of the algorithm is to compute
this combined BDD through a sort of product graph oper-
ation, and then condition the combined graph upon the W

part tracing to TRUE. In detail, consider that we have a BDD
and, like the world W, we know that tracing must arrive at
TRUE. Suppose we are tracing within it and we arrive at a
vertex for variable v (for property p, at location /,). If one of
the vertex’s edges, say the YES edge, arrives at the FALSE
leaf then, as we require W to be true, we deduce that v must
be false (i.e., property p, cannot hold at /,). This conclusion
does not require any measurement:— v’s value can be known
for free at this point in the BDD or, because the variables
that precede it in the DAG have already discerned sufficient
information to determine v, we say it can be ‘inferred via
conditioning.” Symmetrically, if it were the NO edge arriving
at FALSE, we could conclude that property p, does hold.

The general rule to condition on the truth of a BDD is
as follows: when a variable’s edge leads to a sub-DAG and
all tracings forward, passing only through variables whose
values can be inferred, always arrive at the FALSE leaf, then
that variable’s value can be inferred. And specifically, if the
edge was a YES edge, the variable is false; a NO edge means
the variable is true. One identifies this property computation-
ally via a recursive procedure that checks the property on
the two children. The previous paragraph expressed the base
case, viz. an edge leading to FALSE. Note that some variable
might have, from both of its edges, a sub-DAG that arrives
at TRUE after passing through downstream variables whose
values can be inferred. Such a variable fails to meet the
criterion to be inferred itself: that variable’s value —though
irrelevant for evaluating the boolean function expressed in
the sub-DAG—is unknown. This reasoning motivates the
following construction.

Construction. The output-conditioned product of two or-
dered BDDs with compatible variable orderings is the or-
dered BDD constructed as follows:

1) First ‘complete’ each BDD, using the levels from the
union of their variables: for any edge v, — v,, which
skips levels, say v, and v,, ordered v, < v, < v, < vy, Te-
introduce those variables by joining v, — v,, and both
Vg --+» v, and vy — v,, and both v, - -» vy and v, — vy.
(And similarly for v, - -~ vy.)

2) Form a graph product of the two completed BDDs
in which each vertex corresponds to an ordered pair of
vertices from the original BDDs, starting from a pair with
both 100ts (Vroot, Vigoer)» and then tracing edges forward,
making pairs for the children so obtained. The result is
no longer a binary DAG as, in general, there will be
four out-edges from each internal node bearing the labels
(YES, YES), (YES,NoO), (N0, YES), and (NO,NO). As the
variable ordering is compatible (and the prior step ensured
both BBDs have all variables), the product retains its binary
form without any restoration needed.

3) The resulting product is then conditioned using the
method described in Section IV. Since it consists of
vertices made up of variable pairs, we ask if the sub-BDD
arrives, not at the FALSE leaf, but at some (FALSE, - ) node.
All nodes with values that can be inferred are pruned. If



inference indicates that the value must be x, then bypass
the node by rewiring the incoming edge(s) directly to the
child reached by the x-labeled edge.

4) At this point we have obtained an ordered BDD, but some
structure may be repeated and it can contain superfluous
queries. To remove this redundancy, the final step is to
form a reduced ordered BDD from the result.

If the inputs are ordered BDDs encoding W and Q, the
preceding construction yields a reduced ordered BDD where
the leaves (TRUE, TRUE) and (TRUE, FALSE) correspond, to
the answers of YES and NO to the query, respectively. The
product’s construction omits nodes for variables with values
that can be inferred on the basis of W, but retains nodes for
factors which affect the query’s answer.

The construction’s correctness can be established via an
argument that takes any situation s € W, and traces, in
conjunction, the world and query BDDs on one hand, and
the output-conditioned product on the other. The resulting
structure constitutes a plan 7 that correctly resolves Q in 'W.

One final note: our implementation does not carry out
the four steps stage-wise, directly one after the other, as
described here. Instead, repeated traversals can be avoided
by performing the steps simultaneously. Our implementation
uses bookkeeping to be equivalent to step 1 without intro-
ducing nodes or actually modifying edges in the pruning
of step 3, while incrementally doing a depth-first walk of
both BDDs in concert, to build the reduced ordered BDD in
postorder fashion. Our code is based on version 0.5.7 of the
open-source dd package [4].

V. FINDING BETTER PLANS BY SIFTING

Recall that the algorithm introduced in the previous section
begins from ordered reduced BDDs for W and Q, and that the
size of a reduced ordered BDD is determined by the ordering
of the variables. Even more relevant here is the fact that this
ordering also has a strong impact on the execution cost of the
resulting plan. As a result, we apply sifting methods, inspired
by Rudell’s algorithm, before the conditioned product step,
in an effort to generate more efficient plans. In our case, we
are primarily interested in plan execution cost; plan size is a
(distant) secondary consideration.'

Specifically, we consider five different sifting algorithms.
In each, for a certain order of variables, a plan’s cost is
evaluated by forming the output-conditioned product and
computing the execution cost of Definition 3 on the result.
Two are fairly straightforward:

1. Rudell’s classic sifting algorithm [16], as a baseline. It
re-orders individual variables to reduce the size of the
BDD.

Rudell’s classic sifting but with plan costs. This method

operates on individual variables but constructs the product

'A graph with fewer nodes means fewer observations, which does suggest
so smaller size might correlate with lower execution cost: the discussion of
empirical results in Section VI examines data regarding this question.

to evaluate whether a sifting move has improved worst-
case cost of execution of the plan.

The remaining three variations exploit the specific struc-
ture of the execution cost that we seek to optimize.

Notice that two BDD variables that refer to properties at
the same location incur no traversal cost to measure one after
the other. Thus, one expects variables associated with the
same location to appear in blocks in cost-minimal plans. This
motivates the concept of sifting-by-block. The idea is treat
variables in per-location blocks, and to sift whole blocks at a
time. This still uses the same underlying variable swapping
primitive, but only the pays the computational price of
forming an output-conditioned product after complete block
movements. We consider three approaches based on this idea.

Sifting-by-block, which moves whole blocks of variables

(those tied to a single location) together before construct-
ing the product to evaluate plan execution cost.

4. A version of sifting-by-block that, once plan execution
costs have been reduced, then sifts variables (restricted
to only within blocks) in order to reduce BDD size.

5. A version like the previous, but which first optimizes size
(with sifting within blocks) and only then uses sifting-
by-block to optimize plan execution cost.

Section VI presents a quantitative evaluation and analysis of

these five variations.

VI. CASE STUDY: REVISITING THE TATE

Examples 1-4 introduced a problem domain in which the
algorithms of Sections IV and V can be exercised.

First, some illustrative examples based on variant 3 of
the sifting algorithm. One illustration has appeared already:
Figure 2 shows two plans generated by it for Query 1.

For Query 2, the planner tends to produce one of three
plans, either visiting location 6 followed by location 15 (with
a cost of 244.44) or location 8 followed by 7 (with a cost
205.25 units) or, the majority of the time (59 %, being 2.7 x
more likely to be generated than the next most frequently
returned plan), location 7 followed by 8 (costing 170.02
units). Now, suppose the two central L-shaped rooms have
particularly high foot traffic. This might cause the robot to
spent a great deal of time avoiding visitors, incurring greater
costs for observations in those places. This is easily captured
by modifying their respective observation costs. Doing so
and then asking the same question (dubbed Query 2b) causes
the 6—15 route, with unchanged cost 244.44, to be the
preferred choice, being found 65 % of the time (being 1.9 %
more likely than the next most frequently generated plan).

Perhaps, as you glance at the current exhibits at the
Tate, you recall that two of your favorite living artists,
Marwan Rechmaoui and Yinka Shonibare, may have art on
display in the gallery. Rechmaoui’s pieces (including Beirut
Caoutchouc) as well as Shonibare’s art (e.g., Grain Weevil)
have been part of the collection in the past. Suppose you
know that, if they are still available for viewing, that the
former’s sculpture would be at location 13, while latter’s
at location 12. You have conflicting reports that each is
currently the artist-in-residence, meaning that if their art is



(a) An efficient plan for Query 3. (b) An efficient plan for Query 4.

Fig. 3: Plans for Query 3 and Query 4, the second being the logical
conjunction of Queries 1 and 3.

on display, then they will be featured in the infographic at
location B. These facts are expressed in SRQL as part of
the world knowledge as follows:

(yinka-shonibare(locB) AND yinka-shonibare(loc12)) or

(—yinka-shonibare(locB) AND —yinka-shonibare(loc1 2))) AND

(—marwan-rechmaoui(locB) AND —marwan-rechmaoui(loc1 3)) OR
(marwan-rechmaoui({locB) AND marwan—rechmaoui(loc13))>,

and also, with just a single artist-in-residence at any time,
only one will be featured:
yinka-shonibare({locB) XOR marwan-rechmaoui(locB).

Then a query of interest just asks the robot whether we’ll
be able to see Yinka Shonibare’s art:

Query: 3Jx: yinka-shonibare(x) (3)

Using this information, the planner gives a simple strategy
for the robot (see Figure 3a), with cost 87.37 units: drive
to B and determine whose biographic information is featured.
Going directly to location 12 would incur cost 217.00.

But then, being pushed for time, we want to know if we
can see the Marilyn in location 15 as well as Shonibare’s
art. So we combine Queries 1 and 3 as follows:

Query: 3Ix: yinka-shonibare(x) AND marilyn-diptych(loc15) (4)

The planner’s solution for Query 4, with cost 280.63,
is shown in Figure 3b. Noteworthy is that while Query 4
combines information needed to answer Queries 1 and 3, the
optimal solution combines two plans that were dominated for
either of those two.

While the previous discussion has showcased SRQL
in some simple cases, it has not provided any results on
comparative performance. We ran 5 different methods on 9
queries: namely Queries 0, 1, 1b, 2, 3b, 3, 4, along with
two additions that produce more interesting plans:

Query: Vx: sculpture(x) = (ﬂell—shaped(x) OR corner(x)) (5)
Query: dx: sculpture(x) AND —ell-shaped(x) (6)

We collected data on processing time, the resulting size
of the BDD, and worst-case execution cost of plans for each
of the methods. Each execution started with random initial
conditions, with variables placed within location-oriented
blocks and blocks randomly shuffled, but identical initial
conditions tried on each of the methods. Each method was
executed a total of 100 times. The processing times are
summarized in Figure 4. Data on quality of the resulting plan
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Fig. 5: The size and quality of resulting plans for the sample
queries, varying each method. Result size is measured in BDD
vertices. Quality is measured by execution cost.

appears in Figure 5. (Recall that Query O is an exceptional
case, where an empty plan suffices.)

Intuitively, Rudell’s classic sifting algorithm might do
well, because fewer variables does imply that less navigation
would be required. But while it is efficient to compute
(shown in Figure 4), its optimization of size, at best a
surrogate to plan execution cost, is a poor solution. Indeed,
Figure 5 shows that evaluating execution cost is important:
The particular locations, not merely their cardinality, plays a
decisive role. Classic sifting with plan costs produces high-
quality results, but is slow. The last three methods incur no
loss in quality, but with a two-order of magnitude reduction
in computational time. We see that also compressing for size
(before or after) makes only a marginal difference.

VII. CONCLUSION AND OUTLOOK

The present paper has advocated asking robots questions and
having them combine what they know of the world, along
with their ability to go out and probe it, as a way of being
useful. This forms a sort of high-level abstraction, where the
user is less concerned about sow a robot acts than that it
obtains the needed information. A core technical challenge
is to find representations that are rich enough while not
requiring impractical amounts of storage. Reduced ordered
BDDs appear to be a promising candidate; future work will
examine modifications (e.g., beyond Boolean to multi-valued
expressions), optimizations (e.g., re-use for sets of queries),
and specializations to better address their uses and abuses in
planning.
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