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Abstract

In an earlier paper (https://doi.org/10.1137/21M1393315), the switch point algorithm
was developed for solving optimal control problems whose solutions are either singular
or bang-bang or both singular and bang-bang, and which possess a finite number of
jump discontinuities in an optimal control at the points in time where the solution
structure changes. The class of control problems that were considered had a given
initial condition, but no terminal constraint. The theory is now extended to include
problems with both initial and terminal constraints, a structure that often arises in
boundary-value problems. Substantial changes to the theory are needed to handle this
more general setting. Nonetheless, the derivative of the cost with respect to a switch
point is again the jump in the Hamiltonian at the switch point.

Keywords Switch point algorithm - Singular control - Bang—bang control -
Boundary-value problems
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1 Introduction

An earlier paper [1] develops the Switch Point Algorithm for initial-value problems
with bang-bang or singular solutions. This paper extends the algorithm to problems
with terminal constraints. More precisely, we consider fixed terminal time control
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problems of the form

min C(x(T)) subjectto x(¢) = f(x(#),u(t)), wu() e U(t), (.1

x7(0) =b;, xg(T) =bg, '
where x : [0, T] — R”" is absolutely continuous, u : [0, T] — R™ is essentially
bounded, C : R” — R, f : R" x R"™ — R”", 1{(¢) is a closed and bounded set for
eacht € [0,T], I and E are subsets of {1, 2, ..., n}, and x; denotes the subvector
of x associated with indices i € I. The vectors b; and bg are given initial and
terminal values for the state. It is assumed that |/| + |E| = n, where |S| denotes the
number of elements in a set S, and the dynamics f and the objective C are continuously
differentiable. Here and throughout the paper, differential equations should hold almost
everywhere on [0, T']. Problems of this form arise in boundary-value problems such
as the fish harvesting problem in [32], which is also studied in the PhD thesis [6] of
Summer Atkins.

With the notation given above, the paper [1] considered an initial value problem
where |I| = n and |E| = 0. In this special case, any u satisfying the control constraint
is feasible, and the associated state is the solution to an initial value problem. When
|E| > 0, components of the initial state corresponding to i € /¢, the complement of /,
are unknown. The nonspecified components of the initial state along with the control
u must be chosen to satisfy the boundary condition xg (7)) = bg. Due to the terminal
constraint, the theory developed in [1] is no longer applicable.

The costate associated with (1.1) satisfies the linear differential equation

p(@) = —pOVfx(@),u()), ps0)=0, pr(T)=VrCx(T)), (1.2)

where J and F denote the complements of / and E respectively, p : [0, T] — R” is
arow vector, the objective gradient Vi C is a row vector whose i-th component is the
partial derivative of C with respect to x;, i € F, and V,f denotes the Jacobian of the
dynamics with respect to x. Due to the terminal constraintxg (7)) = bg, the objective is
only a function of X (7T"). Under the assumptions of the Pontryagin minimum principle,
a local minimizer of (1.1) and the associated costate have the property that

Hx(t),u(t),p(t)) =inf{Hx(#), v,p(t)) : ve U(®)} (1.3)

for almost every ¢ € [0, T], where H (x, u, p) = pf(x, u) is the Hamiltonian.
When the Hamiltonian is linear in the control and the feasible control set has the
form

U ={veR" :a(r) <v =B}

where « and B : [0, T] — R™, it is often possible to decompose [0, T'] into a finite
number of disjoint subintervals (s;, s;4+1), Wwhere0 = so <51 < ... < sy = T,andon
each subinterval, each component of an optimal control is either singular or bang-bang.
Moreover, by singular control theory [36], it is often possible to express the control in
feedback form as u(t) = ¢; (x(¢), t) for all t € (s;, s;+1) for some function ¢; defined
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on a larger interval containing (s;, s;+1). In the Switch Point Algorithm, the original
control problem is solved by optimizing over the choice of the s;, 0 < i < N.In
other words, if F; (x, 1) :=f(x, ¢;(x, 1)) and F(x, t) := F;(x, t) for all t € (s, si+1),
0 <i < N, then (1.1) is replaced by the problem

msin C(x(T)) subjectto x(t) =F(x(t),t), x;(0)=b;, xg(T)=bg. (14)

In order to solve (1.4) efficiently, we develop an algorithm for computing the deriva-
tive of the objective with respect to a switch point. This formula allows us to utilize
gradient, conjugate gradient, and quasi-Newton methods in the solution process. Let
C(s) denote the objective in (1.4) parameterized by the switch points s;, 0 <i < N,
and suppose that x is feasible in (1.4). Under a smoothness assumption for each F; and
invertibility assumptions for submatrices of related fundamental matrices, we obtain
the following formula:

0C
g(s) = H;_1(x(s;), p(si), ;) — H;(x(s;), p(si),si), 0<i <N, (1.5)

where H;(x, p,t) = pF;(x, t), and the row vector p : [0, T] — R” is the solution to
the linear differential equation

p@) = —p@OV,Fx(@),1), t€[0,T], pr(T)=VrCxT)), ps0)=0.

(1.6)
Hence, the derivative of the objective with respect to all the switch points can be com-
puted from one integration of the state equation in (1.4), followed by one integration of
the costate equation in (1.6). The formula (1.5) matches the formula given in [1, Thm.
2.4] in the case |E| = 0. Summer Atkins in her thesis [6] also obtains this formula in
the special case of the fish harvesting problem. Since F could jump at s;, the existence
of the Jacobian in (1.6) is generally restricted to the open intervals (s;, s;+1), and the
differential equation only needs to hold almost everywhere.

See the earlier paper [1] for a detailed survey of literature concerning bang-bang
and singular control problems, which includes the papers [2-5, 8-11, 25, 27, 30, 31,
38, 39]. Note that [31] and [39] express the partial derivative of the objective with
respect to the switch points in terms of the matrix of partial derivatives of each state
variable with respect to each switch point, where the matrix is obtained by forward
propagation using the system dynamics. We circumvent the evaluation of the matrix
of partial derivatives by using the costate equation to directly compute the partial
derivative of the objective with respect to all the switching points. One benefit of
computing the matrix of partial derivatives of each state with respect to each switch
point is that with marginal additional work, second-order optimality conditions can
be checked [33, Chap. 7].

In more recent work [34], the authors develop a method for solving bang-bang and
singular optimal control problem using adaptive Legendre—Gauss—Radau collocation
[12, 13, 24, 28, 29, 35] in which the structure of the solution is first determined, and
a regularization technique is used in the singular regions, while the switch points are
treated as free parameters in the optimization. The gradient methods that might be
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used in conjunction with the derivatives provided in the current paper do not require
regularization, however, as discussed in Sect.7, a good starting guess for the switch
points is needed to ensure convergence.

The paper is organized as follows. Section2 provides an existence result for a
system of nonlinear equations. This key result is the basis for a stability analysis of
the boundary-value problem associated with (1.1). In Sect. 3, stability with respect the
terminal boundary constraint is analyzed, while Sect. 4 analyzes stability with respect
to a switch point. In Sect. 5, the results of the previous sections are combined to obtain
the derivative formula (1.5). Section6 discusses problems where a singular control
depends on both state and costate. Finally, Sect. 7 explores numerical issues.

Notation and terminology. Throughout the paper, || - || is any norm on R”. The ball
with center ¢ € R” and radius p is denoted B,(c) = {x € R" : ||x —¢|| < p}.
The expression O(#) denotes a quantity whose norm is bounded by ¢||@ |, with ¢ is a
constant that is independent of . The Jacobian of f(x, u) with respect to x is denoted
V. f(x, w);its (i, j) elementis 9 f; (x, w)/0x ;. For areal-valued function such as C, the
gradient VC (x) is a row vector, while Vi C(x) is a row vector whose i-th component,
i € F,is the partial derivative of C with respect to x;. For a vector x € R” and a set
I C {1,2,...,n},x; is the subvector consisting of elements x;,i € 1. If A € R™*"
is a matrix, and R and C are subsets of the row and column indices respectively, then
AR is the submatrix corresponding to rows in R and columns in C. All vectors in
the paper are column vectors except for the costate which is a row vector.

2 An existence result

In order to derive the formula (1.5) for the derivative of the objective with respect to
a switch point, we first need to analyze the stability of the boundary-value problem
in (1.1). This analysis is done using the proposition stated below. The proposition is
a special case of a general theorem developed in a sequence of papers [15-21, 23].
The general result, formulated in a Banach space with set-valued maps, has broad
application in the convergence analysis of numerical algorithms, as seen in papers
such as [14, 20-22]. The special case stated here is for finite dimensional point-to-
point maps which is sufficient for handling the analysis of (1.1). This result is closely
related to Newton’s method, a favorite topic of Asen L. Dontchev, whom we remember
in this volume.

Proposition 2.1 Suppose that g : R" — R”" is continuously differentiable in B, (0)
for some r > 0, and define § = ||g(0)||. Let L € R"*" be an invertible matrix with
y := LY and with the property that for some € > 0,

Vg(@) — L|| <€ forall @ € B.(0). 2.1
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Ifey < 1land$§ < r(1 — ye)/y, then there exists a unique 0 € B,(0) such that
g(0) = 0. Moreover, we have the bound

3y

0l <
101 < —

2.2)

3 Stability with respect to terminal constraint
In analyzing the differentiability of the objective in (1.4) with respect to a switch point,

there is no loss in generality in focusing on the case N = 2, where there is a single
switch point s € (0, T) and the dynamics switches from Fy to Fy at 7 = s:

F(x,t) = Fo(x,¢t) forallt € [0,s) and F(x,r) =F(x,7) forallr € (s, T].

It is assumed that there exists a feasible, absolutely continuous state x which satisfies
the constraints of (1.4). That is, x satisfies

() =Fx(),1), x;(0)=b;, xp(T)=Dbg. (3.1
Throughout the paper, x denotes a solution to this problem. In this section, we focus

on the following question: If the endpoint constraint bg in (3.1) is changed to bg + &,
does there exist a solution x” to the perturbed problem

x() =Fx(),1), x;(0)=b;, xpg(T)=bg+m, (3.2)
and is the solution change bounded in terms of ||z ||? The following assumption is

used in this analysis.
Dynamics Smoothness. For p > 0, define the tubes

To={(x,1) :1€[0,5s+ pland x € B,(x(1))},
Ti={(x,t):tels—p,Tland x € B,(x(1))}.
It is assumed that on 7}, j = O or 1, F; is continuously differentiable, while F;(x, t)
is Lipschitz continuously differentiable in y, uniformly in ¢, with Lipschitz constant

L.
Let us define * = x;(0), and let us consider the initial-value problem

¥y =F(y@), 1), yr©0) =b;, y;0)=06"+9. (3.3)
For § = 0, y = x, the solution of (3.1), since y;(0) = x;(0). Under Dynamics
Smoothness, it follows from [1, Cor. 2.3] that (3.3) has a solution yg when ||@] is
sufficiently small, and we have the bound

lyo (1) —x(0)]| = lya () — yo@)|| < ™[0 forallz € [0, T]. (34
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By the continuity of V. F; on 7}, for j = 0 or 1, it follows that there is a constant 8
such that
IViF(x, )l < B forall t € [0,T] and x € B,(x(?)). 3.5

A sharper estimate for the difference y — x is obtained from the solution zy of the
linearized problem

z(t) = Vi F(x(¢),)z(t), z;(0) =0, z;(0) =4. (3.6)

Since V,F(x(¢), t) is continuous on [0, s) and on (s, T'], the solution to the linear
differential equation (3.6) has a bound

zo(t) = 0(6) forall ¢ € [0, T. (3.7)

Define forall t € [0, T] and @ € [0, 1],

8(t) =yo(1) —x(t) —26(1) and X(a, 1) =X(1) + a(ys (1) — x(1)). (3-8)
Differentiating § and utilizing a Taylor expansion with integral remainder term, we
obtain forallr € [0, T], t # s5,8(t) =yo(t) —x(t) —Zp(t) =

F(yo (), 1) —F(x(1),1) — ViF(xX(1), 1)z (1) =

1 1
(/ Y F(x(e, 1), ) da) (ya(t)—X(t))—< / V. F(x(1), 1) da)zH(r)=
0 0

1 1
(/ [V, Fx(a, 1), t) — VL F(x(), 1)] da) Zy(t) + (/ ViF(x(a, 1), 1) dOl) 8(1).

0 0
(3.9)

Take @ in (3.4) small enough that yo(¢) lies in the tube around x(¢#) where V,F is
Lipschitz continuous. If L is the Lipschitz constant for V, F, then we have

IViFx(a, 1), 1) = ViF(x(1), )|l < aL]lys (1) —x()|| = O(6) (3.10)

by (3.4). Take the norm of each side of (3.9). On the right side of (3.9), the coefficient
of zg is O(#) by (3.10), while zg is O(#) by (3.7). Since ||V Fx(c,1),8)| < B
for all « € [0,1] and ¢t € [0, T] by (3.5), the right side of (3.9) has the bound
O(1011?) + Bl8(1)|l. On the left side, exploit the fact from [1, Lem. 2.1] that the
derivative of a norm is bounded by the norm of the derivative to obtain

dljs@)|l
dt

= 18wl = 0 (1017) + IS (3.11)

By the initial conditions for yg, X, and zy in (3.3), (3.1), and (3.6) respectively, § (0) = 0.
This observation, together with (3.11) and Gronwall’s inequality yield

I56 = %) — 7l = 18001 = O (161°) . (3.12)
Thus zy provides an O (||0 ||2) approximation to the difference yg — x.
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The linearized problem (3.6) plays a fundamental role in the stability analysis of
(3.1). Finding a solution of the perturbed problem (3.2) is equivalent to finding the
starting condition @ in (3.3) with the property that yy(7) = bg + x. Since zy is a close
approximation to yg — x, we could choose 6 so that zg(7T') = =, in which case

¥o(T) = x(T) +25(T) + O (||0||2) —bp+r+O (||0||2) .

Therefore, for this choice of 8, the solution of (3.3) satisfies the perturbed boundary
condition to within O (]|0]?).

The fundamental matrix ® : [0, T] — R"*" associated with the linear system
z(t) = V,F(x(¢), t)z(¢) is the solution to the initial-value problem

o) = V,F(x(t), ) ®(t), ®(0) =1, (3.13)

where I is the n x n identity matrix. The solution z of the linearized problem (3.6) is
equal to the fundamental matrix times the initial condition. Due to the special choice
of the initial condition in (3.6), the @ that yields zg(T) = = is the solution to the
linear system of equations ®g;(7T)0 = m, where ®; represents the submatrix of
® associated with columns J and rows E. If this square submatrix is invertible, then
0 = &5, (T) 'x. With these insights, we have the following result:

Lemma 3.1 Suppose that ®g;(T) is invertible and let y = ||<I>EIJ(T)||. Formina
neighborhood N of the origin, the perturbed boundary-value problem (3.2) has a
solution X and

X7 (0) = x;O)|| = [IX7(0) — 0%|| < cliz| forallw e N, (3.14)

where c is a constant that approaches y as ||| approaches 0.

Proof We apply Proposition 2.1 with £ = Vg(0), where g(0) = ygr(T) —br — &
and yj is the solution of (3.3). Both bg and & are independent of @ so their derivatives
are 0. From the analysis in [37, Chap. 1.6], the derivative of yyg(T") with respect to
0, evaluated at @ = 0 is £L = ®g;(T). Moreover, it follows from [37, Chap. 1.6] that
Vg(0) is continuously differentiable at # = 0. Choose € small enough that ey < 1
and then choose r small enough that (2.1) holds; by continuity of the derivative of g at
0 = 0, (2.1) holds for r sufficiently small. Since g(0) = &, we have § = ||r||. Choose
|| || small enough that§ < r(1—ye€)/y. Since all the requirements for (2.2) have now
been satisfied, there exists a unique 8 € B, (0) such that g(#) = 0, or equivalently, such
that yog(T) = bg +x. By (2.2), ||10|| < cl|lx||, where ¢ = y /(1 — €y) is independent
of . Since yy satisfies both the initial and terminal conditions for x” in (3.2), we can
take x™ = yy. Att =0,

x7(0) =yos(0) =0" +0,
which rearranges to give (3.14). As € tends to zero, we can let r also approach zero, in

which case the denominator in (2.2) tends to one and the ball containing the solution
0 to g(#) = 0 tends to zero. m]
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4 Stability with respect to the switch point

In order to obtain the derivative of the objective in (1.4) with respect to the switch
point, we need to analyze the effect of perturbations in the switch point s. Let FT be
defined by

F+(X £ = Fo(x,t) forallt € [0, s + As),
’ Fi(x,t) forallt € (s + As, T],

where |As| < p. Hence, F is the dynamics gotten by changing the switch point from
s to s + As. The boundary-value problem associated with the perturbed switch point
is

x(1) =F"(x(1),1), x7(0) =b;, xg(T)=bg, 4.1

and a solution, if it exists, is denoted x*. The goal in this section is to show that
when the invertibility condition of Lemma 3.1 holds, the perturbed problem (4.1) has
a solution that is stable with respect to the perturbation As.

Let yg’ denote the solution to the perturbed initial-value problem

¥y =F (y@),1, yi0)=b;, y;0)=0"+6, (4.2)

where 0* = x;(0). When 6§ = 0, we omit the 6 subscript on y;r soyt = yar . Since
F* =Fjon [0, 5), assuming As > 0, it follows that

y (@) =yi () =x(t) forallz € [0,s). 4.3)

Fort € (s, T, itis shown in [1, (2.12)—(2.14)] that
ly* () — x(t)| = O(As) on (s, T], which implies y;(T) =bg — =« 4.4)
for some m = O(As) since x(T) = bg. By (4.3) and (4.4), y™ lies inside the tubes
around x given in Dynamic Smoothness when As is sufficiently small. Moreover, as in

(3.4), it follows from Dynamics Smoothness and [1, Cor. 2.3] that (4.2) has a solution
yg’ when |As| < p and ||@]| is sufficiently small, and we have the bound

lyg 1) —y* (@l < ™01 forall € [0, T]. 45)

Combine (4.3)—(4.5), and the triangle inequality to obtain
||y(';(t) —x()|| = O(As) + O(0) forallr €[0,T]. (4.6)
Now let us consider whether a solution exists to (4.1), assuming a solution to the
original system (3.1) exists when As = 0. As in the previous section, our approach is

to focus on the initial-value problem (4.2) and try to choose 6 such that y(‘; =xTisa
solution of (4.1). In particular, if we choose # such that

(vg (1) —yg (D)), =,

@ Springer



Extension of switch point algorithm to boundary-value problems 1237

then combining this with (4.4) gives
y;E =y;§+7r =bg—nm+m =bg.

Thus y; satisfies the same boundary conditions as those for a solution x™ of (4.1).
With this insight, the following result is established:

Lemma4.1 If @ ;(T) is invertible, then for As in a neighborhood of 0, the problem
(4.1), with perturbed switch point s + As, has a solution X™, and we have

Ix}(0) — x; (0| = X} (0) — 6*|| < c|As| for all As near 0, 4.7

where c is a constant that is independent of As.

Proof The lemma is stated in terms of the fundamental matrix ® that arises in the
unperturbed problem of Sect. 3, and which satisfies

o) = V,Fx(1), ) ®(), ®0) =L

If the proof technique of Lemma 3.1 is applied to the problem (4.1) with a perturbed
switch point, then the associated fundamental matrix is the solution of

o (1) = V.Ftyt@),net@r), 70 =L 4.8)
Since x(t) = y{ (t) = y*(t) and F© = F on the interval [0, 5], it follows that

&1 () = ®(¢) on [0, s]. On the interval [s, s + As], ® is associated with the dynamics
F; while ®7 is associated with the dynamics Fy, so the fundamental matrices satisfy

&(r) = V,Fi(x(t), )®(t) and & (1) = V,Fo(y* (1), )®(t) on[s,s + As]
with the initial condition ®(s) = ®7 (s). Since F and F are smooth and the starting
conditions for ®(7) and ®1(¢) at + = s are the same, it follows that the difference

D = & — & satisfies |[D(s + As)|| = O(As). On the interval [s + As, T], the
fundamental matrices satisfy

. . +
®(1) = V.Fi(x(1),D®(t) and @ (1) = V. Fi(y" (1))@ (1)
Subtracting the two equations, the difference D satisfies
D(1) = V.Fi1(y* (1), DD(@) + [V F1(x(0), 1) — Vi Fi(y* (1), D1@(1), (4.9
where D(s + As) = O(As). Choose As small enough that y* lies within the tubes
associated with Dynamics Smoothness. Hence, (4.4), Dynamics Smoothness, and the
Lipschitz property for V,F; imply that the coefficient of ® in (4.9) is O(As). By

the boundedness of y™ and @, it follows that the solution D of the linear equation
(4.9) satisfies D(T) = O(As). Since ®;(T) is invertible by assumption, then so is
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1238 W. W. Hager

<I>JE’J(T) for | As| sufficiently small and <I>ZCJ (T) converges to ®g;(T) as As tends to
zero. Let us take As small enough that ||<I>‘gj (MY < yt=2y.

Observe that the analysis of ® and @1 concern the case where # = 0. Next, 6 is
introduced into the analysis. Similar to the approach in the proof of Lemma 3.1, we
take £ = Vg(0) = ®,(T) where ® is the solution of (4.8), g(6) =y .(T) — bg,
and yg' is the solution of (4.2). Note that Vg(@) is the E J submatrix of <I>g'(T) where

<i>;(t) =V.Ff iy  (),H®; (), @7 (0) =1 (4.10)

Subtract the equation (4.8) for ®T from (4.10) to obtain an equation for the difference
Dt =o) —ot:

D* (@) = ViF* (v (1), 1)) D* (@) + [VaF* (y7 (1), 1) = VoF* (v (1), 1) @7 (1),
4.11)
where DT (0) = 0. By the Lipschitz property for V,Fy and V,F; and by (4.5), the
coefficient of ®T in (4.11) is O(#) when |As| < p and @ is sufficiently small. Since
y, and @7 are both uniformly bounded, it follows from (4.11) that [D*(T)|| = O(9).
In our context, the left side of (2.1) is

IVE®) — Vel < @5 (T) — @ (T)|| = IDT(D)| < cllfl,

for some constant ¢ independent of @ and | As| < p. Choose € > Osuchthatey™ < 1,
and choose r small enough that |[DT(T)| < € when ||0] < r.

By (4.4),6 =|g0)] = ||y;g(T) —bg|l = O(As). Choose As smaller, if necessary,
to ensure that § < r(1 — yTe€)/y™. Hence, by Proposition 2.1, there exists a unique
0 € B,(0) such that g(@) = 0, or equivalently, such that y;E(T) = bg. Moreover,
xt = y; is a solution of the perturbed problem (4.1) and ||#] < c|As| where ¢ =
y T/ (1 —ey™) by (2.2). The identity x* =y, implies that

X5 (0) = y§,(0) = 6%+,

which rearranges to give (4.7) since § = O(As). O

5 Objective derivative with respect to switch point

Lemmas 3.1 and 4.1 will be combined to establish the formula (1.5) for the derivative
of the objective with respect to a switch point. Notice that this formula involves the
costate p, which must satisfy complementary boundary conditions to those of x. Since
the costate equation is linear, its solution can be expressed in terms of a fundamental
matrix denoted ¥, the unique solution of the initial-value problem

¥ = —V,Fxx(1),1) W), w0O) =L (5.1

Since p;(0) = 0 while pr(T) = VFC(x(T)), a solution to the costate equation exists
when W ;(T) is invertible.
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Theorem 5.1 If Dynamics Smoothness holds, the objective C is continuously differ-
entiable, and both ® j(T) and ¥ g1 (T) are invertible, then

a0C
E(s) = Hy(x(s), p(s), s) — H1(x(s), p(s), 5), (5.2)

where Hj(x,p,t) = pF;(X,1), j = 0or1, and the row vectorp : [0, T] — R" is the
solution to the linear differential equation

p@) = —p(OVF(x(),1), 1€[0,T], pr(T)=VrCx(T)), ps(0)=0.
(5.3)

Proof By Lemma 4.1, the problem with perturbed switch point has a solution x* for
As sufficiently small. Our goal is to evaluate the limit

I C(x"(T)) — C(x(T))
m .
As—0 As

Let y;r be the solution of (4.2) associated with the solution xt of (4.1); that is,
y;r = x*. Let Z be the solution to the following linearized system:

Z(t) = ViFo(x(1), DZ(1), t€[0,5), Z;(0)=0, Z;(0)=0, (54)
Z(t) = ViF1(x(1), DZ(t), t€(s+ As, T, (5.5

where
Z(s + As) = Z(s) + As[Fo(x(s), s) — F1(x(s), s)]. (5.6)

There is a unique solution to (5.4)—(5.6) due to the linearity of the first two equations.
Since # = O(As) by Lemma 4.1 and the coefficient of Z in (5.4) is continuous, it
follows that Z(t) = O(As) for t € [0, s]. Since Fo(x(s), s) and F{(x(s), s) are both
continuous for ¢ € [s, s + p], |Z(s + As)|| = O(As). Finally, due to the linearity of
(5.5), we have

Z(t) = O(As) fort €[0,s]U[s + As, T]. 5.7

The difference between y(‘; — x and Z can be analyzed as in Sect.3 in terms of
(@) = y(‘;(t) — x(t) — Z(t). By the initial conditions for y;, for x =y, and for
Z in (4.2), (3.3), and (5.4) respectively, it follows that §(0) = 0. Exactly the same
expansions between (3.9) and (3.12) yield ||8(¢)|| = O (||0||2) for all ¢+ € [0, s].

Moreover, from Lemma 4.1 and the fact that € is chosen such that y; = xT, we have
0]l < c|As|. Hence,

18| = O <|As|2) on [0, s]. (5.8)

Now consider the interval [s,s + As], |As| < p. Since x* and x are twice
continuously differentiable on (s, s + As), a Taylor expansion gives

xt(s + As) = x*(s) + AsFo(x"(s), s) + O <|As|2) , (5.9)
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x(s + As) = x(s) + AsF1(x(s),s) + O (IAslz) . (5.10)
Subtracting (5.10) and (5.6) from the (5.9) and referring to the definition of § yields
8(s + As) = 8(s) + As [Fo (xF(s), 5) — Fo(x(s), )| + O (IAS|2> . (51D

By (4.6) and the fact established in Lemma 4.1 that yg = xT with 8 = O(As),
we have ||x*(s) — x(s)|| = O(As). Due to Dynamics Smoothness and the Lipschitz
continuity of Fy, and the fact from (5.8) that §(s) = (’)(|As|2), (5.11) implies that
8(s + As) = O (|As]?).

The final interval [s + As, T] is treated exactly as in the expansions (3.9)—(3.12)
except that §(0) = 0 in (3.12) should be replaced by 8(s + As) = O (|As|?).
Nonetheless, we have [|§(1)] = O (|As|2) forall ¢t € [s + As, T]. In summary,

16| = O (|As|2) forall t € [0, s]U[s + As, T]. (5.12)

If p is the solution of (5.3), which exists by the invertibility assumption for ¥ £, (T'),
and Z is the solution of (5.4)—(5.6), then we integrate over [s+As, T'] and then integrate
by parts to obtain

T
0= / p(t)I:VXF(x(t), DZ(t) — Z(:)} dt
s+As
T
= / |:p(t)VxF(X(t), 1)+ p(t)]Z(t) dt —p(TYZ(T) + p(s + As)Z(s + As)
s+As
= —pe(1)Zg(T) —pr(T)Zr(T) + p(s + As)Z(s + As)
= —pe(T)Zg(T) — VrCX(T))ZFr(T)
+p(s + As)[Z(s) + As(Fo(x(s), s) — F1(x(s), s))1, (5.13)

where the integral in the second equality vanishes due to (5.3) and the last equality is
due to (5.6). Similarly, an integral over [0, s] yields

0= /S p(t) |:VXF(X(I), DZ(t) — i(t)} dt
0

- TPWEY (5.14)

since py(0) =0 = Z;(0).
Since C is continuously differentiable at x(7"), the mean-value theorem gives

C(x™(T)) — C(x(T)) = VEC(xa) [x{(T) — x£(T)], (5.15)
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where X is a point on the line segment connecting x* (T) and x(T'). Add (5.13)—(5.15)
and substitute

x(T) = x(T) = x"(T) —x(T) — Z(T) + Z(T) = §(T) + Z(T)
to obtain C(x™(T)) — C(x(T)) =

VECXA)SFp(T) + [VFCXp) = VECX(T)IZE(T) + [p(s + As) — p(s)1Z(s)
—Pe(T)ZE(T) + Asp(s + As)[Fo(x(s), s) — F1(x(s), 5)]. (5.16)

Bounds are now obtained for each of the terms in (5.16). By (5.12), [|6(T)| =
@ (|As|2) s0 [VFEC(xp)6p(T)| = O (|As|2). Since the distance between x(¢) and
xt(t) = y; (1) is O(As) by (4.6) and Lemma 4.1, the distance between xa and x(7')
is also O(As). Since Z(T) = O(As) by (5.7), it follows that Zy (T) = O(As), while
the coefficient of Zf tends to zero as As tends to zero. Similarly, Z(s) = O(As)
by (5.7), and the coefficient of Z(s) tends to 0 as |As| tends to 0. Finally, since
Xp(T) = xg(T) = bg and §(T) = O (|As|?), it follows that

O (I1as2) = 185(T)]| = Ix5 (T) = & (T) = Zi(T) | = |1 Z& (D,

which implies that pg(T)Zg(T) = O (|As|2). Divide (5.16) by As and let As tend
to zero to obtain

aC C(x™(T)) — C(x(T
o= tim DD By x50, )~ Fy ), 91
which completes the proof. O

Theorem 5.1 requires the invertibility of two submatrices of two different fundamen-
tal matrices. It would seem that either of the matrices could be singular; consequently,
the theory would not be applicable in certain degenerate situations. In particular, if the
state x(¢) € R? and if the control problem is a boundary-value problem, rather than an
initial-value problem, then |/| = |J| = |E| = |F| = 1. Hence, the critical submatrices
of ®(T) or ¥(T) would be one by one; that is, they would be scalars. It would seem
that either of these off-diagonal scalars elements of ®(7) or W(7T') could be zero.
The invertibility conditions associated with the fundamental matrices arise when we
consider perturbations of the boundary conditions in either the state or costate equa-
tion. Situations where either of these boundary-value problems becomes infeasible
after a small perturbation may be situations where these invertibility assumptions are
violated.

6 Singular control depending on both state and costate

In this section, we consider the case where a singular control depends on both the state
and costate. Suppose the u(r) = ¢; (x(¢), p(¢), ¢t) forall ¢ € [0, s) wheni = 0 and for
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allt € (s, T] wheni = 1. The state dynamics becomes F; (x, p, 1) = f(x, ¢; (X, p, 1))
fort € [0, s) wheni = Oorfort € (s, T]wheni = 1. After replacing u by ¢; (x, p, t)
in the costate equation, we obtain the factor

Fix(-x9 p, t) = fo(x, u)'u:qbi(x,p,[) s

fort € [0,s) wheni = 0 and for r € (s, T] when i = 1. The state/costate coupled
system is

with the boundary conditions x; (0) = by, xg(T) = bg, and p(0) = po, where pg is to
be determined. If u* is a local minimizer for the control problem (1.1) and (x*, p*) are
the associated state and costate, then (x*, p*) will satisfy both (6.1) and the boundary
conditions, assuming pp = p*(0). From this perspective, we can think of the objective
C(x(T)) as being a function C (s, po) that depends on both the switching point and the
starting value pg for the costate. To solve this problem efficiently, we need a formula
for the derivative of C with respect to either s or py.

Asin [1, Sect. 3], to compute the derivative with respect to s (holding pg fixed), we
view the state/costate pair (X, p) as a new generalized state. There are 2n boundary
conditions, the initial condition p(0) = pg of dimension n, and the boundary conditions
x7(0) = by and xg(T) = bg of total dimension ». This fits the framework of (1.1),
but with a state variable of dimension 2n and with 2n boundary conditions. The
Dynamics Smoothness condition should then be replaced by a Generalized Dynamics
Smoothness condition; in the Generalized condition, each occurrence of x is replaced
by the pair (x, p). Associated with the generalized state, there is a generalized costate
y(),z(t)) € R2" where (y, z) is a row vector. The generalized Hamiltonian is

Hi(x,p.y.z 1) = yFi(x, p, ) — pFix(x, p, 1)z
The generalized costate is the solution of the linear system of differential equations

¥(0) = =ViH&(@), p(1), (), 2(t), 1), y;(0) =0, yr(T) = VFC(x(T)), (6.2)
z(t) = =V, Hx(1), p(t), y(©), z(1), 1), z(T) =0, (6.3)

where the boundary condition z(7') = 0 is due to the fact that the objective does not
depend on p(T'). Therefore, under the assumptions of Theorem 5.1, but with Dynamics
Smoothness replaced by Generalized Dynamics Smoothness, we have

aC
g(s, Po) = Ho(x(s), p(s), y(s), z(s), s) — H1(x(s), p(s), y(5), z(s),5), (6.4)

where (y, z) satisfy (6.2)—(6.3). The formula for the derivative of the objective with
respect to po is similar to that shown in [1, Sect. 3]; the only change is to replace the
boundary conditions x(0) = xg and y(7T) = VC(x(T)) in [1, Sect. 3] by the boundary
conditions x;(0) = by, Xg(T) = bg, y;(0) = 0, and yp(T) = VFC(X(T)). The
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final formula is again

dC(s, po) — 2(0)
dpo '

where (y, z) satisfies (6.2)—(6.3).

7 Algorithms

The derivative obtained in this paper is very useful when solving a singular control
problem using a gradient-based optimization method, however, a good starting guess
for the switching points is needed. One useful approach for generating an initial guess
is to employ an Euler discretization with total variation regularization. Details on this
regularization technique can be found in [1, Sect. 5] and [7]. A brief summary is as
follows: The Euler discretized and regularized version of (1.1) is

m N-—1
minC (xy) +p > Y ugj — i j1l
subject to Xj41 =X; + hf (xj,u;), Xor =bs, Xyg =bg, uj €U (1)),
7.1y

where0 < j < N—1,h=T/N,t; = jh,and N is the number of mesh intervals. The
parameter p controls the strength of the TV regularization term, and as p increases,
the oscillations in u should decrease. The nonsmooth problem (7.1) is equivalent to
the smooth optimization problem

m N-2
min C (Xy) +’OZ Z vij + wijj
i=1 j=1
subject to Xj11 =X; + Af (xj,u;), Xo1 =b;, Xyg = b,
w eU(t;), wer—w=v,—w, vy >0, w; >0, (7.2)

where 0 < j < N —1and 0 <! < N — 2. This sparse optimization problem is effi-
ciently solved using the gradient-based algorithm in [26] when the control constraint
set U (tj) is a Cartesian product of intervals.

After obtaining an initial guess for the switch points, the formula for the derivative
of the objective with respect to the switch points can be used to optimize the location
of the switch points. For a problem with multiple switch points, the derivative with
respect to all the switch points can be computed with two integrations. Here we focus
on the ordinary state and costate (not the generalized case). Define so = Oand sy = T,
and let s; denote the current estimate of the i-th switch point, 0 < i < N. Assuming,
for the moment, that the current state iterate x satisfies its boundary conditions, the
first step in computing the derivative with respect to the switch points is to integrate

@ Springer



1244 W. W. Hager

both the state equation (3.1) and the equation (5.1) for the costate fundamental matrix
W across each of the intervals (s;, si+1),i = 0,1, ..., N — 1. We save the values
of the state on each interval (s;, s;4+1) and the final fundamental matrix W (7). The
invertibility of Wr;(T) can be checked at this point. Assuming it is invertible, the
terminal condition pg(T") for the costate is obtained:

pe(T) = ¥ (T)V, [(T)VFC(X(T)), (7.3)

which is combined with pr (7)) = VFC(x(T)). Next, integrate the costate (5.3) back-
wards, starting from the the value for p(7") that was just determined, and across each
of the intervals (s;, si+1),i = N — 1, N — 2, ..., 1. The change in the Hamiltonian
at each of the switch points gives the derivative of the objective with respect to the
switch points, in accordance with Theorem 5.1.

After obtaining the gradient of the objective with respect to the switch points, most
optimizers perform a line search along a search direction and move to a new set of
switch points. To perform this line search, we need to determine the solution to the
boundary-value problem associated with a new set of switch points, that are often near
the original switch points. The techniques developed in Sects.3 and 4 can be used to
find the new solution of the boundary-value problem (4.1) associated with the new
switch points, starting from a solution of the original boundary-value problem (3.1).

Consistent with the notation of Sect. 4, let §* denote x;(0), where x is the solution
to the boundary-value problem (3.1) associated with the original switch points. The
goal is to find @ such that the solution to the problem (4.2) satisfies yg (7)) = bg. Our
initial guess could be f = 0. If #; denotes the guess at iteration k, y* is the solution
yt of (4.2) associated with @ = 0y, and ®* is the fundamental matrix ®* in (4.8)
associated with y*© = y¥, then Newton’s method for computing @ is

B =01 — @, (17" (Yo () —bg). (74)

While performing the Newton iteration, we can also check the invertibility of <I>]f5 ().

Note that two fundamental matrices arise in the computations, one matrix @ is
associated with the state dynamics (3.13), and the other matrix W is associated with the
costate dynamics (5.1). In the formulas (7.3) and (7.4), only part of these fundamental
matrices are required. In particular, we only need the part of ® associated with columns
in J, and the part of ¥ associated with columns in /. Hence, the computation of the
fundamental matrices can be streamlined by only computing the parts of ® or ¥ that
are utilized.

8 Conclusions

The Switch Point Algorithm of [1] for an initial-value problem was extended to handle
both initial and terminal boundary conditions. The formula for the derivative of the
objective with respect to a switch point reduced to the change in the Hamiltonian
across a switch point. This was the same formula obtained for an initial-value problem.
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Nonetheless, significant modifications in the analysis were needed to handle terminal
constraints. In particular, it was necessary to analyze the existence and stability of
solutions to a boundary-value problem under perturbations in the terminal constraint or
in the switch points; moreover, the invertibility of certain submatrices of fundamental
matrices for the linearized state equation and for the costate equation were required.
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