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Abstract. Sixth-order boundary value problems (BVPs) arise in thin-film flows with a surface that has
elastic bending resistance. To solve such problems, we first derive a complete set of odd and even
orthonormal eigenfunctions — resembling trigonometric sines and cosines, as well as the so-called “beam”
functions. These functions intrinsically satisfy boundary conditions (BCs) of relevance to thin-film flows,
since they are the solutions of a self-adjoint sixth-order Sturm-Liouville BVP with the same BCs. Next,
we propose a Galerkin spectral approach for sixth-order problems; namely the sought function as well as
all its derivatives and terms appearing in the differential equation are expanded into an infinite series with
respect to the derived complete orthonormal (CON) set of eigenfunctions. The unknown coefficients in
the series expansion are determined by solving the algebraic system derived by taking successive inner
products with each member of the CON set of eigenfunctions. The proposed method and its convergence
are demonstrated by solving two model sixth-order BVPs.

1. Introduction

Sixth-order parabolic equations arise in a number of physical contexts. For example, early work by King
[1] on isolation oxidation of silicon led to a model featuring a sixth-order parabolic equation due to the
effect of diffusion and reaction on substrate deformation during the oxidation process. Importantly, King
[1] observed that the resulting partial differential equation is a higher-order version of the well-known
nonlinear, degenerate parabolic equations of second and fourth order that describe the height of a thin
liquid film during gravity- and surface-tension-driven spreading on a rigid surface. At vastly different
scales, the flow of magma under earthen layers leads to the formation of domes called laccoliths. The
model used the describe the formation and spread of these geological features [2, 3, 4, 5] also led to
sixth-order parabolic equations, similar to the one derived by King [1], but usually in axisymmetric polar
coordinates.

In the last two decades, there has been significant interest in fundamental questions about the behavior
of solutions of nonlinear sixth-order parabolic equations, motivated by problems of thin liquid films
spreading underneath an elastic membrane [6, 7, 8, 9, 10, 11]. With the advent of cheap and rapid
fabrication methods and improved imaging modalities, a growing area of application for these models
and studies has been actuation in microfluidics [12, 13], including impact mitigation [14]. In these
contexts, it is often of interest to understand infinitesimal perturbations of the film and their stability,
leading to sixth-order eigenvalue problems.

In the mathematics literature, general properties of sixth-order eigenvalue problems have been
discussed by Greenberg and Marletta [15, 16]. However, the eigenfunctions are seldom explicitly



constructed, the studies focusing instead on calculation of eigenvalues for problems arising in
hydrodynamic stability [17] or vibrations of sandwich beams [18, 19]. We surmise that constructing
the eigenfunctions of sixth-order eigenvalue problems would be enlightening, and that these functions
may resemble the well-known “beam” functions [17, 20, 21] of the fourth-order eigenvalue problem.

Thus, in the present work, motivated by recent interest in sixth-order parabolic equations, we study a
model initial-boundary-value problem for a sixth-order equation (section 2), construct the eigenfunctions
of its associated eigenvalue problem (section 3), use the latter to propose a Galerkin spectral method
[22, 23] for the solution of the former (section 4), and demonstrate the approach on two elementary
model problems (section 5).

2. Problem formulation: elastic-plated thin film

2.1. Problem definition and flow geometry

Here, we study a thin fluid film of equilibrium height 4, underneath an elastic interface in a closed
trough of width 2¢, as shown in figure 1. The fluid is considered incompressible and Newtonian with
(constant) density py and (constant) dynamic viscosity uy. The elastic sheet has (constant) in-plane
tension 7" and (constant) bending resistance B. The sheet is idealized as an interface with no mass (thus,
no inertia during its motion). Gravity is the only body force considered to act on the fluid, and it acts in
the —y direction. The elastic interface is free to move vertically along the lateral walls at x = +£ while
maintaining a 90° contact angle (non-wetting).

90° elastic interface: 7, B

viscous fluid: p , 1,
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Figure 1: Schematic of an elastic sheet (with in-plane elastic tension 7', out-of-plane bending rigidity B,
and negligible mass), overlaying a viscous fluid (density py and dynamic viscosity ur) of equilibrium
height hg in a closed trough of axial width 2. A non-uniform height h(x,t) = hg + u(x,t) drives a
horizontal flow v,(x, y, ) under the elastic interface, and vice versa. Gravity acts in the —y-direction, and
the gravitational acceleration is denoted by g.

2.2. Derivation of the governing thin-film equation

We study the dynamics of the thin film in the long-wave limit [24, 25], also known as the lubrication
approximation [26, 27], such that iy < € as well as max; i(x, t) < € during the film’s evolution. Under
this assumption, it can be shown [7, 8, 9, 10] that the dimensional governing equations for the viscous
fluid flow under the elastic sheet reduce to:

0 ov
conservation of mass: 0= P + =2, (2.1a)
ox 0Oy
0 9?
x-momentum balance: 0= —a—i + 3yvzx’ (2.1b)
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y-momentum balance: 0= oy 0r8, (2.1¢)
y
*h 0%
dynamic interface condition: —ply=p * T— — B—, 2.1d
y 1 1l pl} h axz ax4 ( )
oh
kinematic interface condition: o = Oyly=p. (2.1e)

See also [6, 28] for more in-depth discussions of the dynamic boundary condition at a fluid—elastic solid
interface and its linearization in the long-wave limit.

Under the lubrication approximation, the flow is approximately unidirectional and v, < vy. The
dominant velocity component can be obtained from (2.1b) as

1 dp
vx(X, y, 1) = —z—a—y[h(x 1=yl (2.2)
having enforced the no-slip conditions v,(x, 0, 1) = v,(x, h, ) = O at the bottom of the trough (y = 0) and
along the elastic interface (y = /). Based on (2.2), the volumetric flux per unit width is

e h(x,1)®
gi= f 0x(x.y, 1) dy = D7 0P, 23)
0 IZ/Jf (9x

The vertical velocity can be obtained from the conservation of mass equation (2.1a) using v, from
(2.2) as

a (7 B 5
vy(x,y,t)=—a— f vx(x, ¥, 1) dy, 2.4)
X Jo

having enforce the no-penetration condition vy(x,0,7) = 0 at the bottom of the trough (y = 0). Using
(2.3) and (2.4), the kinematic condition (2.1e) becomes

oh _ dq

- ) 2.5
ot Ox (2:5)

Next, fixing the pressure at the interface y = h(x,7) to be the “ambient pressure” p, = const.,
equations (2.1c) and (2.1d) allow us to solve for the pressure distribution in the thin fluid film:

0*h *h
p(x.y. 1) = pa+ pyglh(x.0) =yl =T o + B 7. (2.6)
Finally, using the pressure (2.6) to eliminate dp/dx from the flow rate expression (2.3), and substituting
the result into (2.5), we obtain the (long-wave) thin film equation:

3 3 5
Oh 0 [ h ( Oh Oh 0 h)] 27

—_ JR— + JE—
ar = ox |12, P8 T a3 T T
Observe that (2.7) is a nonlinear partial differential equation (PDE), nominally of parabolic type, but with
possible degeneracy at a “contact line” where 7 — 0, which leads to a wealth of possible contact-line
behaviors [7, 29] beyond the scope of this work.

2.3. Nondimensionalization
We introduce the dimensionless (“hat’”) variables via the transformations:

. 12070 .
x = (%, t= —=1, h = hoh. (2.8)
Bhy



We focus on the case in which the dominant force on the interface is the bending resistance, thus the
choice of time scale is 7, = 12u f€6 /Bh3, as in [14, 30]. Substituting the variables from (2.8) into (2.7)
and dropping the hats, we arrive at:

oh 0| 5(,0h __0h &h
—=—|"|B=-T—+—=||- 29
or  Ox [ ( dx ox> X @)
The following dimensionless numbers have arisen:
54
Elastic Bond number: B= % (2.10a)
, T
Tension number: T = 5 (2.10b)

The elastic Bond number B quantifies the relative importance of gravity’s role in deforming the elastic
interface relative to its bending resistance (see also discussion in [31]). The tension number 7~ quantifies
the relative importance of in-plane tension’s role in deforming the elastic interface relative to its bending
resistance (see also the discussions in [28, 32] and [12, 13]).
We are interested in small perturbations to a flat film, 2 = 1, so we introduce h(x, 1) = 1 + eu(x, t) with
€ < 1 into (2.9) and keep only terms at O(g), to obtain
Oou d*u Fu Ou

-7
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Equation (2.11) is the linear sixth-order PDE of interest in the remainder of this work.

2.4. Boundary conditions

Equation (2.11) requires six boundary conditions (BCs). Some are discussed in [8] for a thin film problem
and in [28, section 4.4.2] in the context of beams. According to the problem posed in section 2.1 and
shown in figure 1, we are interested in a nonwetting, non-pinned film in a closed trough. A non-wetting
film will maintain a 90° contact at the wall, thus

Ou

=0. 2.12
Ox ( 2)

x=+1

Since the film is not pinned (i.e., it is free), u(+1,¢) is free and not necessarily = 0. Similarly, since the
film is confined in a trough with walls, the walls provide shear force/resistance to the motion, so that
(3Pu)0x%)g=41 is not necessarily = 0, but this in turn requires that there be no moment at the wall:

0u

x==%1

Finally, we observe from the derivation of (2.7), that if the fluid flux ¢ is to vanish at x = +1 (closed
trough) then, taking into account (2.12a) and (2.12b), we must additionally require that

Pu  Fu
-T—+— =0.
[ 0x3 6x5} sl
If we restrict ourselves to cases in which tension in negligible compared to bending (.7 — 0), then
85
74 ~o. (2.12¢)
x> x=x1




3. The sixth-order Sturm-Liouville boundary value problem
In the context of the PDE (2.11) subject to the BCs (2.12), we consider the following sixth-order initial
boundary value problem (IBVP) for u = u(x, t):

ou 0 u *u u

o 89t T g s = fx, 1), (x,1) € (=1,1)x € (0,), (3.1a)

ou 0%u Pu

- - - =0, t € (0, 00), 3.1b

ox x=%1 a‘xz x=+1 ax5 x=+1 ( ) ( )
u(x,0) = u’(x), xe(-1,1), (3.1c)

where u°(x) and f(x, 1) are given smooth functions. Although, on physical grounds, we took .7 — 0 to
derive BC (2.12c), we have kept .7 in (3.1a) for the purposes of the mathematical discussion that follow.

To solve IBVP (3.1), we will employ a Galerkin method (section 4). To this end, we must construct
a suitable set of eigenfunctions, and determine their properties, which is the subject of the remainder of
this section.

3.1. Self-adjointness, orthogonality and completeness
The Sturm-Liouville eigenvalue problem (EVP) associated with IBVP (3.1) reads:

dSy
——5 = (3.2a)
dy| &y v (3.2b)
dx x=x1 dxz x==1 dx5 x==+1 . ‘

Before we proceed with the derivation of the solutions (eigenfunctions) of EVP (3.2), we first discuss why
they possess certain properties required for the development of our Galerkin method in section 4. The
desired results follow as direct applications of the comprehensive general theory on eigenvalue problems
found in the seminal book of Coddington and Levinson [33]. To facilitate this discussion for the reader,
we quote or paraphrase the relevant definitions and theorems from [33] accordingly. We begin with the
definitions.

Definition 3.1. [Adjoint of a linear operator (from [33], chapter 3, section 6)] Consider the linear
differential operator

R n—1
L) = a3 () b ar g ()t (), (3.3)
where agp, ay, . . ., a, are continuous (possibly complex-valued) functions of x on some interval [a, b] C R,

with ag(x) # 0 Vx € [a, b]. Then, the adjoint of .Z), is another linear operator, denoted .Z,", also of order
n given by

dr n—1
L ()= D @) + (D'

where the bar ( ™ ) denotes the complex conjugate.

(@ )+ +(@-), (3.4)

Throughout this work we will use the notation (-, -) for the L? inner product on the interval [a, b], that
is, for any ¢,y € [*[a,b],

b
(b, ¢) = f PP (x) du. (3.5

Also, || - || will denote the associated L? norm unless explicitly specified otherwise.



Definition 3.2. [Self-adjoint eigenvalue problem (from [33], chapter 7, section 2)]
Let .7, be the n-th order operator given by

dr dn—l
Znd = pog f + P _<1;5 + ok P (3.6a)
X dx"
where the p;(x) are (possibly complex-valued) functions of class C"~/, j = 0,1,...,n on the closed
interval [a, b] and po(x) # 0 on [a, b]. Let
U= Y (Mg V@ + Mg V) (= 1o, (3.65)
k=1

where the M j; and N j; are constants. Denote the boundary conditions U;j¢ =0, j = 1,...,nby Up=0.

The eigenvalue problem

L = A9, u¢=0,
is self-adjoint if
(Znd,¥) = (&, L)
for all ¢, ¥ € C"[a, b] which satisfy the boundary conditions % ¢ = % = 0.

The first important consequence of self-adjointness is reflected in theorem 3.1.

(3.6¢)

(3.6d)

Theorem 3.1. [From [33], theorem 2.1 of chapter 7, section 2] A self-adjoint EVP has a real, enumerable

set of eigenvalues with corresponding distinct and mutually-orthogonal eigenfunctions.
We now show the following proposition.

Proposition 3.1. The sixth-order EVP (3.2) with BCs (3.2b) is self-adjoint.

Proof. The operator . := —d®/dx® from (3.2a) is symmetric (£ = £7). Let y(x) be a solution of
EVP (3.2) and ¢(x) € C°®[-1,1] be any function satisfying BCs (3.2b). The L*[-1, 1] inner product

between equation (3.2a) and ¢ is:

Integrating the left-hand side by parts yields

x=+1

dSw +1 dslﬁd(ﬁ 6
_[d_)cS¢ x:_1+‘£1 dx5 dxd —Af v dx.

Repeating five more times, we find

<;Zﬁb7¢> = J(¢3¢)4'<¢5=2?¢>,

where .
d51,//¢ d*y dg , P Sy dp Py de L d'g $d5¢ =
dxd detdx  dddx? d2 dx® | dxdit dxd

For the BCs (3.2b), we find J(¢, ¢) = 0. Hence,

JW,¢) = [

x=-1

(LY, ) =W, L),

for any solution ¥/(x) of EVP (3.2) and any function ¢(x) € Co[-1,1] satisfying the BCs (3.2b).

3.7

(3.8)

(3.9

(3.10)

3.11)



The second important result regarding self-adjoint EVPs was shown in the expansion and
completeness theorems, namely, theorem 4.1 and theorem 4.2 of chapter 7, section 4, of [33]. We
paraphrase this result as follows.

Proposition 3.2. [Expansion and completeness] Let {x;,};_, be an orthonormal sequence of solutions of
the self-adjoint EVP (3.6) on [a, b]. Then, for any f € [*[a,b],

F= 2 K XmXm: (3.12)
m=1

where the equality implies convergence in the L? norm.

3.2. Constructing the orthonormal eigenfunctions
We now solve EVP (3.2) and derive our complete orthonormal (CON) set of solutions. The characteristic
equation corresponding to (3.2a) has roots

{+/u, —/li,(% N g)ﬂ (% - #)a (—% N %5)/1,(—% - %5)4} (3.13)
Therefore, the general solution of the homogeneous version of (3.2a) can be written in the form

Y*(x) (odd)

Y(x) = ¢y sin(Ax) + ¢5 sin (%/lx) cosh (%gxlx) + cg COS (%/lx) sinh (%g/lx)

+ ¢p cos(Ax) + ¢3 sin (%/lx) sinh (%g/lx) + ¢4 CcOS (%/lx) cosh (\/Tg/lx) . (3.19)

Ye(x) (even)

We have chosen to express the solution in this way, following the example of the so-called “beam”
functions [17, 20, 21], in order to have odd and even sets of eigenfunctions resembling trigonometric
sines and cosines.

Imposing BCs (3.2b) on each of the ¥*(x) and ¥“(x) separately yields homogeneous linear systems
for the vectors coqq = (c1,¢5,¢6)" and Ceyen = (¢2,¢3,¢4) ", respectively. To find nontrivial solutions we
set the determinants of the coefficient matrices equal to zero and arrive at the eigenvalue relations:

even : c08(24) + V3sin A€ sinh( V3 1) — cos A€ cosh( V3 1) = 0, (3.152)
odd : sin(24%) + V3 cos A° sinh( V3 %) + sin 2* cosh( V3 %) = 0. (3.15b)

Each solution A, of (3.15a) is an eigenvalue corresponding to an even eigenfunction ¢, of EVP (3.2),
whereas each solution 4, of (3.15b) corresponds to an odd eigenfunction y,. Eigenvalue relations (3.15)
were solved numerically using a highly accurate numerical solver—MarHematica’s FindRoot [34] with
16 digits of working precision. We also derived large-A asymptotic formulas for the eigenvalues. Using
(3.15a), we found that A5, ~ (m + 1/6)r as 1 — oo, whereas (3.15b) yields 4, ~ (m — 1/3)mras 4 — oo.
The results are presented in table 1. As we can see, the asymptotic formulas are extremely accurate even
for m = 6, with the formulas for A5, and A}, agreeing with the results obtained with FindRoot for 12 and
11 digits, respectively. Thus, in practice when implementing a Galerkin method, there will be no need to
use numerical root-finding to determine A5, and A;, for m > 7.

What remains is to determine the constants c,, c3 and c4 for the set of even functions {y¢,} and ¢y,
¢s5 and c¢ for the set of odd functions {y;,}, which were introduced in (3.14). These constants are found
by imposing BCs (3.2b), utilizing the eigenvalue relations (3.15), and normalizing the eigenfunctions



Table 1: “Even” and “odd” eigenvalues, evaluated by solving the transcendental equations (3.15) with
Muarnemartica’s [34] FindRoot, as well as the proposed asymptotic formulas.

even odd
A8, (m+1/6)r A (m-1/3)r

0 - - -
3.66606496814 3.66519142919 2.07175679767 2.09439510239
6.80678029161 6.80678408278 5.23608751229 5.23598775598
9.94837675280 9.94837673637 8.37757997731 8.37758040957

13.0899693899 13.0899693900 11.5191730650 11.5191730632

16.2315620436 16.2315620435 14.6607657167 14.6607657168

19.3731546971 19.3731546971 17.8023583704 17.8023583703

NN kW = O3

with respect to the L? norm. After a lengthy calculation, using MATHEMATICA’s algebraic manipulation
capabilities, we arrive at the expressions:

_ 4sin A, e xf 305, R «f Ay
Yo (x) = {m[ cos 3 sinh sin 2 x sinh
+ sin 42’” cosh \F B cos %x cosh \F Byl 4 cos Acmx}, (3.16a)
S s ) dcosdy, | An \r/l;n An V3 A,
Y (x) = cm{cosimmh( \Fﬂ&)[ cos %+ cosh sin 3t x cosh =5 x
+ sin 12"” sinh \fﬁ cos Az’”xsmh \Fz = x] + sin(4;, x)} (3.16b)
where
= 2ﬂ/df [cos A, — cosh( \/5/15,1)] , (3.16¢)
¢, = 25 [cos 23, + cosh(V3 23] (3.16d)
dS, = sin 425, — 6.5,(cos 245, — 2) + 245, cosh (2 V3.5,) + 2 sin 245, cosh? V3 A,
+ cosh V3 25, [sin AS, — 3sin 3.5, + 44, (cos 345, — 3 cos AS)]
+4V3sin” A5, sinh V3 15 (cos AS, — cosh V3.15), (3.16e)
dy, = 1245, — 3sin(24;,) — sin (44;,) + 104, cos (24;))
— [sin(21%,) — 25,1 cosh(2 V3.15,) — 4 V3 cos? A2, sinh( V325))[cos A%, + cosh( V3.15)]
+2cos A%, cosh( V325 (422 [cos(245,) + 2] — 3sin(24)) (3.16f)
for n,m € N.

It is important to note here that 5 = 0 is an eigenvalue of EVP (3.2) with corresponding eigenfunction
Yo(x) = 1. The notation is due to the fact that y(x) = 1 is an even function. The profiles of the first
members of the two sets of eigenfunctions are presented in figure 2.

We conclude the this section by stating the following proposition, which forms the foundation of our
spectral method.

Proposition 3.3. [Complete orthonormal set] The two sets of solutions ¢, and i, of Sturm-Liouville
problem (3.2) given by (3.16) and supplemented by ¢ (x) = 1 form a complete orthonormal set of
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(a) Even eigenfunctions. (b) Odd eigenfunctions.

Figure 2: The profiles of the (a) even and (b) odd eigenfunctions for m = 1,2, 3,4, along with them the
eigenfunction y(x) = 1 form = 0.

functions (CON) on L*[—1, 1]. Therefore, any function u(x) € L*[-1,1] can be expanded as

u(x) = %uéws(x) + mi Y3 () + 1y, (), (3.17a)
ul = (u(x), Y5(x)) = [ 1+1 u(x) dx, (3.17b)
Uy, = (u(x), Yy, (X)) = [ :] u(S,(x)dx, m=1, (3.17¢)
y, = (u(x), Yy, (X)) = [ :1 u(oOys () dx, m>1, (3.17d)

with the series (3.17) converging to u(x) in L*[-1, 1].

The proposition follows from proposition 3.1, theorem 3.1 and proposition 3.2. It is clear that the
only nonzero coefficients in the spectral expansion (3.17) of any even (or odd) function f € L*[~1, 1] are
the u, (or u;,).

In this section 7 indicated the order of the EVP, and m was the index used for the countable infinity
of eigenvalues and eigenfunctions, we have now restricted ourselves to a specific sixth-order EVP.
Thus, in the following sections, we reuse n as the index for the countable infinity of eigenvalues and
eigenfunctions to simplify the notation.

4. The Galerkin spectral method

4.1. Method formulation

Having established the necessary theoretical foundation and derived our CON basis functions, we
proceed with the development of the proposed Galerkin spectral method [22, 23] for IBVP (3.1). To
solve the sixth-order PDE (3.1a) using a Galerkin method based on the results above, we expand the
sought function (i.e., the solution of the IBVP) u(x, ) as in (3.17), allowing the expansion coefficients to
be functions of time, and truncate the series at M terms:

1 M
u(x,t) = uspectral(x’ 1) = Eug(t)w(c)(x) + Z u;(l)tﬁ;(x) + Mf,(l)lﬂfl(x) (41)
n=1

Note that the spectral expansion (4.1) will intrinsically satisfy BCs (3.1b), which is an important
advantage of the classical Galerkin approach.



Next, we must express all the x-derivatives that appear in the PDE (3.1a) as linear combinations of
the same basis functions:

dzwc,s 1 s dzlﬁC’S ¢c s

—dx; = 5,82’05 + Z Boswsd(x), where 35 :=< dx; ,wf,,;s> = f 1 g dx,  (42a)
m=1 -

d4 c,s 1 S d4 c,s +1 d4 c,s

T S Y, where = (S0 )= [ S e )
m=1 _

Note that, while 8}, = y;, = 0 by definition, it can be shown that 3; ) = 0 but y;, # 0. The expressions
for By, and v, will be given in section 4.2 below. It follows that

g spectra
- p - Z Z u (t)ﬁnmlﬁm(X) + Z Z u;;(t)ﬁnmwm(x) (4.3a)
n=1 m=1 n=1 m=1
a4uspectral u 1 M MM
I Z (D] 5700 + Z YimWom () | + Z Z Uy ()Y ¥ () (4.3b)
n=1 m=1 n=1 m=1

8% Mspectral

M
Z(f) SOV = > (A us (O (). (4.3¢)
n=1

Next, substituting (4.1) and (4.3) into (3.1a), taking successive inner products with wd(x)

{w {,(x)} _, and {y f(x)} -1 and using the orthogonality of the eigenfunctions, we obtain a semi- dlscrete
(dynamical) system:

dut M ‘

- = Z‘ [-T75 | us ) + £5. (£ =0), (4.42)
du; S c C c\6 c c

- = DT + BB = () 6] ust) + ££, =1, (4.4b)

S
1l
—_

2|
Il
M=

Il
—_

[=T vy + BBy — (A 6w uy(t) + £, (> 1. (4.4c)

n

where {f; (@), f, (1), f;u(D)} are the expansion coefficients of the known right-hand side f(x,?) of (3.1a),
according to proposition 3.3. System (4.4) can be solved using a Crank—Nicolson-type approach for the
time discretization, but its solution is the object of future work.

4.2. Expansion formulas
We first present the formula for expanding the second derivative of an even eigenfunction into a series
of the even basis functions. After a lengthy calculation, using MatHEMATICA’S algebraic manipulation



capabilities, from (4.2a) we find that for a fixed n € N, and any m = 1,2, 3,...

6¢5¢ ()3 (AG)3 | A Sin /l,‘;(cos 22¢,— V3 sin 1S, sinh V3 ¢, —cos A, cosh ﬁl;n)
(A5)8—(25)8 cos A5,—cosh V3.1,
+ A5 sin /1,”,,(— c0s 245+ V3 sin A¢ sinh V3 AS+cos A5 cosh \5/1,‘;)
cos A5—cosh V3.5

] for n # m,

ﬁZm = A(c)’ c c i k2 c 2 c
~ S e VAL [/ln (3 cos 215 + sinh? V31S + cosh? V3 A
+4 V3 sin® 2§ sinh V3 15 - 4 cos 1S cosh V3 15)
+2sin A5(cos A5 — cosh V3.1)
X ( V3 sin AS sinh V32 + cos A5 cosh V3AS — cos 2/12)] forn = m,

(4.5)
where ¢, and c}, are given by (3.16c).
4
100, 10
50¢ 1000
100
10} .
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Figure 3: Log-log plots demonstrating the convergence rate of the spectral expansions of (a) the second
derivative of the fifth even eigenfunction and (b) the fourth derivative of the third even eigenfunction.
Symbols correspond to (a) |55, | and (b) |y5,, |- Solid lines are the best fits based on values for m > 50
specifically: (a) 1455 m~191 and (b) 78 160 m~3. The series are truncated at m = M = 100.

The ‘¢’ case of the expansion (4.2a) and (4.5) for the second derivative of even eigenfunctions
was verified numerically for different values of n. In figure 3(a) the convergence rate of the spectral
series (4.2a) for n = 5 is demonstrated. We observe that |35 | decays algebraically for large m as
Bs,,| ~ m~1?1. This decay was confirmed for all the examined values of .

This convergence rate could be very roughly estimated by inspecting the derived expression for 5,
and noting that, in this context, m is increasing with n being fixed. Looking at the upper branch of (4.5),
i.e., the case n # m, and noting that the dominant terms as m — oo are the powers of A, the hyperbolic
functions of A<, and the term c¢,, we find |85,,| ~ c¢, - m~2 for m large. A similar analysis of the lower
branch of (4.5) explains why terms of the form ,, do not follow the overall convergence rate. This
observation is confirmed for 354 in figure 3(a).

For completeness, we also present the corresponding formula for expanding the second derivative of



an odd eigenfunction into a series of the odd basis functions. From (4.2a), we find that

6¢5cs (A5 (15)° A5, cos ﬂ‘,‘}(sin 223,— V3 cos A5, sinh V3 A3, +sin A5, cosh \/5/12,,)
(o= cos A%,+cosh V345,
+ Ay cos /lfn(sin 25— V3 cos A3 sinh V3 A5+cos XS cosh \@/12)
cos A5—cosh V3.5

forn # m,

ﬁlsmz = AZ(C;)z s s k2 s 2 s
Zoos i +cosh VIR [/ln (— cos 243 + sinh \/gxln + cosh? V3 A
—4+/3 cos? 25 sin A2 sinh V3 A3 + 4sin® A% cos A cosh V3 /12)
+2cos A3(cos A + cosh V319)
X ( V3 cos A¢ sinh V328 — sin A% cosh V31 — sin 2/1,31) ] forn = m,

(4.6)
where ¢, and c;, are given by (3.16d). The ‘s’ case of the expansion (4.2a) and (4.6) for the second
derivative of odd eigenfunctions was also verified numerically for different values of n. Although, we do
not show it in a separate plot, we checked the convergence rate of the spectral series (4.2a) and (4.6) for
n =5, observing that |85, | ~ m~19%, This decay was confirmed for all the examined values of n, and can
again be justified by examining the derived expression (4.6) for 5;,,..

We also derived the corresponding expressions for expanding the fourth derivatives of our basis
functions (see (4.2b)). We first present the formulas for the even case. For a fixed n € N and
m=1,2,3,..., we found

(A5)0—(25)° cos A5—cosh V3.5

3t ()6 [_ (A5,)* sin 25, (~3+c0s 25+2 cos A5 cosh V3A5)
N (A5)? sin 5(~3+c0s 25, +2 cos A, cosh V315, ]

forn #m
cos A5, —cosh V3.5, ’

Yo = e . . . . o . (4.7a)
m[6 sin 245, (cosh 2325 + 4) — 35in 415 — 48 sin A cosh V3 AS

+4 /l;( — 443 sin3/l§ sinh\/g/l,‘; -4 cos3/l§; cosh\@xlﬁ;
+3c0s 21¢ + cosh 2V3 /lf,)] forn = m.

As already mentioned in subsection 4.1, the coefficients y,, # 0 and are given by

¥y = 6¢5(A5)% sin A forn € N. (4.7b)
In figure 3(b) the convergence rate of the spectral series (4.2b) and (4.7) for n = 3 is demonstrated,
observing that |[y5 |~ m~3. This decay was confirmed for all the examined values of #, and can again be

justified by examining the derived expression (4.7a) for y;,,.
The corresponding expression for the fourth derivative of the odd eigenfunctions reads

6escs (A3)0 (A3,) cos A, sin /lf,(cosh \/g/l;—cos /l;§)
ADS=(3)8 cos A5 +cosh V315
+ (A3)% sin A3, cos /lf,(cos Ay, —cosh \/5/1,‘") ]

forn #m
cos A%,+cosh V345,  m,

s _
’}/nm - (A;)%(Lfl)z

8(cos A5 +cosh V3.15)2

6 sin 213 (cos 245 — cosh2V3.19)

+42 X ( —c0s 245 + cosh? V3 23 + sinh? V3!

+2sin 247 (sin A3 cosh V3 2% + V3 cos A¢ sinh \/5/1,51) )] forn = m.
(4.8)



The decay rate of the odd coefficients (not plotted here) is |y;, | ~ m™3, matching that of its

even counterparts. This was confirmed for all the examined values of n and is expected from the
expression (4.8) for y;,,.

For the model problems considered in section 5, the following expansion formulas for even powers
of x are also required:

= (), = (), (4.9)
m=0
where p = 2,4,...,12. The expressions for the coefficients Xif} for m > 1 are given in the Appendix.

The case m = 0 is not needed, as will become apparent through (5.4) and (5.7) below.

5. Model problems: Results and discussion

In this first foray into Galerkin methods for sixth-order-in-space parabolic equations, and the construction
of the associated higher-order beam eigenfunctions, we would like to restrict to the steady case, such that
ou/ot = 0. In this context, we would like to demonstrate the spectral accuracy of the eigenfunction
expansion on two simple model boundary-value problems (BVPs), which have simple exact solutions.

5.1. Model problem 1
Model problem I is the BVP:

d®u
— +14400u = f(x), (5.1a)
dx®
d d? d’
| P _”5‘ =0, (5.1b)
dxle=z1 dx x=+1 dx x==1
where
f(x) = 216000x% — 691 200x* + 377 280x5 + 216 000x® — 86 400x'" + 14 400x'2. (5.1c)
The problem (5.1) admits the exact solution:
Uexact(X) = (x = D°Cx + DP. (5.2)

The exact solution (5.2) as well as f(x) in (5.1a) are even functions, and BCs (5.1b) are symmetric. Thus,
we need only use the even eigenfunctions g (x) = 1 and {¥S(x)} -, for the spectral expansion.

Applying the Galerkin spectral method introduced in section 4 leads us to introduce the truncated
series

1 M
u(x) % tspecral(x) = JUGEO) + ) (). (5.3)
n=1

Now, we substitute (5.3) into (5.1a), take inner products with ;(x) = 1 and {wfn(x)}nﬁle,

orthogonality relations, as in the derivation of (4.4). First, the coefficient u; is found as

and employ the

2048

+1
14400u6:j‘1 fYox)dx = uy= 3003 (5.4)

M

Next, the remaining coefficients {u;},~

are obtained as the solution of the diagonal system of equations

[14400 — (1)°]Smu’ = 216 000y 2" — 691 200y + 377 280y%!
+ 216000y — 86400y 1% + 14 4004!1%, m=1,2,....M, (5.5)
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Figure 4: (a) Comparison of the exact (5.2) (solid) and spectral expansion (5.3)—(5.5) (dashed) solution
profiles for model problem I with M = 100. (b) Absolute error between the exact solution and the
spectral expansion. (c) Convergence rate of the spectral expansion with symbols showing |u5| and the
solid line being the best fit 259174 based on values for n > 50.

where 0,,,, i1s Kronecker’s delta.

The exact solution (5.2) and the spectral approximation (5.3)—(5.5) using the sixth-order
eigenfunctions are compared in figure 4(a), showing they agree identically (at least visually). As seen in
figure 4(b), the spectral expansion is highly accurate with the maximum absolute error being < 5x 10713,
Despite the Gibbs effect near x = +1, figure 4(c) shows that the overall convergence rate of the spectral
expansion is O(n~%). This extremely rapid convergence is due to the very definition of our eigenfunctions,
namely that they satisfy a sixth-order BVP. Put differently: when solving the algebraic system (5.5), we
are essentially dividing with quantities involving (15)°, and it is thanks to this fact that we have the
impressive convergence rate, overcoming the more moderate decay rate of the coefficients appearing in
the right-hide side of (5.5).

5.2. Model problem 11
Model problem II is the BVP:

dou d*u

= 5544@ —~ 199584 u = f(x), (5.6a)
d d? &
e e I I (5.6b)
d)C x==+1 dx2 x=+1 d.xs x==1

where
F(x) = =199 584x'? + 465 696x'° — 574 560x* + 50 1984x> — 147 456. (5.6¢)
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Figure 5: (a) Comparison of the exact (5.2) (solid) and spectral expansion (5.3), (5.7), (5.8) (dashed)
solution profiles for model problem II with M = 100. (b) Absolute error between the exact solution and
the spectral expansion. (c) Convergence rate of the spectral expansion with symbols showing |uS| and the
solid line being the best fit 259174 based on values for n > 50.

Problem (5.6) admits the same exact solution (5.2) as problem (5.1). For the same reasons as above, we
only use the even eigenfunctions in the spectral expansion for this problem.

We again use expansion (5.3), substitute it into (5.6a), take successive inner products with o(x) = 1
and {;bfn(x)}fj:l, and employ the orthogonality relations, as in the derivation of (4.4). First, the coefficient
uy is found to be
2048

3003

are obtained as the solution of the /inear system of equations:

+1
_199584u8:f1 fo(x)dx = uy= (5.7)

M

Then, the remaining coefficients {u;}," |

M
D {[-199584 = ()| 6 — 5 54485,

n=1

= —199 584y 1% 1 465 696y!1% — 574 560y\# + 50 19842, m=1,2,....,M. (5.8)
The coefficient matrix
A =[au], where dpy = [~199584 = (A)°] ,m — 5 54465, nm=1,2,....M, (59

of the linear system (5.8) is now full, but symmetric negative definite (with IA7Y < 1). Thus,
system (5.8) can be easily and efficiently solved using the LDLT factorization.

The exact solution (5.2) and the spectral approximation (5.3), (5.7), (5.8) using the sixth-order
eigenfunctions are compared in figure 5(a). Again, as seen in figure 5(b), the spectral expansion is



highly accurate with the maximum absolute error being again < 5 x 10713, Model problem I and II
have the same exact solution (5.2), so the spectral expansions in this and the previous subsection are
of the same function, even if the BVPs are different. Thus, it should be no surprise that figures 4(b)
and 5(b) look almost identical. Note that, as shown in figure 5(c), the spectral expansion has rapid
convergence, with the coefficients decaying in magnitude as O(n~%), despite the moderate convergence
rate of S, demonstrated in figure 3(a). This observation further emphasizes the motivation for the
proposed approach.

6. Conclusions

We proposed an efficient and highly accurate Galerkin spectral method for the solution of sixth-order
boundary-value problems arising in the study of elastic-plated thin films. We explicitly constructed the
sixth-order eigenfunctions and appealing to classical results from Sturm—Liouville theory, we showed
that these functions form complete orthonormal bases of even and odd functions for L[*[-1,1]. The
considered boundary conditions were dictated by a specific physical problem under consideration, and
they led to a self-adjoint eigenvalue problem. Accurate asymptotic formulas for the corresponding
eigenvalues were found. Further, we developed exact expansion formulas for the second and fourth
derivatives of the eigenfunctions and for even powers of the independent spatial variable, x.

The proposed spectral method was tested by solving two model problems using 101 terms (M = 100)
in the spectral expansion. In both cases, the absolute error was less than 5 x 10~ and the convergence
rate of the spectral series was found to be eighth-order algebraic (O(n~%), where n is the number of
terms), which is even greater than the order (sixth) of the EVP.

In future work, we would like to consider the unsteady IBVP and develop time-stepping schemes
(say, of Crank—Nicolson type) for the proposed Galerkin method. In addition, we would like to consider
non-self-adjoint versions of EVP (3.2), which can arise when both bending and tension are important
(7 # 0) and/or due to the importance of gravity (when the elastic Bond number % # 0, see [35]).
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Appendix
The expressions for the coefficients with m > 1 in the expansion formulas (4.9) for the even powers of x
are:

2 4 76;1 . .
X = _(/I;I)S(COS/lf;IiCOSh i [—/lfn cos 25, + V3.5, sin AS, sinh V3.5, (A.la)
+ 3sin A, cos A5, + (A5, cos A, — 3sin A;,) cosh \/5/121] ,
8t
P TR C_”éosh 7 X [((/121)2 — 6)(cos 24, — cos AS, cosh V3.5 (A.1b)

- (‘/3((/1,‘;1)2 +6) sinh V3.5, + 9 (cos AS, — cosh \/3/1,‘,,)) sin /l;l] ,

{6} _ 6¢, e\ N2 ¢
X' = e i X [360 +2((25)* = 20(25)% — 60) cos 215, (A.lc)
= 15(a5,)* sin 245, + (30(A5,)° sin A5, — 2((A5,)* = 20(25,)% + 120) cos A5, ) cosh V35,
— 2V3(E)?((X4)? + 20) sin A5, sinh V3.5, |,
8 _ 8ct, €3 _n1(26\6 _ e
X' = e e [2520(/1m) 21((25,)° - 720) sin 2., (A.1d)

+2((25)° = 42(25)* = 420(15,)* — 5040).45, cos 2.5,



— 2V325,((25,)8 + 42(25)* — 5040) sin 1S, sinh V3.5,
+2(21((A5)° = 720) sin A5, — A5,((A5,)° — 42(25,)* + 840(A5,)* — 5040) cos 45, ) cosh «/5&;1],

(o _ 204, x [4536(/1,0”)4 — Z((A%) - 20160).45, sin 2., (A.le)

Am == (A5)19(cos A6, —cosh V3.1S,)

+ ((25)% = 72(25)° — 1512(25,)* — 60480(15,)> + 362880) cos 245,
— V3((1) +72(25,)° — 60480(AS,)* — 362880) sin AS, sinh V3.1,
+ cosh V3., - (27/1,6,,((/151)6 —20160) sin A5,

— (A58 = 72(25)° + 3024(25)* — 60480(1<)* + 362880) cos /lfn)],

2 126, X [23760((/151)6 - 5040) — 33(1)3((A)°® = 151200) sin 21, (A.1f)

mn (A5)10(cos A5, —cosh V35,)

+ 2((25)10 = 110(25)8 — 3960(1%)° — 332640(15)* + 6652800(1<,)* + 19958400) cos 245,

m

— 2V3(AE)2((AS)8 + 110(2S)° — 332640(15,)* — 6652800) sin A%, sinh V3.5,
+2cosh V3.5, - (33(/1;1)3((/15,,)6 — 151200) sin A,

= ((A5)'0 = 110058 + 7920(25,)° — 332640(A5,)* + 6652800(A5,)* — 39916800) cos /1;,)].
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