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Nomenclature

acceleration of the vehicle

nonlinear function for vehicle dynamics in companion form

focal length of the camera

estimation error for nonlinear function of vehicle dynamics in companion form
Lipschitz constants for the vehicle nonlinear functions in companion form
output matrix

wheelbase length of vehicle

vehicle front length

vehicle rear length

observer (High-) gain matrix

Amax (- ): maximum eigenvalue of a positive definite matrix

Px,0:
px,i:

horizontal principal offset of the camera

horizontal location of a pixel in the image

positive definite matrix in Lyapunov function
transformed observer gain matrix in the LMI problem
observer transformation matrix

block matrix used in observer transformation matrix

y: longitudinal or lateral time-to-collision values

speed of vehicle

states of system

relative longitudinal position of vehicle from e-scooter
output vector of the system

relative lateral position of vehicle from e-scooter
vehicle slip angle

steering angle of vehicle

corresponding azimuth angle of pixel p, ;

yaw angle of vehicle

transformed states of system

estimated transformed states of system

state estimate error vector
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Abstract

This paper develops a cost-effective vehicle detection and tracking system based on fusion of a 2-D
LIDAR and a monocular camera to protect electric micromobility devices, especially e-scooters, by
predicting the real- time danger of a car- scooter collision. The cost and size disadvantages of 3-D LIDAR
sensors make them an unsuitable choice for micromobility devices. Therefore, a 2-D RPLIDAR Mapper
sensor is used. Although low-cost, this sensor comes with major shortcomings such as the narrow vertical
field of view and its low density of data points. Due to these factors, the sensor does not have a robust
output in outdoor applications, and the measurements keep jumping and sliding on the vehicle surface. To
improve the performance of the LIDAR, a single monocular camera is fused with the LIDAR data not only
to detect vehicles, but also to separately detect the front and side of a target vehicle and to find its corner.
It is shown that this corner detection method is more accurate than strategies that are only based on the
LIDAR data. The corner measurements are used in a high-gain observer to estimate the location, velocity,
and orientation of the target vehicle. The developed system is implemented on a Ninebot e-scooter platform,
and multiple experiments are performed to evaluate the performance of the algorithm.

1. Introduction

Scooters not only provide personal pleasure to many commuters but also serve as an alternative to ride-
sharing and public transit, especially as a last-mile commute option. They also provide a full commute
option for workers who live within a few miles of their workplace. Popularity of e-scooter riding has
increased significantly over the last few years, as it is an inexpensive and easily available mode of
transportation. It is predicted that the e-scooter market will grow from US$14 billion in 2014 to $37 billion
in 2024 [1]. While e-scooters provide convenient benefits, e-scooter riders constitute a vulnerable
population on roads. Research shows that the number of severe injuries for e-scooter riders is increasing
[2]. E-scooter riders are in significant danger of suffering from severe injuries and fatalities in any car-
scooter collision. While relatively few deaths have occurred so far on e-scooters, most of them have resulted
from a collision with a motor vehicle [3]. A more comprehensive data analysis of hospital data by the US
Consumer Product Safety Commission [2] found that emergency room visits in the US from scooter-related
injuries surged 450% from 7,700 in 2017 to 42,200 in 2021, with these estimates likely being an undercount

[4].

The goal in this project is to develop a vehicle tracking system on e-scooters capable of predicting
potential car- scooter crashes, based on low-cost LIDAR and camera fusion. If the danger of a car- scooter
crash is predicted, a loud audio alert is sounded to warn the vehicle driver about the presence of the e-
scooter. In [5], a vehicle tracking system that was based on a single beam laser sensor was developed to
track vehicles in specific scenarios. This system was restricted to tracking rear vehicles behind the e-scooter.
A Rutgers University team has explored a rear-approaching vehicle detection system for use on bicycles
using computer vision techniques [6]. Garmin has also developed a rear-collision prevention system for
bicycles using radar [7]. Researchers have also explored a laser-sensor-based bicycle protection system [8].
The sensor systems explored so far for bicycles have been simplistic and have not used nonlinear observers
and sensor fusion for tracking complex maneuvers, unlike the system being studied here for e-scooters.

To have a cost-effective vehicle tracking system suitable for e-scooters, an inexpensive 2-D LIDAR
needs to be used instead of a 3-D LIDAR, to measure the distances to vehicles. The measurement data from
the 2-D LIDAR has very low-density, especially when it comes to vehicles that are not close to the sensor.
Even for a 3D LIDAR, papers in the literature have discussed that it is hard to detect and track objects far
from the ego vehicle due to the sparsity issue. A recent work that addresses this issue and focuses on
enhancing object detection and tracking performance when the distance is far, or the point cloud is sparse,
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is a system called Hydro-3D [9]. This work [9] proposed a spatial-temporal deep neural network that
combines object detection features from a state-of-the-art object detection algorithm with historical
information from the algorithm to enhance object detection. The sparsity issue intensifies when it comes
to low-cost 2-D LiDAR sensors. Also, the measurements from the LIDAR sensor could be from any
arbitrary object other than vehicles [10]. In this work, camera is fused with the LIDAR data not only to
detect vehicles, but also to separately detect the front and side of a target vehicle and to find its corner. This
helps measure its lateral and longitudinal distances accurately and subsequently estimate all trajectory
variables of the vehicle.

When it comes to 3-D LIDAR and camera fusion, there are algorithms in the literature to enhance the
LIDAR data using camera information [11]. In [12] for example, the 3-D LIDAR data is first mapped to
the image space to find the regions of interest for vision-based object detection. These regions were then
passed to a convolutional neural network (CNN) for object detection. This technique notably speeds up the
object detection procedure, as CNN only searches for objects in areas proposed by the LIDAR. However,
such an approach significantly relies on the performance of the LIDAR and is not a good solution for a low-
cost 2-D LIDAR sensor. Our experiments show that in many cases, the camera picks up the object much
sooner than the 2-D LIDAR sensor Therefore, it is better to search for the vehicles in the entire image
instead of just focusing on areas that include LIDAR measurements like in [12]. In [13], a 3-D vehicle
detection system is proposed based on camera and LIDAR fusion. This work again, relies on the high-
density measurements of the LIDAR sensor. In this work however, we focus on fusing camera and 2-D
LIDAR information. The contributions of the proposed technology are two-fold:

1) This is the first paper that recognizes the importance of differentiating between the front and side
regions of car. To the best of our knowledge, no other paper has previously recognized the
importance of separately identifying the front and side regions of a car using computer vision
algorithms. Reflection readings from the side of a car can constitute lateral distance measurement
while reflection readings from the front of a car can constitute longitudinal distance measurement.
Furthermore, the distance to the line of intersection between the front and side regions (i.e. the car
corner) can provide both the lateral and longitudinal distances.

2) The paper shows how to combine a low-cost 2D-Lidar sensor with a monocular camera and how
to utilize this sensor fusion using a high gain observer for an e-scooter protection application.

The outline of the paper is as follows. The vehicle detection and localization system are described in
section 2, including the fusion of an object detection algorithm and the LIDAR measurements. The vehicle
tracking and estimation system based on a high-gain observer are described in section 3, and section 4
contains extensive experimental results.

2. Vehicle Detection and Localization System

2.1.  Overview and Hardware Configuration

This section describes the vehicle detection and localization system, developed based on a low-cost
LIDAR sensor and a camera. The cost and size disadvantages of 3-D LIDAR sensors make them an
inappropriate choice for e-scooters. Therefore, a 2-D RPLIDAR Mapper sensor with specifications
mentioned in Table 1 is used. Fig. 2 shows a prototype scooter instrumented with the camera and LIDAR
sensors to track vehicles and objects ahead of it. The specifications of the camera are shown in Table 2.

Although low-cost, the RPLIDAR sensor comes with two major shortcomings: its narrow vertical field
of view (FoV) and its low density of data points. First, the narrow vertical FoV makes the performance of
this sensor susceptible to the road’s slope variations and limits the longitudinal range of measurement (to
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values less than the nominal range mentioned in Table 1). Second, only a few measurement points can be
obtained from objects, especially at longer distances. Due to these factors, the sensor does not have a robust
output in outdoor applications, and consecutive measurements keep jumping and sliding on the vehicle
surface. To improve the RPLIDAR measurements, we use images from a single camera to further determine:

1) Which measurement points are from a target vehicle (vehicle detection).
2) Whether the measurement points are from the side or front of the target vehicle.
3) The location of the critical points of the target vehicle (including front-right or front-left corners).

Fig. 2. RPLIDAR sensor and the camera on the Ninebot MAX e-Scooter.

Table. 1. RPLIDAR Mapper Sensor Specifications.

Sensor Price | Range | Frequency of Data Refresh Angular Resolution
RPLIDAR Mapper | ~$650| ~40 m 10 Hz 0.75°

Table. 2. Camera Specifications.

Camera Model Price | FPS Resolution FoV
Arducam 8MP 1080P USB Camera | ~$60 30 640x480 H=90° V =65°

An overview of the vehicle detection algorithm is shown in Fig. 1. This is the algorithm used to detect
whether an object is a vehicle. Other details of the LIDAR- Camera fusion algorithm to obtain smooth
and reliable vehicle tracking (once a vehicle has been detected) are described in the following sections.

4 )
Camera Images Vehicle Front and Bounding Boxes Bol:(/leaspiﬁguxgj]fni th Azimuth Angles
P Side Detection Aneles of Vehicle
Using YOLOv4-tiny &
Edges
. J
Clustering Using ( 1
ustering Using . . .
LIDAR Data DBSCAN and Potential Targets R Remove Objects Detection of Vehlcles;
Finding the Centers that are not Vehicle
of Clusters

Fig. 1. Overview of the vehicle detection algorithm based on sensor fusion.
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2.2. LIDAR- Camera Calibration

Multiple calibration factors need to be determined prior to the fusion of the camera and LIDAR
measurements. First, the camera’s intrinsic parameters and distortion coefficients are found using the
calibrateCamera(.) function developed in OpenCV [14]. The procedure includes detecting the corners of a
chessboard in multiple images (findChessboardCorners(.)) to be used for calibration. After calibration, the
camera will have a smaller FoV than the original specifications that should be taken into account.

In addition to the intrinsic parameters calibration, there might be an angular yaw offset between the
camera and LIDAR as a result of small installation misalignments. It is important to address this error for
the camera-LIDAR fusion. To address this issue, we compare the azimuth angle of narrow objects (e.g.,
pedestrians at long distances) measured by RPLIDAR with the azimuth angle of the same objects
measured using the images. The difference between these two azimuth angles is used as the offset yaw
angle. Fig. 3 shows how the camera and LIDAR calibration and synchronization, enables us to localize
with the two sensors and follow two different pedestrians at different distances perfectly. LIDAR
measurements accurately lie on pedestrians:

Fig. 3. LIDAR measurement points (shown as red crosses) and images are synchronized such that the measurements
accurately lie on the pedestrians.
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2.3.  Vehicle Front and Side Detection Using YOLOv4-Tiny

The LIDAR data is a very coarse 2-D map of the objects surrounding the e-scooter, including the trees,
buildings, pedestrians, and vehicles. Our interest is particularly to track the trajectory variables of vehicles
to predict the danger of any car- scooter collisions. Hence, vehicle detection in camera images is utilized to
process the LIDAR data points and remove any measurements that are not coming from vehicles.
Furthermore, the goal is to improve the 2-D LIDAR measurements, by deciding whether the LIDAR data
points are from the side or front of a vehicle. This will be later also used to find the location of the right-
front or left-front corner of the vehicle.

One possible approach in image processing is to find the key points of vehicles [15] to find their fronts
and sides. However, the existing key point detection algorithms are slow and cannot be used in real-time.
Another way to determine the side and front of the vehicle is to use object detection algorithms. There are
many developed object detection algorithms in computer vision, including variations of the YOLO
algorithm [16] that are the fastest ones. Among all these variations, YOLOv4-tiny (a scaled YOLOv4) is a
small model that is suitable for cost-effective single board computers (SBC) that lack a powerful GPU. Due
to its small-sized neural network, this algorithm works faster than most object detection algorithms on SBCs.
Therefore, we utilize this model to detect and localize the fronts and sides of vehicles in the camera images.

Person

Person
>

I

Person

"-f&,—;:‘

Fig. 4. Laser sensor system, audio system, and the camera on the Ninebot MAX e-Scooter.

There is no open-source dataset available in the literature with separate annotations for the side and
front of the vehicles as shown in Fig. 4 (closest dataset is [17]). Therefore, we created our own dataset of
images with {“car”, “car front”, “car side”, “car back”, “person”, “bus”, “bus front”, “bus_side”,
“bus_back”, “truck”, “truck front”, “truck side”, “truck back”} as labels. Currently, we only use the labels
“car_front” and “car_side” to train the YOLOv4-Tiny network. Our dataset contains 256 images, that



Accepted version of paper for the journal Mechanical Systems and Signal Processing

include 894 cars and 1337 unique annotations (670 “car_front” bounding boxes, and 667 “car_side”
bounding boxes). The total unique annotations in the dataset are 2,723 that include other objects that are
not utilized during the training process (e.g., person). We split the images into 90% of training images and
10% of test images.

With YOLOv4-tiny network trained for the labels “car front” and “car_side,” we achieved 83% mAP
(mean average precision) in localization for test images. It is noteworthy to mention that more recent object
detection algorithms such as YOLOv7 [18] will potentially perform better in terms of precision. However,
YOLOvV4-Tiny is a small network suitable for SBC computers and while it maintains an acceptable
precision, it is also light-weight and fast on SBC. Examples of the performance of the vehicle detection
system are shown in Fig. 5.

Fig. 5. Examples of the vehicle detection system on experimental images. The output of the YOLOv4-tiny is shown
as yellow and green bounding boxes for car_front and car_side classes respectively.

2.4.  Mapping Bounding Boxes into Azimuth Angles

The camera images are a visual projection of the 3-D environment on a 2-D plane, and every pixel on
the image represent a line in the 3-D space. Knowing the location of a pixel in the image plane and the
camera focal length (in pixel numbers), one can extract the azimuth and elevation angles of the
corresponding line in the 3-D space. We use the following model to find the azimuth angles of the vehicles
based on the detected bounding boxes:

px,i - Px,o)
fe

where @;, Dyi, Pxo, and f are the azimuth angle, horizontal location of the pixel, horizontal principal

Q; = atan( (1)

offset, and the focal length (in pixels) respectively. Examples of mapping bounding boxes to azimuth angles
are shown in Fig. 6.
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Fig. 6. Mapping bounding boxes to azimuth angles shown from top view.

2.5.  2-D LIDAR Output Processing

The output of the 2-D LIDAR sensor includes locations of several measurement points from various
objects in the environment. The DBSCAN clustering algorithm [19] is used to remove outliers and find
clusters corresponding to potential objects. DBSCAN identifies clusters by examining the local density of
data in spatial data sets based on two pre-defined parameters: a minimum radius p and a minimum number
of points within the radius N,,;,,. DBSCAN groups data points together as a cluster if, for each point of the
cluster, the neighborhood of a given radius p contains at least minimum number of points N,,;,. After
implementing DBSCAN, a center is found for each cluster to represent it as the main location of the object.

2.6. LIDAR- Camera Fusion for Vehicle Detection and Localization

Among all the objects (clusters) detected in the LIDAR point cloud, the clusters that are within detected
bounding boxes created by YOLOv4-tiny are considered to be the target vehicles. In cases that there are
more than one cluster within a bounding box range (as a result of errors in the bounding box detection), the
cluster that covers a bigger azimuth angle portion will be chosen as the target vehicle. Figure 7 shows
LIDAR and camera data before and after sensor fusion. As seen in Fig. 7b, fusion of the two sensors results
in a clean set of LIDAR measurements corresponding only to a vehicle. Measurements from all other
objects are eliminated.

2.7.  LIDAR- Camera Fusion for Vehicle Corner Detection and Localization

The location measurement of the target vehicle could be used to estimate its states including speed and
orientation [20]. The location measurement however should be taken consistently from an identical point
on the vehicle on all time frames. Otherwise, the estimation results will not be steady or accurate. Among
all the points on the surface of the vehicle, the corners are the most recognizable ones to track. Depending
on which bounding boxes are available, different strategies should be used for corner detection as shown
in the flowchart in Fig. 8.
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If only one of the front or side bounding boxes are available for a vehicle, the location of the corner of
the vehicle is identified by drawing a line based on the existing LIDAR data and finding its intersection
with the lines representing the edges of the bounding boxes. The accuracy of corner detection in this case
will rely on whether the bounding boxes are tightly representing the object (with big intersection of union)
or not. A schematic example of the procedure is shown in Fig. 9. To have robust performance in the presence
of outliers, RANSAC [21] is used to fit a line based on the LIDAR data.
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LIDAR and camera information before LIDAR- camera fusion.
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b) LIDAR and camera information after LIDAR- camera fusion.

Fig. 7. Filtering LIDAR data based on the bounding boxes. The pictures on the first row show the entire LIDAR
data, and the pictures on the second row show the filtered LIDAR data.
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Fig. 8. Flowchart of the vehicle corner detection system.
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Fig. 9. Corner detection a) when only front bounding box is available and b) when only side bounding box is
available.

When only one bounding box is available, the corner detection system relies on the edges of the
bounding boxes that could be inaccurate. A different strategy is used when both the front and side bounding
boxes are available for a vehicle. First, the LIDAR data is divided into two subsets based on the azimuth
angles of both side and front of the vehicle: 1) LIDAR measurements from the side and 2) LIDAR
measurements from the front. Second, the LIDAR measurements that lie within the interquartile range (IQR)
of the bounding box azimuth angle ranges are counted. If the counted measurements do not exceed certain
threshold value, two RANSAC lines are defined based on all the available LIDAR measurements for each
subset. The intersection of the two lines is the corner of the vehicle as shown in Fig. 10 a). If the counted
measurements meet the threshold value, two RANSAC lines are defined based on the LIDAR
measurements that lie within the IQR of the bounding boxes. The intersection of the two lines is the corner
of the vehicle as shown in Fig. 10 b).
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IQR of side bounding box. the IQR of both bounding boxes.

Fig. 10. Corner detection when both bounding boxes are available a) insufficient LIDAR measurements within IQR
b) sufficient LIDAR measurements within IQR.
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For example, Fig. 10 a) shows a schematic of the case where there is only one measurement from the
side of the vehicle that lies within the IQR of the side bounding box. Therefore, the entire side LIDAR
measurements are used in RANSAC to find the corresponding line. On the other hand, Fig. 10 b) shows the
schematic of the case where there are multiple measurements from both the side and front of the vehicle
that lie within the IQR of the side and front bounding boxes respectively. In this case, only the measurement
points that lie within the IQR are used in RANSAC to find the corresponding lines.

3. Vehicle Tracking and Estimation

This section describes how the corner detection of each vehicle is used to estimate its trajectory
variables including lateral and longitudinal position, velocities, and vehicle orientation.

3.1. Data Association

To find the new location of a previously tracked vehicle, the current closest vehicle to the previous time
frame location is found. If there is no vehicle in the new time frame that is close enough to the previous
tracked vehicle, that vehicle is classified as lost. Fig. 11 shows an example of the data association system
and Fig. 12 shows the flowchart of the algorithm.

+
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Max Distance Circle

O Vehicle vanished

Y Vehicle tracked D
+
I—h X ﬁ/ehicle born

Max Distance Circle

¢) Tracking vehicles by comparing two d) Newborn, vanished, and tracked vehicles are
consecutive time frames. found.
LIDAR Measurements at Time Frame t;_; Center of clusters at Time Frame t;_,
+ LIDAR Measurements at Time Frame t; ® Center of clusters at Time Frame ¢;

Fig. 11. Example of Vehicle Tracking on few clusters for two consecutive frames.
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Fig. 12. Flowchart of the vehicle tracking system.

3.2.  Vehicle State Estimation

Fig. 13 shows a vehicle with speed V, orientation (yaw) angle 1, slip angle £, and steering angle §p.
In [20], it is shown that with certain assumptions, the model (2) could be used for representing vehicle

motion.
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Fig. 13. Model variables for the motion of a target vehicle.

where parameter [, is shown in Fig. 13. It is important to note that the model (2) is written w.r.t. a fixed
frame. For a moving sensor frame that does not rotate, model (2) will represent the relative motion of the
target vehicle w.r.t. the sensor frame (e.g., i will be the relative orientation). For the cases that the sensor
frame rotates, the variables V, A, 1, and £ no longer represent the true relative speed, acceleration,
orientation, and slip angle. But model (2) still will be valid for time-to-collision (TTC) estimation. It is also
shown in [20] that it is possible to transform model (2) to model (3)- (5) which is in companion form.

Z = FZ+ Gf(z)l y = HZ: zZ = [X X X Y Y Y]TI y = [X Y]T (3)
in which:
[0 1 0 0 O O] [0 O]
0 01 0 0O 0 0
10 0 0 0 0 O 110 1 0 0 0 0 O
F=loo 0010 %o of H_[000100] “)
0 0 00 01 0 0
0 0 00 0O 0 1
and
2
ZeZ; — Z3Z5 <2622—2325>
_[A@] _ z; + 75 z; + 75
f(Z) - f (Z) - 2 (5)
2 3 ZgZy — Z3Zg ZgZy — Z3Zg
% 7% + 72 S\ z2+ 22
Define an observer with the following dynamics where Z is the estimate states vector:
2=F2+Gf(2)+ Ly — H%) (6)

Find the state error dynamics Z by subtracting (6) from (3) and defining f(z,2) = f(2) — f(2):

5=2—-2=F2+Gf(z2,2) +Lly—H2) =FZ+Gf(z,2) + LHzZ 7)
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Our goal is to find a single observer gain L such that the error dynamics (7) becomes stable in regions
that the function f;(z) in (5) is Lipschitz. Assume that the Lipschitz constants for f;(z) are given as y;
and y5,:

1A@I, =A@ - A@IN: < rllzll, L@, = 1) - L@, < v,li2l; (8)

Theorem 1. If there exists P >0, A >0, Q,and 8 > 1 such that:

2kflmax (P)

FTP+PF—HTQ—-QTH < —Al, 0>0,= > )

in which kf =/ 2 +y? and Ape,(.) is the maximum eigenvalue, then the estimation error Z is
exponentially stable by taking:

L=T(0) x P~1QT (10)
where T(0) is given by
6 0 0
Tz(6) 0
T(0)=!0 62 o],T(9)= 5 11
B 0 0 g [ 0 TB(B)] (11)

The proof of this theorem is given in [20]. Using the SEDUMI solver in MATLAB to solve the LMI
given in (9), the observer gain is then obtained as:

L=[67'20 823.1 2818.5 0 0 0 ]T
0 8.5

0 0 6720 8231 281 (12)

The performance of the high-gain observer is highly sensitive to the quality of the raw measurements
due to the large gain values and due to the fact that there is no noise-rejection property in the formulation
of the high-gain observer. Therefore, the LIDAR- camera fusion could significantly improve the estimation
results by directly enhancing the LIDAR raw measurements and consistently tracking the same point on
the corner, namely a front vehicle corner, as explained in the previous section.

4. Experimental Results

4.1.  Vehicle Tracking and Corner Detection

In this section, the experimental performance of vehicle tracking, and corner detection is evaluated in
different scenarios. The vehicle corner detection is compared to strategies that could be exploited when
there is no computer vision information. It is shown that the corner detection based on the computer vision
and LIDAR is more accurate than cases where only the LIDAR is used. The hardware configuration being
used for experiments is explained in section 2.1. It includes a prototype e-scooter equipped with an
RPLIDAR sensor on top of an ArduCam camera. The specifications of these sensors are provided in Table
1 and Table 2. In the experiments, the e-scooter is set stationary on the street, facing oncoming traffic from
the opposite direction.

Fig. 14 shows a vehicle moving straight in the opposite direction on an adjacent lane to the e-scooter.
The vehicle’s front and side bounding boxes are well detected. When the vehicle is not close to the sensors
attached to the e-scooter, the available measurements are limited such that finding the corner of the vehicle
will be challenging in the absence of images. In the absence of computer vision analysis, two strategies
might be taken when the vehicle is moving as shown in Fig. 14: 1) taking the closest LIDAR point to the
e-scooter 2) taking the point with the minimum lateral distance to the e-scooter. It is shown that with both
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strategies, the vehicle corner detection will be weaker than the combination of LIDAR and computer vision
as shown in Fig. 16.

Fig. 15 shows a vehicle turning right at the traffic intersection. In the initial frames, there are limited
LIDAR measurements from the vehicle such that corner detection without computer vision is not possible.
With the well-detected side bounding boxes however, it is possible to find the location of the corner with
the strategies mentioned in the previous section. Fig. 17 shows that using only LIDAR measurements result
in wrong location of the corner of vehicle especially in the initial frames based on the images. Fig. 18 shows
the results of corner detection for a similar experiment on another set of data. Again, the results emphasize
how using the vision- LIDAR fusion could improve the raw measurements for vehicle tracking.

+  LIDAR Measurements b + LIDAR Measurements

Fig. 14. Camera images and the LIDAR measurements for two vehicles. The white vehicle is moving straight in
an opposite direction to the e-scooter, while the other vehicle is stationary.
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+ LIDAR Measurements

+ LIDAR Measurements

Fig. 15. Camera images and the LIDAR measurements for two oncoming vehicles. The first vehicle is moving
straight, while the other vehicle is turning right.
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Fig. 16. Comparing various corner detection strategies for the experiment shown in Fig. 14. The vision- LIDAR

fusion has the best performance.
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Fig. 17. Comparing various corner detection strategies for the experiment shown in Fig. 15. The vision- LIDAR
fusion has the correct starting point and better performance than the other two strategies.
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Fig. 18. Comparing various corner detection strategies for a similar experiment to the one shown in Fig. 15. The
vision- LIDAR fusion has a better performance than the other two strategies.
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4.2.  Vehicle State Estimation

In this section, the results of the high-gain observer are compared with a number of different corner
detection strategies. We use a forward and backward digital filter (filtfilt) to obtain the reference signals for
the states in Fig. 19, Fig. 20, and Fig. 21. Note that while future measurements are used to find the reference
signals, the high-gain observer only uses the current measurement.

Fig. 19 shows the estimation results of the case that the vehicle moves straight in the opposite direction
to the e-scooter (case shown in Fig. 14). The initial LIDAR measurements are closer to the left corner of
the vehicle, while the right corner is closer to the e-scooter. The corner detection results shown in Fig. 16
show how the LIDAR- camera fusion is a better than other strategies. Subsequently, Fig. 19 shows that the
estimation results are better when both camera and LIDAR are being used. In addition to the position
estimation where other strategies have offset errors, the speed and orientation estimation results are also
much smoother when it comes to the camera and LIDAR fusion.

Fig. 20 and Fig. 21 show the estimation results of the case that the vehicle turns right (case shown in
Fig. 15). The corner detection results shown in Fig. 17 and Fig. 18 show how the LIDAR- camera fusion is
a better than other strategies. Subsequently, Fig. 20 and Fig. 21 show that the estimation results are better
when both camera and LIDAR are being used. In addition to the position estimation where other strategies
have errors, the speed and orientation estimation results are also much smoother when it comes to the
camera and LIDAR fusion.

Table 3 compares the errors of various methods in the Figures 19- 21. The errors are computed by
differences from the forward-backward filter reference values. In all cases, the camera and LIDAR fusion
strategy works the best. After that, closest points to X-Axis and closest points to origin strategies are the
best for the turning and straight motion scenarios respectively.

Table. 3. Observer’s RMSE in experiments compared to forward and backward digital filter reference values.

Case # Method W (m) V% mss) | W, (m/s) | P (rad)

Camera and LIDAR Fusion 0.069 1.059 0.431 0.034

Fig. 14 and 19 Closest Points to X-Axis 0.842 4.231 1.190 0.095
Closest Points to Origin 0.518 1.359 1.608 0.080

Camera and LIDAR Fusion 0.041 0.464 0.800 0.110

Fig. 15 and 20 Closest Points to X-Axis 0.366 2.142 2.864 0.938
Closest Points to Origin 1.098 2.981 7.041 1.458

Camera and LIDAR Fusion 0.038 0.405 0.491 0.056

Fig. 16 and 21 Closest Points to X-Axis 0.362 0.469 1.637 0.214
Closest Points to Origin 1.456 57.273 98.758 1.321
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Fig. 19. Comparing various corner detection strategies for the scenario that the vehicle travels in opposite direction.
The images for this scenario are shown in Fig. 14. The vision- LIDAR fusion has better performance than the other
two strategies.
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Fig. 20. Comparing various corner detection strategies for the scenario that the vehicle turns right. The images for
this scenario are shown in Fig. 15. The vision- LIDAR fusion has better performance than the other two strategies.
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Fig. 21. Comparing various corner detection strategies for the scenario that the vehicle turns right. The similar
images for this scenario are shown in Fig. 15. The vision- LIDAR fusion performs better than other strategies.

5. Conclusion

In this paper, a cost-effective vehicle detection and tracking system is developed based on 2-D LIDAR
and camera fusion to protect electric micromobility devices, especially e-scooters, by predicting the danger
of car- scooter collisions. The cost and size disadvantages of 3-D LIDAR sensors make them an unsuitable
choice for micromobility devices. Therefore, a low-cost 2-D LIDAR is used. Although low-cost, the 2-D
LIDAR sensor comes with major shortcomings such as a narrow vertical field of view and its low density



Accepted version of paper for the journal Mechanical Systems and Signal Processing

of data points. Due to these factors, the sensor does not have a robust output in outdoor applications, and
consecutive measurements keep jumping and sliding on the target vehicle surface. To improve the
performance of the 2-D LIDAR, a single monocular camera was fused with the LIDAR data not only to
detect target vehicles, but also to separately detect the front and side of each target vehicle and to find the
corners. It was shown that this corner detection method is more accurate than strategies that are only based
on the LIDAR data. The key points and findings of this paper are summarized as follows:

e [t is possible to reliably determine whether the readings from a 2D Lidar sensor come from the
front or side of a vehicle by using sensor fusion with a monocular camera.

e Itis possible to accurately find the location of the front left or front right corner of a car of oncoming
traffic by using the sensor fusion algorithm developed in this paper.

e Further, by using a high-gain observer it is possible to estimate other trajectory variables such as
vehicle orientation and velocity, in addition to the vehicle corner measurements.

¢ Finally, the root-mean-square-error is the smallest for the sensor fusion algorithm developed in this
paper compared to other methods based purely on the Lidar data for finding the target vehicle’s
trajectory variables.
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