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ABSTRACT

Many real-world factory tasks require human expertise and in-
volvement for robot control. However, traditional robot operation
requires that users undergo extensive and time-consuming robot-
specific training to understand the specific constraints of each robot.
We describe a user interface that supports a user in assigning and
monitoring remote assembly tasks in Virtual Reality (VR) through
high-level goal-based instructions rather than low-level direct con-
trol. Our user interface is part of a testbed in which a motion-
planning algorithm determines, verifies, and executes robot-specific
trajectories in simulation.
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1 INTRODUCTION

Much research has explored robotic teleoperation systems that are
based on direct low-level control [2, 6, 7], often in real time [2, 7].
These systems assume the participation of domain experts who
possess the necessary knowledge to operate specific robots, and
that real-time errors are easily fixable or avoidable, which may not
always hold true [8]. An alternative approach is for users to provide
high-level control: The user specifies the high-level actions of robots
[5, 9] or the goal states [4, 10] for objects. This approach allows
users to operate robots without needing to have any knowledge
about the specific robots, such as their individual capabilities.
Many interfaces for goal-based high-level control focus on sce-
narios in which a user sends a single batch of instructions to a
robot, and upon execution of those instructions, the robot’s task is
completed [4, 10]. In more complex assembly tasks, there is a need
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Figure 1: Testbed. (a) VR user interface. (b) Simulation envi-
ronment.

to be able to give the robot multiple instructions in parallel. On the
other hand, there are user interfaces for action-based high-level
control designed for simultaneous assignment of multiple tasks
[5, 9]. However, these user interfaces address robot actions and not
task goals.

To address this, we introduce a teleoperation user interface for
assembly tasks that is (1) based on high-level goals for robots and
(2) designed to support specifying multiple goals in parallel. Our
Virtual Reality (VR) testbed system (Figure 1) shows the user virtual
replicas of task objects to control in 6DoF using VR controllers. It
enables the user to assign multiple high-level assembly goals to a
robot arm and monitor their progress. Our system uses an inter-
active communication architecture that allows the user to define
multiple goal-based tasks, validate, and confirm their execution.
We highlight the significance of visualizing the statuses of each as-
signed goal, to ensure that the user understands what is happening
as the goals are accomplished.

2 SYSTEM DESIGN AND IMPLEMENTATION

Our testbed (Figure 1) consists of a VR user interface in Unity
2021.3.4f1 and a remote robot simulation in PyBullet 3.21 [1]. The
user wears a Meta Quest 2 VR headset connected to a computer
powered by an Intel® Core™ i9-9900K processor and an Nvidia
GeForce RTX 3090 graphics card. Two hand-held VR controllers are
used to assign high-level goal-based instructions for 6DoF manip-
ulation. The remote simulation environment includes a Universal
Robots UR5 robot arm with a suction gripper.

In our workflow, the user first assigns high-level end-goal poses
individually by translating and rotating objects. Once the user clicks
the validity check button, these intended scene modifications are



SUI ’23, October 13-15, 2023, Sydney, NSW, Australia

STATUS BOARD

Wang et al.

Figure 2: Visualizations of status of assigned goals. (a) Status board showing chronologically ordered list of goals. (b) Colored
halos indicate goal status. Unverified Goal (white), Valid Goal (green), Executing (cyan), Execution Completed (yellow). Each goal

object is connected by a line to its original position.

communicated to the simulation environment. Given a pair of ini-
tial and end poses for a goal, our testbed uses the Rapidly-exploring
Random Trees (RRT) algorithm [3] to try to find a feasible path. The
simulation verifies the robot trajectory for each step and communi-
cates the validity status to the user through the VR user interface.
If RRT cannot find a valid path, the user is notified and can assign
alternative goals. Otherwise, the user can click the execute button,
which prompts a second simulation to execute the robot action.
Unlike the initial validity check, this second simulation mimics the
actual time required for the real robot to perform the task. It is em-
ployed for the purposes of our upcoming user study; in real-world
settings, our testbed will interface with an actual URS5 robot.

Once the goals specified thus far have been executed, the sim-
ulation communicates the new poses for the objects, which are
subsequently updated in the VR user interface. The user then visu-
ally checks the results to determine whether there are any errors,
and if so, whether they are acceptable. If an error is unacceptable,
the user could attempt to fix it by assigning a new goal (or, in a more
complete version of our system, ask for assistance from a technician
with robot-specific knowledge). Otherwise, the user then proceeds
to confirm the executed tasks by clicking the confirm button. It is
crucial to note that this system allows for concurrent operations
on multiple objects. While any step is being validated or executed,
the user is free to assign goals to other objects.

Since the user can provide multiple goal-based instructions for
objects in parallel, some objects can be having their goals validated
or executed while other objects are waiting for goals to be assigned.
To plan the next operation, the user needs to understand the cur-
rent status of each object. We employ two kinds of visualization
for goal status: (a) a status board and (b) colored halos, as illus-
trated in Figure 2. The status board displays all tasks in the queue
and their respective statuses in chronological order. Colored halos
represent the current status of each object through distinct colors.
With these visualizations, users can acquire an overview of all tasks
or understand the status of individual objects as needed.

3 DISCUSSION

We have conducted internal tests with simple assembly tasks. In
our informal evaluation, we observed that our approach empowers
users to assign multiple goals concurrently within a unified 3D
environment and to understand the statuses of these goals. However,
while the system offers an encompassing view, it also presents
challenges. Specifically, the simultaneous display of both ongoing
and completed tasks can sometimes make it difficult for users to

quickly distinguish between them, suggesting a need to further
refine our visualizations.

4 CONCLUSIONS AND FUTURE WORK

We are developing a VR teleoperation user interface to assign multi-
ple high-level assembly goals, potentially in parallel, validate them
with a path-planning algorithm, and execute them. By allowing the
user to specify only high-level goals, our system avoids the need for
the user to know the operational details of the available robots and,
therefore, can be used for different robot environments without
additional training.

When interfacing with a physical UR5 robot, we will use real-
world sensor data instead of the simulation. This will allow users to
compare the actual data with their specified goals when confirming
goal execution.

While displaying all specified goals simultaneously in a single
scene, no matter their status, might help some users understand
the overall plan, it could also be overwhelming to others. As an
alternative approach, we could visualize goals in a timeline of views
of the environment. This way, users could more easily follow the
progression of the robot’s tasks and better understand when goals
are achieved.
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