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Fig. 1: Three workspaces located around the user’s chair with projected annotations to guide the user. (a) Study environment. (b)
Workspace annotated with two LINE precues to guide the user within the workspace. (c) Workspace annotated with an ARC precue,
including a workspace-shift precue (green bar) that indicates the upcoming task will be in the workspace to the left.

Abstract— We explore Spatial Augmented Reality (SAR) precues (predictive cues) for procedural tasks within and between workspaces
and for visualizing multiple upcoming steps in advance. We designed precues based on several factors: cue type, color transparency,
and multi-level (number of precues). Precues were evaluated in a procedural task requiring the user to press buttons in three
surrounding workspaces. Participants performed fastest in conditions where tasks were linked with line cues with different levels of
color transparency. Precue performance was also affected by whether the next task was in the same workspace or a different one.

Index Terms—Spatial augmented reality, predictive cues, precueing, cognitive load, multiple tasks, procedural task
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1 INTRODUCTION

Procedural tasks are intrinsic to numerous fields of work [13]. Research
has shown that different forms of Augmented Reality (AR) [9,15], such
as Spatial Augmented Reality (SAR) [8,37], which provides hands-
free viewing, can improve performance during procedural tasks. AR
can overlay virtual instructions on or near tasks, allowing for visually
seamless guidance through a sequence of operations in domains as
diverse as medicine [1, 16,29, 32], manufacturing [10, 12], assembly
[40,46], maintenance [14,21,49], and control [5,24,27].

Recent research has shown that visually indicating the next location
using a precue can further improve performance beyond cueing the cur-
rent location, reducing the mental effort for completing AR-enhanced
procedural tasks [43,44]. This aligns with prior findings that a precue
can improve reaction times when using a mouse or touchpad and a 2D
display [19]. Research has also demonstrated that precueing additional
tasks beyond the upcoming one can improve performance even further
in headset-based Virtual Reality (VR) [25] and AR [26]. This leads us
to pose the research question: Does providing multiple precues improve
performance for SAR-enhanced procedural tasks?

Furthermore, studies investigating VR and AR precues have focused
on performing tasks in a single workspace [25,26,44]. In contrast, some
real-world scenarios require users to shift between multiple workspaces,
such as a pilot interacting with multiple control panels [48] and a
nuclear power plant operator managing systems in a control room [23].
These observations lead to our second research question: Can SAR
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precues improve performance when shifting between workspaces is
required?

To answer these questions, we designed an experiment that required
users to press buttons in a specified order in three different workspaces
located around them, as shown in Fig. 1(a). We employed heteroge-
neous configurations of button devices (two curved domes and one flat
panel). Our work expands upon existing research on precueing to make
the following three contributions:

* We investigated multiple levels of precues in SAR. Previous work
in SAR has investigated only a single level of precueing.

* We conducted the first investigation of precues in multi-
ple workspaces, including shifting between them. Multiple
workspaces correspond to important domains such as control
rooms and aircraft cockpits.

* We created and evaluated new precue visualizations that combine
cue type and color to support switching between workspaces.

2 PREevious WORK
2.1 Augmented Reality and Procedural Tasks

As previously noted, AR allows the virtual and real worlds to be co-
located [2,7,35]. For example, in procedural tasks, virtual instructions
can be integrated with a workspace, rather than requiring separate paper
or electronic documentation [39]. Events in the task domain can also
be tracked and interactively reflected in the virtual content [50].
Assembly tasks require users to follow instructions. Wu et al. [47]
compared instructions for building a toy presented by paper and AR.
The paper condition required users to read instructions to determine the
next part’s position and orientation. The AR instructions highlighted
the part and provided the correct placement details in situ. Participants
strongly preferred the AR instructions, as they simplified the task.
Tang et al. [40] evaluated three presentation conditions (monitor, paper-
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based, and AR guidance), determining that AR guidance improved task
completion time and accuracy compared to the other conditions.

In medicine, AR can be used to co-locate information with a patient’s
body during a procedure [29]. For example, AR has been employed to
display the distance between tumors and blood vessels [16] and indicate
locations at which to insert an implant [22] or give an injection [17].

AR instructions have improved performance and user experience for
interacting with procedural tasks. Marner et al. [27] compared tradi-
tional monitor-based instructions with SAR-projected instructions for
pressing buttons on two different devices in separate conditions: a dome
and a car dashboard. Results revealed SAR improves response time and
causes fewer errors. Baumeister et al. [5] continued this work by observ-
ing the monitor and dome throughout a sleep deprivation study in which
participants stayed awake for one night. Results indicated participants
in the monitor condition suffered from a speed—accuracy tradeoff, while
those in the projected AR condition maintained a similar level of perfor-
mance. Baumeister et al. [6] then examined SAR instructions compared
to a monitor and two AR head-worn displays (optical-see-through [11]
and video-see-through [34]). They used a dual-task methodology [33]
that required users to press a button to their side when prompted by
auditory stimuli. For the primary button-pressing task on the dome and
attending the secondary task, SAR annotations resulted in the fastest
response times.

2.2 Studies of AR and VR Precues

Recent research in AR and VR has shown that presenting predictive
information for the upcoming task location can further improve perfor-
mance. Volmer et al. [44] conducted a series of experiments utilizing a
dome control panel for which they first designed five SAR precues to
guide users to a single upcoming task. From these cues, linking a line
between tasks was shown to provide superior response times, accuracy,
and lower self-assessed mental effort. Volmer et al. then investigated
the same set of precues in a sleep deprivation study [43] and in a study
using electroencephalography (EEG) [36] to measure electrical brain
activity [45]. Observations from these two studies indicated that using
a precue can offset the negative effects of sleep deprivation and that
some types of precues can even reduce the cognitive resources required
for a task, evaluated by brain-response data.

Liu et al. [25] investigated multiple levels of precues in VR. Similar
to Volmer et al. [44], they discovered that visualizations with lines were
the best. In addition, they found that participants performed the best
with two or three levels of precues when the visualizations included
lines and with one level of precue when the visualizations did not
include lines. Subsequently, Liu et al. [26] explored multiple levels
of precueing in AR, addressing tasks in which a user must move and
rotate each of a series of objects, one at a time, placing it at a designated
position and orientation. They found that in these more complicated
tasks, participants could use one movement precue but not a rotation
precue.

Building on this work, we apply multi-level precueing techniques to
a SAR procedural task. Furthermore, unlike prior research, rather than
addressing just a single workspace, we explore precues within and be-
tween multiple workspaces surrounding the user to better approximate
complex real-world environments.

3 STuDY CONDITIONS

The main task investigated in this study involved pressing buttons in
three workspaces located around the user, shown in Fig. 1(a). This
configuration was chosen to provide an extreme case of workspace
placement, where some tasks are out of the participants’ direct line of
sight. Each button was surrounded by a circle SAR annotation. SAR
precues guided the participant to the next button or group of buttons.
These precues moved to the next button of a sequence as the task
progressed. This continued until all buttons in each workspace were
pressed correctly once.

3.1 Precues

We designed precues based on three factors: Cue (NONE, ARC, and
LINE), Color (SOLID and TRANSPARENT), and Multi-level (1, 2,
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and 3). These cues were inspired by earlier research on attention
directional cues when working with large 2D monitors [20], projected
links showing information movement between desktop computers [38],
and visualizations of the locations of offscreen data [4].

The Cue factor is the visual annotation displayed in addition to
the circle annotations. Three styles were measured, each of which
provides a different type of information about the step. The NONE style
(Fig. 2a) provides only place information of the destination in the step,
without an ARC or LINE annotation, and this leaves the users to rely
on the colored circle annotations. ARC provides direction information
by attaching an annotation to the active or upcoming task (button),
pointing in one of eight compass directions towards the next button in
the sequence (Fig. 2b). Finally, LINE provides path information via
linking a line between the current and upcoming buttons (Fig. 2c).

The Color factor comprises two different color formats. SOLID
(SOL) only modifies the active button’s annotation color to orange.
This includes the ARC or LINE cue attached to it. Any upcoming
precues remain green to maintain focus on the primary task, and to
prevent confusion caused by multiple precues being the same solid
shade of orange. TRANSPARENT (TRN) is the other condition, which
modifies all precue annotations up to the Multi-level (described below)
to become different shades of orange. The further into the sequence, the
more transparent the annotations become. Comparing Fig. 2c and Fig. 3
shows the differences between SOL and TRN for the LINE condition.

The final factor is Multi-level (Multi), which has three levels: 1, 2
and 3. This factor determines how many annotations will appear to
guide users to the active and upcoming tasks. Level 1 modifies the
active task based on the prior Cue and Color factors. Level 2 provides
an additional modified precue at the upcoming button location. The
ARC and LINE cues linking from the second to the third task are
thinner, and the annotations’ color is more transparent for the TRN
conditions. Multi-level 3 continues this pattern, further reducing the
ARC and LINE annotation sizes and making the TRN conditions more
transparent. Fig. 2 shows how the ARC and LINE cues become smaller
for the higher level of Multi and how TRN annotations become darker
in the NONE condition.

Table 1: Precues tested in our study. Conditions crossed out are dupli-
cate visualizations that were removed.

o | 2 | 3
NONE TRN SOk TRN SOE TRN SOk
ARC TRN SOE TRN SOL TRN SOL
LINE TRN SOE TRN SOL TRN SOL

Each precue we designed is a combination of all three factors, lead-
ing to a 3x2x3 experimental design. However, some factor combina-
tions visually appear the same. NONE TRN 1 and all Multi-levels of
NONE SOL would change only the color of the active task. Thus, the
three Multi-level factors of NONE SOL were not evaluated. Further-
more, Multi-level 1 for the LINE and ARC conditions were also not
differentiated by the Color factor. As Multi-level 1 modifies only the
active task location, SOL and TRN were visually the same. Therefore,
only TRN was evaluated for Multi-level 1 conditions. Thus, five condi-
tions were dropped to avoid repeating the same visualization, leaving
the study with 13 unique conditions, shown in Tab. 1.

3.2 Workspace-Shift Cues

In addition to pressing buttons in the same workspace, users sometimes
had to rotate to another workspace roughly 120° to their left or right,
as shown in Fig. 1(a). To help determine which way the user should
rotate, all cue conditions provide additional guidance. We designed
three workspace-shift cues, each of which provides place, direction,
and path about the upcoming workspace, respectively. These match the
information provided by the NONE, ARC, and LINE styles.

NONE (Fig. 4a) highlights the upcoming workspace orange, allow-
ing users to notice a visual change in their peripheral vision. The
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(a) NONE: No ARC or LINE annotation is provided.

The active button is highlighted in orange. Depending
on the Multi-level (in this case 3), the upcoming one or
two buttons to press are also highlighted successively
more transparent shades of orange.

(b) ARC: An arc is attached to the active task annotation,
pointing in the compass direction of the upcoming task.
Depending on the Multi-level (in this case 3), additional
arcs are attached to the upcoming conditions, becoming
thinner the later they are in the sequence.

(c) LINE: A line annotation is linked between the active
and upcoming task. Depending on the Multi-level (in
this case 3), additional successively thinner lines appear
later in the sequence.
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Fig. 2: Same-workspace precues. The conditions are shown with a Multi-level factor of 3. This means that all conditions will have three cues,
each successively thinner or more transparent the later it is in the sequence.

Fig. 3: LINE TRN Multi 3 condition. Differs from LINE SOL Multi 3
shown in Fig. 2c as the additional line annotations are different colors.
Further in the sequence, the lines become thinner and more transparent.

upcoming device was modified as there is no directional cue factor to
help guide the user from the active device to the upcoming one.

ARC (Fig. 4b) has the annotation on the final task of the active device
point left or right towards the direction of the upcoming workspace.
An additional green bar annotation is also projected on the side of the
active workspace. The bar is colored green to avoid having an additional
orange augmentation in the current workspace that is not attached to
the button annotations. The bar annotation further emphasizes that the
user would have to rotate to another device for the upcoming button.
Without the bar annotation, the user might interpret the ARC pointing
left or right as indicating the button next to the active task is the next
button to press, not a button on another device.

LINE (Fig. 4c¢) links the line annotation in the direction of the up-
coming workspace. These additional cues appear based on the number
of remaining button presses in the active workspace and the Multi-level
value. For example, at level 1, the visualization appears when the last
button to be pressed on the active workspace is highlighted. Once
the button is pressed, the additional annotation vanishes, and the user
rotates based on the predictive information provided by the precue. For
Multi 2 and 3, the annotation appears when two or three presses remain
in the active workspace, informing users they have to rotate after two
or three correct presses.

3.3 Pilot Studies

‘We conducted several pilot studies to determine the precue conditions
described in the prior section. An initial pilot study with four partici-

pants tested directional annotations without changing the color of the
annotation alongside versions in which the active task was a different
color or blinking. It evaluated various combinations of existing pre-
cues from the work conducted by Volmer et al. [44] and investigated
performance in a more complex environment of multiple workspaces.
Results from this pilot demonstrated that a blinking active task was
too distracting. Additionally, highlighting the active task in a different
color improved switching between workspaces.

We then tested changing the active annotation’s color in combination
with a direction annotation and two and three levels of precues. This
pilot study also examined a condition that used different shades of the
same color and one that used entirely different colors. Performance
was better using the same color with varying transparency. Participants
noted a lower level of mental effort for different shades of one color, as
they did not have to learn color schemes. For these reasons, we used
one color with varying levels of transparency for this research.

We performed an additional pilot study to examine Multi-levels of
precues between one and four. Aligning with work by Liu et al. [25],
four levels of precues caused performance to decay heavily. Thus, we
decided to use three levels of precueing in our main study to reduce the
total number of comparisons.

4 EXPERIMENTAL DESIGN

This research was conducted to investigate if SAR precues can be bene-
ficial in a complex work environment with multiple workspaces. We
first asked whether multiple precues can be applied to within-workspace
tasks (H1) and workspace-shift tasks (H2). Then, we examined which
type of visualization works best for single precue conditions (H3) and
multiple precue conditions (H4). Moreover, our pilot study showed that
modifying the directional cues to have different color transparencies
could further improve performance (HS). Finally, we expected the type
of visualization to impact user behavior in workspace-shift tasks (H6).
We formulated the following hypotheses:

H1. More precues will enhance performance when working in the
same workspace. This is inspired by Liu et al. [25], which showed that
using multiple precues can improve user performance. We would like
to determine if this can carry over to a SAR environment.

H2. More precues will decrease performance when shifting to an-
other workspace. When switching to a different workspace, the user
will encounter all precues in that workspace for the first time, since it
was previously in the user’s far peripheral vision. Thus, using more
precues will increase the effort and time needed after the switch to
distinguish the current task from those that follow.

H3. Combining an arc or line precue with color will further enhance
performance compared to just using color with no directional annota-
tion. Previous work investigated precues that either highlight the next
task in a different color or show the direction to the next task. Com-
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(a) NONE: The upcoming workspace becomes high-
lighted by an orange color, seen in peripheral vision.

(b) ARC: A green annotation appears on the left or right
side of the active workspace.

(c) LINE: The line extends off the current workspace in
the direction of the upcoming workspace.

Fig. 4: Workspace-shift precues. The cues appear X (the Multi-level of precue) levels in advance when the final tasks on the active workspace are
being performed. These annotations are designed to guide to the upcoming workspace.

bining color and direction provides the user with two complementary
ways to distinguish between the current task and next task.

H4. Conditions with line annotations will perform better than other
cues when working in the same workspace or shifting to a different
workspace. Previous work [25,44] showed that visualizations with
lines can improve user performance more than ones without lines.

HS. Multiple precues with different shades of color will be superior
to multiple precues with just the active task being a different color. Our
initial pilot studies showed that modifying the directional cues to have
different shades of the same color improved performance.

H6. Highlighting the position of the upcoming workspace will
cause the user to move their head and hand toward that location
more efficiently. Since the user can see the other workspaces in their
peripheral vision, the noticeable change of color towards their left or
right will assist them in rotating in the correct direction. This is inspired
by the work of Bailey et al. [3].

4.1

Adults 1840 years old that did not have a color vision deficiency were
eligible for this study. Due to a low room ceiling, participants were also
required to be under six-feet tall. Twenty-five participants (19 male, 6
female) were recruited from our institution. Ages ranged from 19 to 39
(M = 28.6, SD = 5.54. Twenty-three participants were right-handed,
while two were left-handed. Most participants stated they spend 40 or
more hours a week using a computer (M = 51, SD = 21.62). Further-
more, 18 participants noted having prior experience with AR systems.
Three participants were excluded because software or hardware errors
occurred during their sessions, and one participant was excluded as an
outlier for making too many errors, leaving twenty-one valid partici-
pants. This experiment was approved by the Human Research Ethics
Committee of University of South Australia as a variation of approval
number 200200.

Participants

4.2 Apparatus

Three workspaces were positioned around the user, as shown in
Fig. 1(a). Two domes and one box, each with 16 buttons, were placed
roughly 120° from each other on separate tables. If a participant
looked directly at one workspace, they would see sections of both other
workspaces in their far peripheral vision. A 1920x 1080 monitor, con-
nected to a nearby PC, was stationed behind the box device, and was
used for completing questionnaires and instructing users which condi-
tion was next. Buttons were annotated by three Optoma EH500 DLP
projectors, running at 1920x 1080 (60Hz), stationed above or behind
the workspaces. Each button device was connected to the PC through
an Arduino HID device that treated each button press as a keystroke.
The PC used an Nvidia GeForce GTX 1070 graphics card, an Intel i7
processor, and 16GB RAM.

Six OptiTrack Flex 13 cameras [30] were positioned around the
room and used with Motive version 2.2 to track the user’s head and
hand via markers attached to a wristband and hat worn by the user. An

application developed in Unity 2020.3.27f [42] connected to Motive to
obtain head- and hand-tracking data for each frame. This application
managed the button devices and played sounds for button presses. It
also recorded response times (in milliseconds) between button presses
and stored them in csv files. After each condition, the participant rated
their mental effort between 1 (very, very low mental effort) and 9 (very,
very high mental effort) using the Paas scale [31] on the PC.

4.3 Procedure

The participant was seated on a swivel chair in the middle of the three
workspaces. They were first asked if they could rotate between each
device comfortably. Participants were informed to use the index fin-
ger of their dominant hand and face the device on which they were
working throughout the study. Once the participant was comfortable,
they completed a short training session. This training session required
them to press four buttons on two devices (8 total presses) for each of
the 13 conditions. This made the participant aware of the annotation
combinations and become used to shifting between workspaces. They
were then shown an example scenario with all 48 (16x3) buttons anno-
tated, to show the full set of buttons that would be used in the formal
experiment. Participants did not interact with this demonstration.

The experiment began once the participant understood all 13 con-
ditions. Each participant performed one block per condition, in fully
randomized order. Each block contained three trials. One trial con-
sisted of a 48-button press sequence. Each condition had three trials of
different sequences to obtain a larger randomized dataset. To proceed
through a trial, the correct button had to be pressed before the next
precue would appear. Different sounds were played for correct and in-
correct button presses. Between trials, all annotations would disappear,
and the monitor would inform the user to press any button to start the
next trial.

When the third trial of a condition was completed, the monitor would
instead prompt the user to rate their mental effort. Each trial started in
a random workspace.

The order of the buttons in a trial was randomized with a few excep-
tions. First, there would be eight workspace shifts per trial. Second,
four to seven button presses happened in each workspace before a
shift occurred. This allowed for the maximum Multi-level factor of
three cues to appear on one device and prevented learning schemes
by randomizing the number of same workspace button presses. The
upcoming workspace for each shift was also randomized to avoid any
learning patterns, such as constantly rotating to the left.

The total button-pressing time was approximately 35 minutes. After
the study, a questionnaire was given to the participant to record their
thoughts and preferences regarding the precue conditions. We followed
a COVID-19 protocol that required the researcher to wear a mask and
sit on the other side of the room from the participant. After each
session, the three workspaces, wristband, hat, and PC input devices
were sanitized.
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5 STATISTICAL ANALYSIS

This section describes how the statistical analysis was conducted in
our study. When analyzing performance-related data, we ignored the
first button press of each 48-button press trial because the starting
workspace was random and not precued. Participants had to search for
the workspace in which it occurred, causing a longer response time.
We also ignored the last press because it was not followed by a precue,
changing its visualization.

Further cleaning of the performance-related data included removing
three button locations. These included one button on the box that was
intermittently unresponsive and one button on the corner of each dome
because some participants remarked that they had difficulty differenti-
ating colors projected on that button, apparently because of the curved
surface and the projector’s angle. The buttons whose presses were
removed from the analysis for both domes were also discovered to have
generated an outlier number of errors, supporting their removal from
the analysis.

5.1 Response Time

Statistical analysis for response times was separated into two separate
linear mixed-effects models (LMMs): one for pressing a button on
the same workspace as the prior task and another for when the button
was on a different workspace. Each block consisted of 144 correct
button presses (3 trials x 3 workspaces x 16 buttons). Since each
sequence required the user to shift workspaces 8 times, 24 presses
were separated into the shift model per condition. Furthermore, 6
buttons were excluded for being the start or end of a trial leaving 114
for working on the same workspace. The number of buttons used for
analysis fluctuated for each participant due to the removal of the three
buttons highlighted in the prior section. Furthermore, correct presses
over 5 seconds long on the same workspace were also removed. For
shifting workspace, button presses over 6 seconds were removed. The
extra second for changing workspace was to account for rotating to
the new workspace. These long responses were removed to account
for issues unrelated to the visual cues, for example, a phone call or
when an Arduino or projector had connection issues. Fourteen presses
were removed from working on the same workspace, and seven were
removed for shifting workspaces. This left 28,665 correct presses on
the same workspace and 6,173 for switching workspace.

Once data cleaning was complete, the two LMMs were created. Both
models specified fixed effects of Cue, Color, and Multi-level alongside
a random effect of the participant on the intercept. The significance
of the main effects and interactions was assessed using Type-II Wald
Chi-squared tests. Pairwise comparisons were then conducted using
Tukey’s honest significance test [41].

5.2 Errors

Akin to response times, errors were also separated into “same
workspace” and “shift workspace” data sets. Due to the small number
of errors across conditions, model observations could not be made ef-
fectively due to scaled gradient convergence issues. Visual observations
from the figures are made instead. Additional comparisons are made
between workspace error percentages. Chi-squared tests are used for
comparing error percentages.

5.3 Head and Hand Tracking

We plotted the users’ hand and head movements tracked with OptiTrack
over time as moving traces using the data with Matlab R2020a [28].
By visually observing these traces, we categorized types of moving
traces. In addition, to compare how the workspace-shift cues affect
user behaviors, we compared users’ hand and head movements over
time under different conditions.

5.4 Self-Rated Mental Effort

The self-rated mental effort was evaluated using a model with fixed
effects of Cue, Color, and Multi-level. A random effect of participants
was also used. The main effect and interactions were analyzed using
Type-1I Wald Chi-squared tests followed by a post-hoc comparison
utilizing Tukey HSD for corrections.

3
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5.5 Preference

Separate figures and models were created for the participants’ prefer-
ence of each cue condition, multi-level and favored cue for working on
the same or shifting workspace. A Kruskal-Wallis test was conducted
on each preference-related response. This was followed by pairwise
comparisons using Dunn—Bonferroni for corrections on comparisons.

6 RESULTS

The results from our experiment are presented as follows: response
time, errors, head and hand tracking, self-assessed mental effort and
preferences.

6.1 Response Time
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Fig. 5: Mean response times results for correct presses on the same
workspace. Bars represent standard error.

For response times when working on the same workspace (Fig. 5),
multiple significant main effects were discovered, showcased in Tab. 2.
All main effects of Cue, Col, and Multi were significant alongside
all two-way interactions. Pairwise comparisons also revealed many
significant comparisons between the Cue, Col, and Multi factors (see
supplementary material Table A). Some notable results included all
conditions being significantly better than NONE level 1 and all LINE
conditions being faster than all NONE conditions. Additionally, the
level 2 and 3 conditions for ARC and LINE were significantly faster
with multiple levels of color transparencies (TRN) compared to their
single-color counterparts (SOL). Another interesting group of compar-
isons is between all LINE conditions. Comparing Multi-level 1 to the
other levels (2 and 3), having multiple lines with varying levels of color
transparency improves performance. However, Multi-level 2 and 3 for
LINE annotations only modifying the color of the active task decreases
response time.

Table 2: Type-II Wald Test results for response time comparisons of
all conditions working on the same workspace. Significant values are
shaded.

Condition x> df  p.value
Cue 1948.7586 2 = < .001
Col 283.7958 1 <.001
Multi 509.4861 2 <.001
Cue:Col 10.8244 1 <.002
Cue:Multi 288.5692 4 < .001
Col:Multi 5.0702 1 <.025
Cue:Col:Multi 2.4150 1 <.121

Response times for shifting to another workspace are shown in Fig. 6.
Similar significant main effects were found for response times when
shifting to another workspace, see Tab. 3.

Post-hoc results (see supplementary material Table A) revealed many
significant comparisons. As with the same workspace, there are too
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Fig. 6: Mean response times results for correct presses when switching
to a different workspace. Bars represent standard error.

Table 3: Type-II Wald Test results for response time comparisons of all
conditions when shifting to a different workspace. Significant values
are shaded.

Condition x> df  p.value
Cue 548.2300 2 < .001
Col 4.9605 1 <.026
Multi 97.6800 2 = <.001
Cue:Col 5.1942 1 <.023
Cue:Multi 20.5395 4 @ <.001
Col:Multi 3418 1 <.559
Cue:Col:Multi 3221 1 <.571

many comparisons to list so we focus on some of the particularly inter-
esting pairs. All LINE precues were significantly faster than all other
precues with the exception of the LINE 3 conditions in comparison to
ARC 1.

When comparing the same precues with different levels, the level
1 conditions for ARC and NONE were significantly faster than their
Multi 2 or 3 counterparts, with the exception of ARC 1 to ARC TRN
2. However, this was not the case for LINE. All LINE conditions were
discovered to not have any significant differences when compared to
each other. NONE also saw no difference between Multi-levels 2 and
3; however, both ARC conditions did.

Finally, neither LINE nor ARC saw a significant difference from
the Color factors when comparing the Multi-level 2 and 3 conditions
against each other. Response times for each workspace are shown in
supplementary material Figs. A and B.

6.2 Errors
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Fig. 7: Total number of incorrect button presses when working on the
same workspace.

Due to the small number of errors, an LMM was unable to be
successfully fit without convergence issues. Thus, we report error
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Table 4: Incorrect button presses made in each workspace.

Box Domel Dome?2
Same Workspace 58 (0.616%) 127 (1.267%) 174 (1.734%)
Shift Workspace 13 (0.628%) 46 (2.197%) 44 (2.097%)

patterns based on visual inspection. Please note, however, that these
should be interpreted with caution due to the lack of inferential statistics
and the ceiling effects in regard to performance. When working on the
same workspace (Fig. 7) it is apparent that presenting a higher number
of precues causes a slight or large increase in the number of errors.
ARC SOL appears to be least impacted by the increase in cues, followed
by both LINE SOL and LINE TRN. NONE has the sharpest increase
in errors when adding more levels of annotations. When observing the
Color factor for ARC and LINE, SOL appears to be more accurate for
ARC, while LINE shows little difference between SOL and TRN.

Total Number of Errors

0

Cue

Fig. 8: Total number of incorrect button presses when switching
workspace.

Even fewer errors occurred when shifting workspace (Fig. 8). With
the current data set, it is hard to determine if any condition heavily
impacts accuracy when shifting workspace; however, having a higher
number of Multi-level precue with varying levels of color transparency
may negatively impact performance.

As few errors occurred in individual conditions, we decided to in-
vestigate if particular devices may have impacted the number of errors.
Observations revealed that the dome devices produced a higher percent-
age of errors, whether working in the same workspace or switching
workspaces. Tab. 4 shows the percentage of incorrect vs. total presses
per workspace. Chi-squared comparisons revealed that the percentages
of errors on the box were lower than on the domes for same-workspace
tasks (p < .001) and shift-workspace tasks (p < .001). However, the
effect sizes are small (¢ < 0.1) because the error percentages are fairly
low.

6.3 Head and Hand Tracking

By inspecting the plots of participants’ hand-moving traces in within-
workspace tasks, we found the traces could be categorized into three
types: Normal, Missed Button, and Wrong Button. In normal, the
participants moved their hands toward the correct button in the task. In
Missed Button, the participants moved toward the correct button but
failed to press it and moved their hands away from the button. Later
on, they traveled back to finish the button pressing. We detected this in
the tracking data if the participant moved their hand to within Scm of
the correct button and moved away to at least 10cm from that button
without pressing the button. In Wrong Button, the participants moved
toward the incorrect button and then, without hitting it, realized their
mistake and turned to the correct one. We detected this if the participant
moved their hand to within S5cm of a wrong button which is also not
the goal of the last step or the current step for more than 15 frames
in that step, but did not press the button. Tab. 5 lists the percentages
of each trace type detected. We used chi-square tests to analyze if the
percentages of the missed-button and wrong-button traces are higher
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Table 5: Percentages of each trace type detected with tracking data in
within-workspace tasks in each condition.

ARC ARC LINE LINE NONE

SOL TRN SOL TRN TRN

Missed Button ~ 1.05% 0.88% 1.28% 1.54% 1.48%
Wrong Button 4.28% 4.11% 3.36% 5.62% 4.95%
Normal 94.67%  95.01%  9536%  92.84%  93.57%

in some conditions. All comparisons either have an insignificant p-
value (> .05) or have a small effect size (¢ < 0.1). This is because the
difference between error rates in different conditions is fairly low.

We also observed how participants moved and rotated their hand
and head in shift-workspace tasks to compare how workspace shift
cues affected their performance. We compared the moving distance
in different conditions and saw how participants performed over time.
The result is shown in Fig. 9. Because different tasks involve different
distances, instead of using absolute distance for the x-axes of Fig. 9,
we normalized the tasks by discretizing the hand/head moving distance
for each task in increments of 10% between starting hand/head position
and ending hand/head position. We plotted the mean elapsed time
across all tasks and participants at each of these 10% increments. The
graph indicates that the participants’ heads and hands moved the fastest
in LINE, followed by ARC, and the slowest in NONE.

0% 10% 20% 30% 40% 50% 60% 70% 80% 90%100% 0% 10% 20% 30% 40% 50% 60% 70% 80% 90%100%

Hand Moving Distance (%) Head Moving Distance (%)

«=@=—=NONE ==lll==LINE === ARC «=@=—=NONE ==lll==LINE === ARC

Fig. 9: Hand and head moving progress in workspace-shift tasks in
mean elapsed time across all tasks versus normalized distance in per-
centage.

6.4 Self-Assessed Mental Effort

Two factors were found to be significant from the Chi-squared test
on self-assessed mental effort. The main effects of Cue yx2(2) =
75.9551, p < .001 and Multi x2(2) = 7.3283, p < .026. Mean results
are visualized in Fig. 10. Pairwise comparisons also revealed a few
significant differences listed in Tab. 6. The most notable being almost
all LINE TRN conditions were significantly easier to process than all
levels of the NONE condition. See supplementary material Table B for
the full list of comparisons.

6.5 Preference

When asked about their preference for the five main Cue visualization
styles (Fig. 11a), a significant main effect of Cue (y2(4) = 64.475,p <
.001) was observed. Dunn—Bonferroni post-hoc analysis revealed sig-
nificant differences (p < .001) between LINE and NONE conditions.
LINE SOL was also found to be superior (p < .001) to both ARC
conditions. To a lesser extent, LINE TRN was also preferred over both
ARC conditions (p < .006).

Three separate questions were also analyzed regarding how many
Multi-levels of precue participants preferred for each Cue format (LINE,
ARC, NONE), see Fig. 11b. From the Kruskal-Wallis tests, only NONE
found a significant main effect of Multi (32(2) = 10.685,p < .005).
Post-hoc tests only revealed observations for the NONE model. The

4455

]

MultiCue

1
2
3

ARC SOL ARC TRN LINE SOL LINE TRN NONE TRN
Predictive Cue Technique

N W A L o 9 ®
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Fig. 10: Self-perceived mental effort results for each condition. Bars
represent standard error. Ratings were between 1 (very, very low mental
effort) and 9 (very, very high mental effort) akin to the Paas scale [31].

Table 6: PAAS mental effort scale ratings post-hoc for each condition.
Only significant values are shown. Significant values are shaded.

Condition Comparison estimate SE df tratio  p.value
LINE TRN I—NONETRN 1  —1.5238 361 265 —4.222 @ <.005
LINE TRN I—NONETRN 2 —1.5714 361 265 —4.354 <.003
LINE TRN 1—ARC SOL 3 —1.5714 361 265 —4.354 <.003
LINE TRN 1—ARC TRN 3 —1.4762 361 265 —4.090 @ <.008
LINE TRN I—NONE TRN 3 —2.2857 .361 265 —6.333 = <.001
NONE TRN 1—LINE TRN 2 1.4286 361 265 3958  <.012
LINE SOL2—NONE TRN 3 —1.5714 361 265 —4.354 <.003
ARCTRN2—NONETRN3 —1.5714 361 265 —4.354 <.003
LINE TRN 2—NONE TRN 2  —1.4762 361 265 —4.090 <.008
LINE TRN 2—ARC SOL 3 —1.4762 361 265 —4.090 < .008
LINE TRN 2—ARC TRN 3 —1.3810 361 265 —3.826 <.019
LINE TRN 2—NONE TRN'3  —2.1905 .361 265 —6.069 = <.001
NONE TRN 2—LINE TRN 3 1.2857 361 265 3562 <.045
ARC SOL 3—LINE TRN 3 1.2857 361 265 3.562 < .045
LINE SOL 3—NONE TRN 3  —1.8571 .361 265 —5.145 @ <.001
LINE TRN 3—NONE TRN 3  —2.0000 .361 265 —5.541 = <.001

1 (p <.009) and 2 (p < .027) Multi-levels of Cue were preferred over
having 3 levels of non-directional transparent annotations.

Finally, two separate questions were asked regarding the participants’
favorite Cue style for working on the same workspace or shifting to
a new one. Both data sets resulted in the same result, despite some
participants listing different values for the separate questions. The
mean results for both data sets can be observed in Fig. 11c. The
Kruskal-Wallis test revealed Cue to be a significant effect (y*(2) =
41.052,p < .001). Post-hoc comparisons further demonstrated that
LINE was highly preferred (p < .001) over both ARC and NONE.
ARC was also preferred (p < .027) over NONE for working on the
same or shifting workspaces.

7 DISCUSSION

This experiment examined the effect of SAR precue techniques for a
procedural task on three different workspaces around the user. Many
interesting observations can be made from the results of this study.

7.1 Comparing Multi-Level Precues: Same Workspace

Firstly, when observing the number of precues displayed simultane-
ously, differences were noted when working in the same or shifting
workspace. When working in the same workspace (H1), additional cues
predicting buttons to press beyond the target and upcoming buttons
further enhanced response times for the TRN conditions. However,
Multi-level 2 and 3 for SOL LINE saw a significantly slower reaction
time than just displaying a single colored line. The decay in perfor-
mance for LINE SOL is interesting as response times improve for their
LINE TRN counterparts, implying LINE requires varying levels of
transparency to be beneficial. The ARC conditions saw a similar effect.
However, ARC SOL 2 was still faster than the single arc condition.
Regarding errors, all cues showed a slight increase as the Multi-level
factor increased. The largest increase was noticed in the NONE level 3
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Fig. 11: Post-study questions: participant preferences. Bars represent standard errors.

condition. For both response times and errors, 2 levels of precue was
more beneficial compared to 3. Comparisons between the number of
displayed precues indicate that presenting more precues can improve
response times at a slight increase in errors, thus supporting H1 for
various cues. However, increasing the level of precue may have a
detrimental effect on performance, thus we suggest 2 levels of precue.
Furthermore, there should be multiple factors to differentiate the correct
order of precues displayed, in this case, size and color.

7.2 Comparing Multi-Level Precues: Shifting Workspace

When shifting to another workspace, increasing the number of precues
significantly increased response times for the ARC and NONE con-
ditions. We assume this is due to the additional precue information
causing an extended search time for the initial button to press on the
new workspace. However, LINE did not see a significant increase in
response times, indicating it was easier to find the initial button to
press. H2 is supported by ARC and NONE having significantly worse
performance times as the number of precues increased. However, H2
is not supported by LINE as the LINE conditions did not decay in
performance as heavily with additional precue levels. This finding
also supports H4, as LINE was the only cue type that did not see a
significant increase in response times when shifting workspaces.

7.3 Combining an ARC or LINE Precue with Color

When combining existing precue techniques, such as those from Volmer
et al. [44], performance can be further improved. While existing re-
search separated colored or directional-based cues, this work combined
them. Specifically, the LINE and ARC conditions were merged with a
singular color for highlighting the active task and multiple colors for
upcoming tasks. LINE being combined with an active color or multiple
transparencies of color saw different results. Compared to having just
one line annotation, having just the active task with a different color
decreased performance with multiple lines. Meanwhile, multiple color
transparencies with several lines improved response time. Compared
to prior research by Volmer et al. [44], ARC saw a benefit to response
times by adding colored annotations. Response times are faster with
the addition of single or multiple colored cues regarding response time,
compared to prior studies. Furthermore, all LINE and ARC conditions
saw an improvement to their NONE counterparts, with the exception
of ARC SOL 3. Additionally, NONE generally saw a higher number of
errors compared to ARC and LINE with the same Multi-level factor.
The NONE condition was also significantly less preferred over condi-
tions with a directional cue (Fig. 11a) and caused a higher amount of
self-assessed mental effort (Fig. 10), thus supporting H3.

7.4 Conditions with Line Annotations

Further observations comparing the cue conditions show that LINE was
superior regarding response times for working in the same or shifting
workspaces. LINE conditions also saw few errors overall, and some
required significantly less self-assessed mental effort than the NONE
cue conditions. Post-questionnaire results also saw a strong preference

towards the LINE conditions. The overall strong performance of the
LINE conditions aligns with prior research suggesting drawing a line
between the active task and upcoming task to be the most beneficial
form of precue, validating H4.

7.5 Multiple Precues with Different Color Transparencies

While LINE cues were overall superior, ARC TRN 2 was not signif-
icantly slower than the LINE SOL conditions when working in the
same workspace. This is an interesting observation as it implies adding
multiple color transparencies to ARC can improve response times to
the performance of LINE with one active color. LINE and ARC TRN
conditions were also significantly faster than their SOL counterparts
when working in the same workspace. This further demonstrates that
having progressively more transparent shades of color for all cues im-
proves response times compared to just changing the color of the active
task. While there is a slight increase in errors for the TRN conditions
for ARC and LINE, there is still an overall low number of errors. Addi-
tionally, when shifting to another workspace, response times for TRN
became slightly slower than their SOL equivalents. However, when an-
alyzing the same Multi-level factor against each other, no SOL to TRN
comparisons were deemed significant for both ARC and LINE cues.
Therefore, we believe HS is supported by the significantly faster perfor-
mance of the TRN conditions when working in the same workspace.
Although, HS is not supported for shifting workspaces as there was no
significant difference.

7.6 Comparing Multi-Level Precues: Participant Preference

Fig. 11 depicts the results of the post-study questionnaire. Participants
indicated LINE with SOL and LINE with TRN were their preferred
combinations, see Fig. 11a. Observations from participant preference
for the number of Multi-level precues (see Fig. 11b) only revealed
significant differences for NONE. Participants preferred 1 level of cue
compared to having 3. To a lesser extent, participants also preferred
having 2 colored transparent annotations over 3. The ARC and LINE
conditions saw no significant difference between levels of precue. This
indicates including a directional annotation improves user preference
when utilizing multiple levels of precues. As depicted in Fig. 11c,
LINE was the preferred precue.

7.7 Highlighting the Position of the Upcoming Workspace

‘We hypothesized (H6) that cueing the position in participants’ periph-
eral vision could draw their attention, similar to Bailey et al. [3], and
they would move their hand and head more efficiently. However, the
participants moved both their hand and head faster in LINE than in
ARC and NONE (see Fig. 9). Therefore, H6 is not supported. This
might mean that showing the place of the upcoming workspace can
draw their attention, but showing the path to the next workspace will be
more beneficial for the participants. The participants moved the second
fastest in ARC and slowest in NONE. This indicates path information
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provided the most help for participants, followed by direction informa-
tion, and then place information. This trend is similar to the finding by
Liu et al. [25].

7.8 Comparing Different Physical Workspace Devices

Different button device panels were utilized in this study. We made
observations comparing the box and dome devices. Supplementary
material Figures A—D showcase the differences in response time and
errors between conditions and workspaces. For response times, all con-
ditions had similar performance when working in the same workspace
or switching between workspaces, except for the NONE conditions,
which were slower when switching to the box (Figure B in supple-
mentary material). This may have been caused by highlights in the
periphery being easier to see on the curved dome surface than on the
flat box, resulting in the participant taking more time to switch.
Comparing errors (Tab. 4), the box saw a lower percentage of errors
compared to both dome stations when working on the same device or
shifting to another one (Sec. 6.3). While few errors were made across
all devices, we believe the small jump in errors for the dome devices
is due to their curved surface. As the box is a flat surface, the user is
able to view all buttons and visualizations evenly from looking above.
Meanwhile, for both domes, it is harder for the user to clearly see the
annotations that were not in their center field of view. However, we are
not able to find different user behaviors on each device using the head
and hand tracking data mentioned in Sec. 5.3. This may be because the
differences were reflected in eye movement rather than head or hand
movement. Future work could use eye tracking to compare how the
participant’s gaze trace is affected by different device shapes.

7.9 Limitations

While this study presents precues in multiple workspaces around the
user, there are limitations to what we explore. First, the configuration of
the devices in the workspace has an impact on the effectiveness of the
precues. Examining larger and more complex workspaces is a future
research direction.

Next, the devices utilized in this experiment were painted white and
optimized for viewing the projected annotations. Surfaces may have
varying levels of occlusion and reflectivity, which would impact the
SAR precue annotations. Future work could investigate precues on
more complex surfaces.

Finally, the tasks performed in this experiment were simple button
presses completed within seconds. The effectiveness of precues needs
to be investigated in more complex tasks, such as those involved in
equipment assembly, maintenance, and repair [18].

7.10 Summary

Overall, this study investigated numerous aspects behind SAR precues
on multiple workspaces. Akin to existing research, having any form of
precue was better than just highlighting the active task when working
in the same workspace. Furthermore, linking lines between the current
and upcoming tasks was considered superior for working in the same
or shifting to another workspace. Providing multiple levels of color
transparency was also discovered to further improve the response times
of the directional-precues.

8 CONCLUSIONS AND FUTURE WORK

We investigated SAR precues to guide users throughout multiple
workspaces. While existing work utilized direction-based and target-
based cues to guide to the upcoming task [43-45], we combined the
benefits of both cueing styles into one and evaluated them using a
procedural task. This work also took inspiration from VR precueing
research that indicated displaying precues multiple steps in advance
increased performance [25].

This study confirmed that precueing multiple steps in advance can
enhance performance for SAR procedural tasks in the same workspace.
These precues should be more transparent than the active task and the
same color. While multiple precues can benefit performance in the same
workspace, this additional information can make shifting workspaces
more difficult. The LINE conditions did not appear to be significantly
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affected by this regarding response times. Akin to previous SAR precue
studies, conditions with a LINE were found to be the most beneficial for
tasks within the same workspace. LINE is also superior when shifting
to another workspace.

Overall, to enhance user performance for procedural tasks in the
same workspace, our results suggest utilizing two or three directional
LINE cues of different widths and shades of the same color. In addition,
when shifting workspaces, using one, two, or three LINE annotations
can improve response times. However, only the active task should be
a different color to improve accuracy, as it is easier to detect when
working at a new location.

Future research could examine different precue visualizations and
investigate them in other environments. While the NONE workspace-
shift cue highlighted the entire upcoming workspace was not beneficial
compared to the directional annotations, users could still notice it.
Variations such as combining the workspace-shift cues of LINE and
ARC with highlighting the upcoming workspace may produce different
results.

Investigating SAR precues on different device surfaces may also
reveal interesting observations. In this research, we conducted a brief
analysis of two types of devices. However, a more in-depth study with
a wider range of devices may uncover behavioral differences for the
precues. Finally, utilizing the cues in a single large workspace with
tasks outside the near field of view may have different observations
than several small workspaces.
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