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We present a model of a strongly correlated system with a non-Fermi liquid high temperature phase. Its
ground state undergoes an insulator to superconductor quantum phase transition (QPT) as a function of a
pairing interaction strength. Both the insulator and the superconductor are originating from the same
interaction mechanism. The resistivity in the insulating phase exhibits the activation behavior with the
activation energy, which goes to zero at the QPT. This leads to a wide quantum critical regime with an
algebraic temperature dependence of the resistivity. Upon raising the temperature in the superconducting
phase, the model exhibits a finite temperature phase transition to a Bose metal phase, which separates the
superconductor from the non-Fermi liquid metal.
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Quantum phase transition between the superconducting
and insulating phases is observed in a variety of exper-
imental systems, notably high-Tc materials [1–5], dirty
superconducting films [6–11], and Josephson junction
arrays [12–14]. One concept of the insulating phase is that
of a system with a finite local superconducting order, but
without the long-range phase coherence [15–20]. It pre-
sumes that Cooper pairs are dominant charge carriers for
the electric transport not only in the superconducting but
also in the insulating or metallic phases. Remarkably, the
high-temperature behavior of many of these systems is
characterized as a strange metal with the linear in temper-
ature resistivity.
Here we investigate a rather simple model, where the

non-Fermi liquid strange metal state undergoes the super-
conducting instability upon lowering the temperature. The
origin of the superconductivity is in a certain pairing
mechanism [21–27], which we do not discuss in detail
and introduce phenomenologically as a negative Hubbard
U [28]. The locality of the pairing interaction distinguishes
our model from other scenarios of the Sachdev-Ye-Kitaev
(SYK) superconductivity. We show that the same local
pairing mechanism is responsible for the existence of the
insulating phase. The latter is separated from the super-
conductor by a quantum phase transition (QPT) at a critical
value of the pairing strength Uc; see Fig. 1. Within the
insulating phase the low temperature resistivity exhibits the
activation behavior, R ∝ expfϵ1=Tg, with an activation
energy ϵ1ðUÞ. Importantly, the activation energy tends to
zero upon approaching the insulator to superconductor
QPT, ϵ1ðUÞ → 0 when U → Uc − 0. This gives rise to a
wide quantum critical regime above the QPT, which
manifests itself as an insulator with the algebraically
divergent resistivity. Yet the high-temperature resistivity

in both the insulating and the superconducting phases
exhibits linear behavior with the temperature R ∝ T,
attributed to the parent non-Fermi liquid state.
The model consists of an array of SYK [29,30] grains,

coupled through the single particle tunneling. Each grain
contains N ≫ 1 degenerate orbitals, with random four-
fermion interactions. This model was thoroughly inves-
tigated in Refs. [31–36], where it was shown that its high
temperature phase is a non-Fermi liquid metal with the
linear in temperature resistivity. To facilitate superconduc-
tivity we introduce a local attractive interactions between
electrons with opposite spins. The corresponding
Hamiltonian is written as the sum of the intragrain SYKþ
U model and the intergrain tunneling

H ¼
X
r

HðrÞ
SYKþU þ

X
hr;r0i

Hðr;r0Þ
t : ð1Þ

FIG. 1. Sketch of the phase diagram of the SYKþ U
array. Inset: temperature dependence of the resistivity in the
insulating phase.
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Here the first term describes the set of isolated SYKþ U
grains labeled by r,

HðrÞ
SYKþU ¼

XN
ijkl;σσ0

JðrÞij;klc
†
r;iσc

†
r;jσ0cr;kσ0cr;lσ

−U
XN
i

c†r;i↑c
†
r;i↓cr;i↓cr;i↑; ð2Þ

where JðrÞij;kl is a real tensor with the following symmetry

properties: JðrÞij;kl ¼ −JðrÞji;kl ¼ −JðrÞij;lk ¼ JðrÞlk;ji. The nonzero
elements must have all four indexes i, j, k, l distinct. Up to

these symmetries, the matrix elements JðrÞij;kl are assumed to
be real independent random variables (uncorrelated
between different grains), drawn from the Gaussian dis-

tribution with the zero mean, hJðrÞij;kli ¼ 0, and the variance

hðJðrÞij;klÞ2i ¼ J2=ð4NÞ3. The last term in Eq. (2) is the
attractive Hubbard interaction, facilitating local on-orbital
electron pairing.
The spin conserving intergrain tunneling is governed by

the Hamiltonian

Hðr;r0Þ
t ¼

XN
ij;σ

tðr;r
0Þ

ij cþriσcr0jσ; ð3Þ

where tðr;r
0Þ

ij are real Gaussian variables with zero mean and

hðtðr;r0Þij Þ2i ¼ t20=N. Here r, r0 denotes nearest neighbor
positions of SYKþ U grains within the array, and i; j ¼
1;…; N denote orbital labels within each grain. Throughout
this Letter, we assume the intergrain tunneling to be much
less than the SYK coupling constant, t0 ≪ J.

Before tackling the array geometry, let us briefly recall
the physics of a single SYKþ U grain, as described by
Eq. (2) [21,28]. Its large-N mean-field analysis results in
the set of equations for the normal G and anomalous F
Green functions, the corresponding self-energies Σ, Ξ, and
the self-consistent equation for the local (on-orbital) order
parameter, Δ:

GðωnÞ ¼
−iωnþΣðωnÞ

½ωnþ iΣðωnÞ�2þ½Ξ̄ðωnÞþ Δ̄�½ΞðωnÞþΔ� ; ð4Þ

FðωnÞ ¼
−½ΔþΞðωnÞ�

½ωnþ iΣðωnÞ�2þ½Ξ̄ðωnÞþ Δ̄�½ΞðωnÞþΔ� ; ð5Þ

Σττ0 ¼
J2

32
G3

ττ0 ; Ξττ0 ¼ −
J2

32
F̄ττ0F2

ττ0 ; ð6Þ

Δ ¼ −UT
X
ωn

FðωnÞ ¼ −UFττ: ð7Þ

The solution of Eqs. (4)–(7) shows that at T ¼ 0 there is a
finite local pairing amplitude ΔðUÞ for any however small
Hubbard U > 0. In particular, in the weak-coupling BCS
limit U ≪ J, it is given by Δ ∼ J expf− ffiffiffi

π
p

J=ð8 ffiffiffi
2

p
UÞg.

The solution of equations (4)–(7) also implies the hard energy
gap, ∼Δ2=J, in the single-particle density of states (DOS).

The mean-field treatment fails to account for fluctuations
of the low-energy degrees of freedom represented by
phases of local pairing amplitudes, hcj↓cj↑i ¼ Δeiϕj , with
j ¼ 1;…; N. The dynamics of these phases is governed by
an effective Hamiltonian

HK ¼ −E1

XN
i

∂
2

∂ϕ2
i
−

g
N

XN
i<j

cosðϕi − ϕjÞ; ð8Þ

which represents the quantum version of the classical
Kuramoto model of oscillator’s synchronization [37–47].
Here E1 ≈ 0.52J [48] and gðUÞ ≈ 16Δ2ðUÞ=J [28]. The
quantum Kuramoto model [Eq. (8)] exhibits a second order
transition [28] between the nonsynchronized and synchron-
ized ground states at the critical coupling gc ¼ E1=2. The
corresponding global (within the grain) order parameter is
given by the ground state expectation value of the phase
exponents hPN

j eiϕji. For g > gc, it acquires a finite value,
and the ground state of the Hamiltonian (8) possesses the
off-diagonal long-range order. Hence the grain is super-
conducting. For g < gc, the orbital-specific superconduct-
ing phases are nonsynchronized. Therefore, despite having
a finite on-orbital order parameterΔ, the ground state of the
grain does not exhibit the long-range order and the super-
conductivity. Given that the single-particle DOS is gapped,
this leads to an insulating ground state.
This physics may be read off the correlation function

of the order parameter D0ðτ − τ0Þ ¼ ð1=NÞP
N
i;j¼1 heiϕiðτÞe−iϕjðτ0Þi. Its calculation in the nonsynchron-

ized (insulating) phase, detailed in the Supplemental
Material [49], results in

D0ðωmÞ ¼
2E1

ω2
m þ ϵ21

; ð9Þ

where

ϵ1ðUÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E1½E1 − 2gðUÞ�

p
; ð10Þ

and ωm ¼ 2πmT is bosonic Matsubara frequency. The
correlation function Eq. (9) coincideswith theGreen function
of a bosonic modewith the energy ϵ1ðUÞ. The critical pairing
strength gc ¼ gðUcÞ is found from the condition ϵ1ðUÞ ¼ 0,
as it indicates an instability of the nonsynchronized phase
toward a state with a nonzero global order parameter. The
single mode at the energy ϵ1 determines the whole critical
behavior of the quantum Kuramoto model. The associated
timescale 1=ϵ1 ∼ jg − gcj−zν diverges at gc ¼ E1=2
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indicating a continuous phase transition with critical expo-
nents zν ¼ 1=2. The order parameter defined as the average
ð1=NÞPN

i>jhcosðϕi − ϕjÞi ∝ ðg − gcÞ1=2 grows continu-
ously as g exceeds the critical value [28].
The fact that the fluctuations of the order parameter

exhibit a single resonant mode is a peculiarity of the
Kuramoto model [Eq. (8)] with its all-to-all identical
interactions. In more generic models there is a continuum
of excitations. For example, substituting g → gij in Eq. (8)
and thinking of gij as a connectivity matrix on some lattice
or a graph, one finds a band of Josephson plasmons
[18,50,51]. The important invariant feature, however, is
that such a band is gapped from the ground state in the
nonsynchronized phase, while the gap closing marks QPT
to the globally ordered (superconducting) phase.
Having summarized the behavior of a single SYKþ U

grain, we turn now to our main subject—the array of such
grains. We start from the insulating phase, U < Uc.
Because of the Kuramoto phase desynchronization, the
supercurrent between the grains is absent. In the lowest

(second) order in the tunneling amplitude, tðr;r
0Þ

ij , the normal
conductivity is given by the diagram in Fig. 2(a). The
corresponding normal Green functions in two neighboring
grains are given by Eq. (4). Since the DOS is gapped with
the gap Δ2=J, this contribution to the conductivity is
exponentially suppressed with a factor expf−Δ2=JTg.
Because the orbital pairing amplitude Δ is finite in the
vicinity of the QPT, the single particle transport is strongly
suppressed.
This is not the case vis-a-vis transport of the pairs. The

latter appears in the fourth order in the tunneling amplitude
and is given by the diagram in Fig. 2(b), which is close in
spirit to the Aslamazov-Larkin paraconductivity [52–55].
The bold wavy lines there are propagators of the order
parameter. Its bare form, given by Eq. (9), is dressed by a
bosonic self-energy, as shown in Fig. 2(c). Its imaginary

part, γ, accounts for a finite lifetime of a pair inside a grain
due to tunneling to neighboring grains (the real part leads to
a shift of the resonant energy ϵ1, which is of lesser interest).
Within our model γ is found from the self-consistent
solution as γ ∼

ffiffiffiffi
Z

p
EJE1=ϵ1 for ϵ1 > Z1=4 ffiffiffiffiffiffiffiffiffiffiffi

EJE1

p
, and γ ∼

Z1=4 ffiffiffiffiffiffiffiffiffiffiffi
EJE1

p
for ϵ1 < Z1=4 ffiffiffiffiffiffiffiffiffiffiffi

EJE1

p
(for details see the

Supplemental Material [49]). Here Z is the coordination
number of the array, and the pair tunneling amplitude,
EJ ∼ t20=J, given by the box in Figs. 2(b) and 2(c),
represents the Josephson energy of the array (see the
Supplemental Material for detailed calculations [49]).
We note in passing that γ may include other mechanisms
of the bosonic mode broadening, such as circuit noise or
phonons. The intermediate formulas below account for
those effects.
The dressed retarded (advanced) propagators are given

by DRðAÞðωÞ ¼ D0ðiω ∓ γÞ. Calculation of the diagram
(b) in Fig. 2 [49] results in the pair conductivity of the form

σ¼−
ð2eÞ2
h

E2
J

Z
∞

−∞

dω
8Tsinh2ð ω

2TÞ
ðDRðωÞ−DAðωÞÞ2: ð11Þ

In the limit T; γ < ϵ1, one finds with the help of Eq. (9)

σ ¼ ð2eÞ2
h

8πE2
JE

2
1

ϵ21Tγ
e−ϵ1=T ∼

ð2eÞ2
h

t20
ϵ1T

e−ϵ1=T: ð12Þ

Therefore the pair transport in the insulating state of the
array exhibits the activation dependence on the temper-
ature. The corresponding activation exponent, ϵ1ðUÞ
[Eq. (10)], is given by the gap in the fluctuation spectrum
of the global order parameter. This gap goes to zero at the
insulator to superconductor QPT, and therefore so does the
activation energy of the pair conductivity. This behavior
should be contrasted with the single particle conductivity
[Fig. 2(a)]. The latter is also activational, but its activation
energy remains finite across the QPT. As a result, the pair
tunneling is the dominant transport mechanism close to the
QPT. (Notice that, if the pair tunneling is the dominant
mechanism of the mode broadening γ, both the single-
particle and the pair conductivity are proportional to t20.)
Equation (12) is not applicable in the quantum critical

regime where T > ϵ1. In this case Eq. (11) yields conduc-
tivity which is a power law in temperature

σ ∝
e2

h
E2
JE

2
1T

γ6
×

�
T for T < γ;

γ for T > γ:
ð13Þ

These power laws represent Gaussian exponents of the
QPT. We do not attempt here to discuss if fluctuation
corrections affect the critical exponents. The quantum
critical regime extends above the T ¼ 0 QPT point
(Fig. 1), flanked by the lines T ¼ ϵ1ðU; TÞ on the left
and ϵ1ðU; TÞ ¼ 0 on the right. The insulating phase crosses

(a)

(c)

(b)

FIG. 2. (a) One-particle normal conductivity, (b) pair conduc-
tivity, and (c) Dyson equation for the order parameter propagator.
Thin and bold wavy lines denote the bare, Eq. (9), and dressed in-
grain order parameter propagator; solid and dashed lines denote the
one-particle Green functions in different SYK grains. Vertices are
given by tunneling amplitudes, and solid dots denote the super-
conducting amplitude, Δ. Notice that the local self-energy, (c),
involves tunneling of the pair out and back in the selected grain.
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over into the SYK strange metal phase with the linear in T
resistivity, at a temperature where the mean-field local
pairing amplitude disappears ΔðTÞ ¼ 0. This temperature
marks closing the gap in the single-particle spectrum due to
the meltdown of the preformed Cooper pairs.
The insulating phase with a gap in the single-particle

spectrum along with the preformed pairs and strong phase
fluctuations between the pairs on different orbitals may be
considered as a model of the pseudogap state [19,20,56–63],
capturing for the antinodal part of the dispersion in d-wave
superconductors. The SYK physics stems from the fact that
the interaction energy between these orbitals is larger than
their kinetic energy dispersion. In the array geometry it
naturally leads to the linear in temperature resistivity at high
enough temperature [31]. This is a particular case of the
recently developed theory of the Plankian metal, which
emerges as the high-temperature phase of a conducting
system without coherent quasiparticles [31–36,64–66]. At
the same time, the strange metal theory is infrared incom-
plete. That is, there are many possible scenarios of the
low-temperature phases that have a strange metal as their
high-temperature limit [67–71]. The local orbital pairing
phenomenology leads to the quantumKuramoto model as its
low-energy effective theory. The latter yields the insulating
pseudogap phase with the activation resistivity and activa-
tion energy vanishing at the insulator to superconduc-
tor QPT.
We turn now to the superconducting side of the QPT.

Here the ground state of each isolated grain is super-
conducting. The grains thus form the Josephson junction
array with the intergrain Josephson energy EJ ∼ t20=J.
Since the individual phases of N orbitals within each grain

are locked ϕðrÞ
i ¼ ϕðrÞ, the grain’s charging energy is

EC ¼ E1=N ≪ EJ. In other words, the effective electric
capacitance of the whole grain is N times larger than the
quantum capacitance of the single orbital.
By raising the temperature, the array undergoes the

classical phase transition to the incoherent state at the
critical temperature of the order of the Josephson energy
EJ. At temperatures higher than the Josephson energy
but still below the superconducting energy gap, the phase
coherence between the grains in the array is lost, while each
grain in the array remains superconducting. Therefore the
single-particle transport is suppressed, and the normal
current is carried by incoherent Cooper pairs. It is thus
denoted as Bose metal in Fig. 1.
In the Bose metal regime the conductivity of the array can

be calculated from the conductivity of a single junction with
simple circuit theory rules. We thus evaluate the conduc-
tivity of one junction, considering the rest of the array as
an effective dissipative medium. Within this approach an
escape of a Cooper pair from a grain through (Z − 1) other
junctions provides a mechanism for the loss of the phase
coherence across the junction of interest. The single
Josephson junction is governed by the action

SJJ ¼
Z

dt
�

_ϕ2

2EC
þ EJ cosðϕÞ

�
: ð14Þ

The resulting equation of motion  ϕ ¼ ECEJ sinðϕÞ
describes dynamics of the superconducting phase of an
isolated junction. For a junction embedded in the incoherent
array, the equation of motion above is amended with the
relaxation term and the corresponding Langevin noise

ð2eÞ2
EC

 ϕþ σ _ϕ ¼ ð2eÞ2EJ sinðϕÞ þ ξðtÞ: ð15Þ

The dissipation coefficient σ and the Langevin noise ξ are
tied by the fluctuation-dissipation relation

hξðtÞξðt0Þi ¼ 2σTδðt − t0Þ: ð16Þ

Consequently σ is identified with the Ohmic conductivity of
the junction, which is in turn related to the circuit RC
relaxation rate γ as σ ¼ ð2eÞ2γ=EC. The RC relaxation rate
is given by a pair escape into the rest of the array evaluated
in the Supplemental Material [49] as γ ¼ ffiffiffiffi

Z
p

EJ. With this
we obtain for the conductivity of the Bose metal

σ ∝ EJ=EC ∼ N
t20
J2

: ð17Þ

Parametrically it is the same as conductivity in the low
temperature, T < t20=J, Fermi liquid regime of the normal
SYK array [31]. The physics, however, is very different, and
the Bose metal appears at higher temperature T ≳ EJ ≈ t20=J
and extends up to the in-grain critical temperature.
The latter is determined by the condition gðTÞ ¼
16Δ2ðU; TÞ=J ¼ E1=2, where the Kuramoto synchroniza-
tion within the grain is lost. At higher temperature the array
enters the quantum critical region described above; see
Eq. (13) and Fig. 1. We note that the physical pictures of
the Bose metal and the insulating phases are very similar,
both consisting of incoherent Cooper pairs. In case of the
insulator, they are incoherent between the sites of the same
grain. In the case of Bose metal there is a coherence within
the grain, but different grains are incoherent. At a finite
temperature the distinction is immaterial and thus there is
not any finite T transition between the insulator and Bose
metal—rather a crossover, which is marked by different
temperature dependencies of the resistivity: constant in the
Bose metal vs rising at decreasing temperature in the
insulator phase. The ground states are very different,
though. In the case of the Bose metal, the ground state is
superconducting, while it is insulating in the other phase.
In conclusion, we proposed an array of SYKþU grains

as a microscopic model that reproduces some crucial parts
of the high-Tc phase diagram. Despite simplicity of its
Hamiltonian, the model exhibits a rather rich phenomenol-
ogy. At zero temperature it features QPT between the
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insulating and the superconducting states, both induced by
the Hubbard U. The insulating phase reminds the pseu-
dogap physics of preformed incoherent Cooper pairs,
described by the quantum Kuramoto picture. The low-
temperature resistivity here obeys the Arrhenius law with
the activation energy, which smoothly goes to zero
approaching the transition. At yet a higher temperature
the Cooper pairs melt giving way to a non-Fermi liquid
metal with the linear in temperature resistivity. These
features qualitatively agree with a nonmonotonous temper-
ature dependence of resistance in the pseudogap phase
observed in several experiments [4,72,73]. On the super-
conducting side of the transition, upon elevating temper-
ature, the system goes into the Bose metal and eventually
again to the non-Fermi liquid metal. The latter phenom-
enology is relevant for Josephson arrays [14] and for other
systems featuring superconductor-insulator transition, such
as disordered superconducting films, where the transport
of Cooper pairs provides the dominant charge transport
channel [7,9,74,75].
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