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COMPARISON PRINCIPLES FOR SECOND-ORDER
ELLIPTIC/PARABOLIC EQUATIONS WITH DISCONTINUITIES
IN THE GRADIENT COMPATIBLE WITH FINSLER NORMS

PETER S. MORFE AND PANAGIOTIS E. SOUGANIDIS

ABSTRACT. This paper is about elliptic and parabolic partial differential operators
with discontinuities in the gradient which are compatible with a Finsler norm in a
sense to be made precise. Examples of this type of problems arise in a number of
contexts, most notably the recent work of Chatterjee and the second author [7] on
scaling limits of discrete surface growth models as well as L°°—variational problems.
Building on the approach of Ishii [16], new comparison results are proven within a
unified framework that includes a number of previous results as special cases.

1. INTRODUCTION

This paper is about the comparison principle for possibly degenerate second-order
elliptic and parabolic operators with discontinuities in the gradient that are com-
patible with a Finsler norm in a sense that will be defined below. Such equations
arise in a number of applications involving anisotropic geometries, including scaling
limits of deterministic growth models on lattices studied recently by Chatterjee and
the second author [7] as well as L —variational problems-see, for example, Ishibashi
and Koike [15], Belloni, Juutinen and Kawohl [5], Belloni and Kawohl [6], Di Castro,
Pérez-Llanos and Urbano [11], Pérez-Llanos and Rossi [22], and Rossi and Saez [24].

It is a fact well understood in the theory of viscosity solutions that, in order to deal
with equations with discontinuities in the gradient, it is enough to come up with
an appropriate class of tests functions. The goal is to find new test functions that
“resolve” the discontinuities, that is, along their gradients and Hessians, the nonlin-
earities become continuous. This is heuristically what we mean by compatibility.

The contribution of our paper is that we are able to produce such test functions for
a large class of new equations while also covering some older results. Later in this
introduction we discuss in detail the literature and the connections with our work.

To put the paper into context, we present next two of the most basic examples, which,
in spite of their simplicity, still require the full power of our results. The first is about
surface growth models and the second about Finsler infinity Laplacians.

Surface growth models. We consider an elementary discrete parabolic equation in
74 similar to the Kolmogorov equation for the simple random walk. Given an initial
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function u(® : Z¢ — R and an a € [1,00), we define the evolution (U("))neNu{o} by
(1) u™ D (@) — ™ (x) = Mo({u"(y) — u"(z) : ||y —=l| = 1}),
where, for a finite set A = {ay,...,aq},
Med(A) = the median of A, if a =1,
2 (4 = { Medtd) = the . |
argmin,cg > ;4 |a; — y|*, otherwise.

Recently, it was proved in [7], among other things, that the parabolic scaling limit of
(1) is described by the PDE

(3) uy — Fo(Du, D*u) =0 in R? x (0, 00),
where the operator F, is (partially) defined by
(4) Fl(p>X):XZ if |pz| <m1n{|pl|a>|pz—1|7|pz+1|7v|pd|}>

d
(5) Fa(p,X)=<lejla‘2> > Ipil* Xy if e € (1,00).

i=1

Evidently, any extension of I} in (4) to R? x 8¢, where S? is the space of d x d sym-
metric matrices, is necessarily discontinuous. Nonetheless, the set of discontinuities
has a particular structure. It turns out that F is compatible with a certain norm
that is inherited from the piecewise linear geometry of Z¢. As we will show below,
this fact allows us to prove that the Cauchy problem for (3) is well-posed, which is
one of the requirements for the scheme to converge to its solution.

The nonlinearities (5) are reminiscent of the p-Laplace operators.

When o > 2, uniqueness follows by a standard argument since the operator is con-
tinuous away from {0} x S In the regime a < 2, the discontinuities are more severe
and the comparison question requires new ideas. Nonetheless, it turns out that these
nonlinearities are well-adapted to the geometry of a certain norm — in fact, the same
norm as (4) — and, therefore, our approach applies directly.

Finsler infinity Laplacian. Notice that letting & — —oo in (5) recovers F as in
(4) once again. On the other hand, the limit & — oo yields instead an equation
which, if we let ¢ denote the /!—norm, can be written as

(6) uy — (D*u - 0p*(Du), dp*(Du)) =0 in R? x (0,00).
Following [18], we will refer to this as the ¢! —infinity caloric equation.

The nonlinearity appearing in (6), which is the (multi-valued) infinity Laplacian as-
sociated with the ¢! —norm defined by

(D*u- 99" (Du), 99" (Du)) = {{D*u - q.q) : q € dp*(Du)},

has appeared in a number of previous works, notably that of Crandall, Gunnarsson,
and Wang [9], who showed how to prove a comparison principle for PDE in which it
appears.
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It turns out that the Finsler infinity Laplacian is another example of an operator
that is compatible with a norm. This leads to a number of new results of interest for
L —variational problems, most notably comparison for PDE involving infinity Lapla-
cian operators associated with C?—norms, polyhedral norms, and arbitrary Finsler
norms in dimension d = 2.

Compatibility with a Finsler norm. We now make precise what we mean by
compatibility with a Finsler norm.

For the sake of concreteness, we will use parabolic equations like (3) as our principal
running example, though elliptic problems will come later. As is more-or-less stan-
dard in the viscosity theory for equations with discontinuous coefficients (recall, for
example, the level set mean curvature flow), we restate the single equation as two
inequalities. Thus, the Cauchy problem for an equation like (3) is cast as

uy — F(Du, D*u) <0 in R¢ x (0,00),
(7) u; — F(Du, D*>u) >0 in R? x (0, 00),
u=uy on R?x{0}.

The reader can imagine that F and F are respectively the upper and lower semi-
continuous envelopes of the discontinuous nonlinearity in question, though, as dis-
cussed in Remark 1, that will usually not be completely true.

The first assumptions on the pair (F, F) are ellipticity and semi-continuity, that is,
(8) (p, X+Y)>F(p,X)if (p,X)eR xS Y €8 Y >0,

(9) (p, X +Y)>F(p,X)if (p,X) eR¥xS%, YV eS8 Y >0,

(10) FeUSCR?x 8%, FeLSCR?x 8%,

F
F

where USC(R?xS8%) and LSC(R?x89) are respectively the set of upper-semicontinuous
and lower-semicontinous functions on R¢ x S

Next, we require that the pair (F, F) is compatible with the geometry associated with
some Finsler norm . Recall that ¢ : RY — [0, 00) is a Finsler norm if it is positively
one-homogeneous, convex, and positive definite. In what follows, we will denote by
©* the dual norm of . (See Section 2.1 for complete definitions.)

To make the definition of compatibility precise, we need to introduce some notation.
First, given p € R, we define the generalized tangent space T (p, ) by

T(p,¢) = 0¢*(p)*.

Next, following Ishii [16], if V is any linear subspace of R%, let 7y : RY — R denote the
orthogonal projection onto V and Sy C 8% be the subspace consisting of symmetric
matrices that only “see” V', that is,

Sy={XeS":myoXom =X}
Here, we are interested in the spaces S(p, ¢) defined by
S, ¢) = SwaTwe)-
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The interested reader can find explicit computations of T (p, ¢) and S(p, ) when ¢
is the ¢! —norm in Appendix B.

Now we can define the notion of compatibility.

Definition 1. Given a Finsler norm ¢ : R? — [0,00), a pair (F,F) of operators
F,F:R%x 8% — R is said to be compatible with ¢ if

(11) F(p, X) = F(p, X) for each p € R and X € S(p, ¢).

As we will see below, the discrete surface growth models investigated in [7] provide a
host of examples of PDE of the form (7) that are compatible with polyhedral Finsler
norms. These include (3) as a particular case.

Our other main example of nonlinearities compatible with a Finsler norm are the
Finsler infinity Laplacians (see Section 2.1), which, among other contexts, are of
interest in the study of L°—variational problems. In Proposition 5, we show that
Finsler infinity Laplacians are always compatible with their associated norms.

Revisiting Ishii’s method. Our main comparison results are proved using a method
that is a distillation of ideas of Ishii from [16]. This abstract method lays out suf-
ficient conditions under which elliptic and parabolic PDE compatible with a Finsler
norm admit comparison principles. We will explain the method before stating our
main results in the next section.

It is shown in [16] that in order to prove comparison, it suffices to find a smooth Finsler
norm that respects the geometry in a certain sense. Inspired by the terminology used
by Crandall, Gunnarsson, and Wang [9], we call these shielding norms. The precise
definition is given next.

Definition 2. Given a Finsler norm ¢ in RY, we say that a Finsler norm v : R —
[0,00) is a shielding norm for ¢ if 1 € C*(R?\ {0}) and

D*)(q) € S(DY(q),) for each g € R*\ {0}.

With these definitions in hand, it is straightforward to prove the following theorem
arguing as in [16]. We present the proof in Section 3.

Theorem 1. Suppose that ¢ is a Finsler norm in R? that possesses a shielding
norm 1, and (F, F) is a pair of nonlinearities satisfying (8), (9), and (10) that are
compatible with the geometry of .

If (w,v) € USC(R? x [0,T)) x LSC(R? x [0,T)) are bounded and satisfy
w, — F(Dw, D*w) <0 in R?x (0,T),
vy — F(Dv, D*v) >0 in R?x (0,T),
and

6—0t

then w < wv in R x [0, 7).
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There is no need to restrict attention to parabolic problems, as experts will have no
trouble deducing from the proof. See Proposition 6 for one such extension, which is
used later to apply the results to L*°—variational problems.

Main results. We now turn to our main results, which identify two classes of Finsler
norms for which it is possible to construct shielding norms.

First, we prove that it is always possible to find shielding norms for polyhedral Finsler
norms. (See Section 2.1 for the definition of polyhedral.)

Theorem 2. Any polyhedral Finsler norm ¢ in R? has a shielding norm 1. Moreover,
for each 6 > 0, there is a shielding norm s for ¢ such that

sup {[¢s(e) — p(e)| : e € ST} <6

Combining Ishii’s method with Theorem 2, we obtain comparison results for PDE
compatible with polyhedral geometries. In particular, this applies to the scaling
limits studied in [7].

The other nontrivial setting where we know how to find shielding norms is that of
C?—Finsler norms. This is a novel result in itself that has its own applications.

Theorem 3. If p € C*(R?\ {0}) is a Finsler norm, then ¢ is a shielding norm for
itself.

As shown later in the paper, Theorem 3 implies that the infinity Laplacian associated
with any C?—Finsler norm can be treated much like the Euclidean infinity Laplacian,
even though its set of discontinuities may be much larger than {0} x 8. This fact,
which seems not to have been observed previously in the literature, has interesting
ramifications for the theory of L°>°—variational problems.

Finally, for clarity, it is worth noting the (ultimately trivial) fact that, if o* € C*(R4\
{0}), then the Euclidean norm serves as a shielding norm.

Proposition 1. If ¢ is a Finsler norm in R? and ¢* € CY(R?\ {0}), then the

Euclidean norm || - || is a shielding norm for ¢. Furthermore, in this case, a pair
(F, F) satisfying (8), (9), and (10) is compatible with ¢ if and only if
(12) F=F in(R*\{0})xS8* and F(0,0) = £(0,0).

The proposition above shows that our framework includes as a special case classical
examples like the 1—Laplacian, that is, the level set mean curvature flow.

Lastly, in the appendix, we show that it is possible to prove in dimension d = 2
comparison in great generality. This follows from a construction by the first author
in [20], which is itself an improvement of a construction by Ohnuma and Sato [21]; see
also [9, Section 5.3]. Note that we do not proceed by constructing shielding norms in
this setting. We expect that, even in dimension two, shielding norms do not always
exist, but it is clear how to find suitable approximations in that dimension.
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In view of the preceding discussion, we have a good understanding of PDE compatible
with a Finsler norm ¢ if

either (i) ¢ € C*(R'\{0}), (ii) ¢" € C'(R?\ {0}),

13
(13) (iii) ¢ is polyhedral, or (iv)d = 2.

As is generally the case in the theory of viscosity solutions, we can use the comparison
results proved here to establish the existence and uniqueness of solutions of various
problems. We make that explicit for one of our main examples, the Finsler infinity
caloric equation.

Theorem 4. Suppose that ¢ is a Finsler norm in R? and (13) holds. Given ug €
BUC(RY) and T > 0, the Cauchy problem

(14) { up — (D?u - 9" (Du), MD“):UQ ZZ Eﬁ{fdi ({0(3 }T>,

has a unique viscosity solution u € BUC(R? x [0, T)).

Literature review. Throughout the paper, we utilize the Crandall-Lions theory of
viscosity solutions of elliptic and parabolic PDE. We refer to the Crandall, Ishii and
Lions “User’s Guide” [10] for the fundamental results of the theory and a historical
overview.

A number of works undergird the treatment of discontinuous operators in this paper.
Most notably, Ishii’s approach to level set PDE with discontinuous coefficients in [16]
was the inspiration for what eventually became our definition of compatibility and
shielding norms.

Other work that preceded Ishii’s development of level set PDE were contributed by
Evans and Spruck [13] and Chen, Giga and Goto [8] for mean curvature-type equations
with bounded singularity only at p = 0 and Ishii and Souganidis [17] for unbounded
singularities only at p = 0, Gurtin, Soner, and Souganidis [14] and Ohnuma and
Sato [21] both for bounded singularities at 0 and finitely many other directions.
Since then, the first author extended in [20] the idea of [21] to deal with countably
many bounded discontinuities in the context of homogenization of level set PDE. As
discussed in Appendix A, that approach adapts more-or-less immediately to deal with
the countable discontinuities of Finsler infinity Laplacian operators in dimension two.

Crandall, Gunnarsson, and Wang showed in [9] how to prove comparison results for
PDE involving certain Finsler infinity Laplacian operators via an approach similar to
the one in [16]. That work anticipated but did not prove our results on polyhedral
and two-dimensional norms. In particular, our construction of shielding norms uses
the same mollification trick originally suggested in [9].

Note that while the arguments in [9] apply to Finsler infinity Laplacian operators,
they do not seem to apply to an operator like the one in (4).

To the best of our knowledge, [9] is the only previous work providing a complete
proof of comparison for an operator compatible with a polyhedral norm. A number



DISCONTINUOUS OPERATORS COMPATIBLE WITH FINSLER NORMS 7

of earlier papers observed that such operators, usually the ¢! —infinity Laplacian, arise
as scaling limits of variational problems; see [15, 6, 11, 22, 24].

Organization of the paper. In the next section, we review some preliminaries that
are used throughout. Section 3 is a warm up: we present the proof of Theorem 1,
state an analogous result for elliptic problems and then discuss the C? and strictly
convex settings, that is, Theorem 3 and Proposition 1. In Section 4, we prove the
existence of shielding norms in the polyhedral setting. Section 5 uses the previous
results to establish comparison for the class of PDE from [7]. Section 6 revisits
questions pertaining to L°°—variational problems and related elliptic PDE.

Finally, there are two appendices. Appendix A describes some other comparison
results that can be obtained in the simpler case when d = 2. Appendix B contains
supplemental computations, the first being an explicit computation of the matrices
involved in the definition of compatibility when ¢ is the /! —norm and the second, a
proof that the operator F; of (4) cannot be rewritten as a Finsler infinity Laplacian.

Notation. We denote by S9! the unit sphere in RY. The number of points of a
finite set A is #4 and conv({qy,...,qn}) is the convex hull of qy,...,qy € R If
q € R, we write (¢) for its linear span, that is, (¢) = {aq : a € R}. We write (g, ¢')
for the Euclidean inner product of two vectors ¢q,¢' € R, and || - || is the Euclidean
norm. Given a set A C R? we denote by At the set of vectors orthogonal to it, that
is,

At = ({geR: (g,¢) =0}

qdEeA

The standard orthonormal basis of R? is denoted by {&,é,,...,¢é;}. We abbreviate
the coordinates with respect to this basis by p; = (p,&;). Similarly, given X € R%*¢,
we write its matrix entries as X;; = (Xeé;, &).

Given V,U C R?, we write V CC U if the closure V of V is a compact subset of U.

The space of symmetric matrices in R™*? is S¢. Given X,Y € 8%, we write X <Y if
Y — X is positive semi-definite.

Given two vectors ¢, ¢ € R%, the tensor product ¢ ® ¢’ is the linear operator on R?
defined by

(¢®d)d" ={d.d")q

2. PRELIMINARIES

2.1. Finsler norms. We say that ¢ : R? — [0, 00) is a Finsler norm if it is positively
one-homogeneous, convex, and positive definite, that is, ¢ satisfies the following three
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conditions:

e(Aq) = Ap(q) if g€ R A>0,
(g1 + @) <o) + () if qi,q € R,

min{% : qeRd\{O}} > 0.

We say that ¢ is symmetric if ¢(—q) = ¢(q) for all ¢ € R?, in which case it is a norm
in the proper sense.

Given a Finsler norm ¢, we define its dual norm ¢* by

“(p) = max (p,q) d
©*(p) = {@(q) tqg€R \{0}}-

It is easy to check that ¢* is also a Finsler norm. Furthermore, (¢*)* = ¢.

For each ¢ € R?, the subdifferential dp(q) of ¢ at g is defined by

dp(q) ={peR? : ¢(¢) > ¢(q) + (p.d — q) for all ¢ € R?}.

We will frequently use the following representation of the subdifferential, which is
specific to Finsler norms:

(15) Op(q) = { pefe=1}: pa)=w@} ifqgeR\{0},

{p* =1}, if¢=0.
Note that the same considerations apply to dp*.

A very useful fact about convex functions is they are almost C'. More precisely, the
subdifferential Oy is upper semi-continuous. In fact, upper semi-continuity continues
to hold if both the point and the norm are allowed to vary. This is a classical fact.
Since, however, we will need it later, we state it carefully next.

Proposition 2. Let ¢ and (©,)nen be Finsler norms in R such that @, — ¢ locally

uniformly as n — 00. If (gn)nen, (Pn)nen € R? are sequences chosen such that p, €

00n(qn) for each n and if both sequences have limits ¢ = lim g, and p = lim p,, then
n—oo n—oo

p € 9p(q).
Proof. Given ¢ € R? we can write for any n € N,
en(d) = ouldn) + (P, @ — @n)-
Sending n — oo, this becomes
o(d) = (a) + (p,d — q)-

Since ¢’ was arbitrary, this implies p € d¢(q) by definition. O
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Terminology from Convex Analysis. If C' C R? is a convex set, then there is a
smallest linear subspace Vo C R such that

CCq+ Vo if geC.

The relative interior of C, which we denote by ri(C), is, by definition, the interior of
C relative to the topology of ¢ + V.

The boundary of C, denoted bdry C, is defined by bdry C' = C \ ri(C), where C is
the closure of C.

The dimension of C' equals the dimension of the linear space Vi defined above.

If C C R? is convex, we say that a convex subset F' C C' is a face of C if, for each
convex subset F' C C,

if ri(F)NF #0, then F' C F.
A point x € C' is called an extreme point if {z} is a face of C.
Polyhedral Finsler norms. A Finsler norm ¢ : R? — [0, 00) is called polyhedral if

it is piecewise linear. More precisely, ¢ is polyhedral if there is a finite set of points
{p1,...,pn} C R\ {0} such that

(16) 90((0:max{<p17Q>7"‘7<pN7Q>}‘

There are a number of equivalent definitions. Most notably, ¢ is polyhedral if and
only if the unit ball {¢ < 1} is a polytope.

It is a classical fact the set of polyhedral Finsler norms is invariant under the dual
operation. This is the topic of the next proposition. Its proof can be found in Theorem
19.2 of Rockafellar [23] or Section 2.4 of Schneider [25].

Proposition 3. If v is a polyhedral Finsler norm, then ¢©* is also polyhedral.

The next proposition is about the fact that the points {p;,...,py} in (16) can be
canonically chosen.

Proposition 4. Let ¢ be a polyhedral Finsler norm in R, If E, C {p* = 1} is the
set of extreme points of the dual ball {o* < 1}, then #E, < oo and

¢(q) = max {(p,q) : p € E,}.

Proof. Choose {p1,...,py} C R?\ {0} so that ¢ is given by (16). First, notice that
(16) implies that {¢* < 1} = conv({p1,...,pn}). It is easy to verify that the set
of extreme points of conv({py,...,pn}) is a subset of {p1,...,py}. In particular,
E, C{p1,...,pn}. Hence #E, < N < 0.

It is not hard to check directly that conv({p1,...,pn}) equals the convex hull of its
extreme points. This is true, in fact, for any compact convex set in R? see 23,
Theorem 18.5] or [25, Theorem 1.4.3]. Thus,

@(p) = max{(p1,q),..., (pn,q)} <max{(p,q) : p € E,}.
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At the same time, since E, C {p1,...,pn},

max {(p,q) : p € E,} <max{(p1,q),.-,{pn,0)} = ¢(p).
O

We close the general discussion about Finsler norms with some examples. Let ¢ be
the ¢! —norm in R?, that is,
d
w(q) = lail,
i=1

which is polyhedral since we can write it in the form

¢(q) = max { iﬂ(i)(q,ei) s pe {1, 1}d}.

Its dual is readily seen to be the /*°—norm

©*(p) = max {|p1, ..., [pal}-

Retaining the notation ¢ for the /! —norm, a less common example, which turns out
to be of interest, is the norm ¢ defined by

#(q) = max{p(g)} U{(d = Dlal, ..., (d = 1)lqal} .
The dual norm ¢* is given by

(17) f(P):maX{ﬁ' > | |pil 396{172,---@}}-
ie{1,2,..d}\{7}
When d = 3, the dual unit ball {¢* < 1} is a rthombic dodecahedron.

The norm ¢ appears in Section 5 in the parameter regime o < 2. In that context, the
transformation ¢ — ¢ seems to be important. It is not clear to us how to interpret the
geometric meaning of this map or how it relates to the underlying discrete schemes,
though.

A fundamental matrix lemma. We will need the following result, which is already
used in [16].

Lemma 1. Given any linear subspace V C RY, if 0 < A € Sy and X € S satisfies
—cA < X < cA for some c> 0, then X € Sy.

Proof. Since the matrices in question are all symmetric, it suffices to prove that the
range of X is contained in V.

Fix u € R?. Given any w € V*, the parallelogram identity gives
A Xu,w) = (X(u+w),u+w) —(X(u—w),u—w)
< c(Au+w),u+w) — (—c{A(u — w),u —w))
= 2¢(Au, u).

Thus, the linear functional w — (Xu,w) is bounded above on V1. It follows easily
that Xu e (VH)t =V, O
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The Finsler infinity Laplacian. Throughout the paper, if ¢ is any Finsler norm,
its infinity Laplacian is the multi-valued operator

(D*u- 0p*(Du), 0p"(Du)) = {{D*u-q.q) : g € 9" (p)} -
For a discussion of the role of these nonlinearities in the theory of L>°—variational
problems, see Section 5 of the survey by Aronsson, Crandall, and Juutinen [3] or the
paper by Armstrong, Crandall, Julin, and Smart [1]. Here we use viscosity solutions
tools to study these operators.

Accordingly, define a pair of operators (G, G¥) by

(18) { Gylp, X) =max {(Xq,q) : ¢ € 90*(p)},

G?(p, X) =min {(Xq,q) : ¢ € 9™ (p)}.
The next proposition asserts that the pair (G, G¥) satisfies our main assumptions.
Proposition 5. Given any Finsler norm ¢ in R, the pair (G,, G¥) satisfies (8),
(9), and (10) and it is compatible with .
Proof. 1t is clear that the definitions imply (8) and (9) while (10) is a consequence of
the upper semi-continuity of the subdifferential dp* (see Proposition 2).

To prove compatibility, that is, (11), suppose that p € R and X € S(p,¢). If p=0,
then S(p,¢) = {0} and it is clear that G,(0,0) = 0 = G¥(0,0). Therefore, we can
assume p # 0.

To show that G, (p, X) = G¥(p, X), notice that it suffices to prove that the quadratic
form v — (Xw,v) is constant in dp*(p). Here it is easiest to appeal to linearity.
Observe that S(p, ) is spanned by the following set of elementary tensors

{pplU{vep+pev:veT(pe)U{vead +v v : v,v €T(p e}

Therefore, by linearity, we only need to check that v — (Xv,v) is constant in dp*(p)
when X is equal to one of these tensors.

In case X = p ® p, the representation formula (15) implies that
(p.q) = ¢"(p) If q€0p"(p),
and, thus, G, (p, X) = G*(p, X) = ¢*(p)*.

When X = p® v+ v ® p for some v € T(p, ), we know that dp*(p) C T (p, )+ by
the definition of 7 (p, ¢). Therefore,

(v,q) =0 if g € dp*(p),
From this, we deduce that
(p@vt+v@plee)=2(pe)v.e)=0 if g€ dp™(p),
and, hence G,(p, X) = G*(p, X) = 0.

Finally, if X = v ® v' +¢' @ v for some v,v" € T(p, ), then the arguments of the
previous paragraph again yield G, (p, X) = G*(p, X) = 0. O
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While at a technical level, we will use the pair (@w, G¥) to describe differential in-
equalities involving the @-infinity Laplacian, when there is no risk of confusion, we
will write

— (D*u - 0p*(Du), 0p*(Du)) = 0 in Q,
(19) — (D*w - 0p"(Dw), 0p"(Dw)) <0 in ©Q,
— (D*v - 0¢* (D), 0¢*(Dv)) >0 in Q,
in place of the expressions
—G,(Du,D*u) <0 and — G¥(Du, D*u) >0 in Q,
—G,(Dw,D*w) <0 and — G¥(Dv,D*v) >0 in Q,

with inequalities and equalities to be understood in the viscosity sense.

As a shorthand, we will say that u is @-infinity harmonic in © when (19) holds.

Median. Given a finite set A = {ay,...,ay} of real numbers ag < a3 < -+ < ay,
we define the median Med(A) by

ans, it N € 2Z,
Med(A) = :
ed(4) { % (CL(N—1)/2 + CL(N+1)/2) , otherwise.

In connection with the schemes of Section 5, it is worth noting that Med(A) is a
minimizer of the problem

min{Z\y—a| : yER},

a€A

which is not unique when N € 2Z + 1.

3. IsHII’S METHOD AND THE C?—CASE

We start by recalling the proof of Theorem 1 in order to demonstrate the role played
by each of the assumptions on the norm ¢ and the operators (F, F'). We also state
without proof an elliptic analogue.

The rest of the section is devoted to a discussion of the cases ¢* € C1(R¢\ {0}) or
© € C?(R%\ {0}). We start by observing that in the former the associated equations
are continuous away from {0} x &% and the comparison follows by a now classical
approach. In the C?—case, things are more interesting, and it turns out that the
discussion is related to the theory of infinity harmonic functions.

We end the section discussing an example from [16]. In particular, we show how the
assumptions of [16] fit into the framework of this paper.
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Proof of Theorem 1. This proof appears in [16]. We recall it here to keep the pre-
sentation self-contained and to make explicit the role of the compatibility assumption
(11) and the definition of shielding norm, that is, Definition 2.

Proof of Theorem 1. We argue by contradiction. If the statement of the theorem were
false, we could find a ¢ > 0 such that

sup {w(z,t) —v(z,t) — ot : (z,t) e R x [0,T)} > 0.
As usual, we double variables. Fix ¢, > 0 and consider the function ® = ®. 5 :
R? x RY x [0, 7] — R given by
U(z —y)*
4¢

Since w and v are bounded, ® attains its maximum at some point (Z¢ g, Yc g, tc,3),
and we have, suppressing the dependence on 3 and (,

O(z,y,t) = w(z,t) —v(y,t) - = Blyll* — ot.

— _ |4
sup {M FBIFI" ¢ (C.8) € (0,00} < o0,

Furthermore, in view of the assumptions on w(+,0) and v(-,0), it is clear that there are
constants (o, o > 0 such that ¢ 5 > 0 as soon as (¢, 3) € (0,¢p) x (0, 5y). Henceforth,
we choose (¢, #) accordingly.

In what follows, define A : R? — 8% and p : R? — R? by

A(€) = 3¢ (€)*D(€) ® DY(&) + (T (§)°D*(€) and p(€) = ¢ (€)*Di(€),

together with the interpretation that p(0) = 0 and A(0) = 0. Since ¥ is a shielding
norm for ¢, the inclusion A(¢) € S(p(€), ¢) holds for each € € RY.

Applying [16, Lemma 1|, which is a variant of the maximum principle for semi-
continuous functions, we find matrices X = X5, Y = Y3 € 8 and real numbers
a,b € R such that

oc=a—Db, a—F(ﬁ(it—yj),X) <0,
b— F(p(z —y) — 48]|9)*5, Y — 8By ® § — 48]1y[|’1d) > 0,

-3 ( A(jo_ g A(:Z’O— ) ) = ( )(f —OY ) <3 ( —Aﬁj——%) _AI%UEZ’E—_?]%) ) '

Note, in particular, that —3A(Z — §) < X <Y < 3A(7 —3).

At this stage, we send § — 07. In view of the matrix inequalities satisfied by X and
Y and the bound on ¢7!|Z — ||*, we can fix £ € R? and X,Y € 8% such that, up to
subsequences,

¢ = lim (Tcg — 7 X = lim X, Y = lim Y.
&= lm (Zcs =), Jim, Xeg, Jim, Y

Further, by continuity, —3A(6) < X €Y < 3A(¢), and Lemma 1 gives X,Y €
S(p(&), »)-
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Using the bounds on (y¢ g)s>0, We can eliminate the error terms involving /5 in the
previous inequalities to get

o+ E(p(8), F(p(¢),X) <0.

') —
Invoking the inclusion X,Y € S(p(§), ¢), we find F(p(£), X) = F(p(€), X). Thus,
since X <Y and F is elhptlc that is, (9) holds, we arrive at the contradiction
0 <0 <o+ E(p(E). V) - F(p(€), %) <0.
O

Comparison for elliptic problems. As we already acknowledged in the introduc-
tion, there is no need to restrict attention to parabolic problems. Here is a prototypical
elliptic variant of Theorem 1 that will be useful later in the paper.

Proposition 6. Suppose that ¢ is a Finsler norm in R¢, (F, F) is a pair of opera-
tors satisfying (8), (9), and (10) that are compatible with the geometry of ¢, and ¢
possesses a shielding norm 1.

If Q € RY is a bounded open set, f : Q — (0,00) is a positive continuous function,
and (w,v) € USC(Q) x LSC(R2) satisfy
—F(Dw,D*w) <0 in Q, —FE(Dv,D*)>f in Q,
6111& sup{w(z) —v(y) : ||z —y|| + dist(x, Q) + dist(y,0Q) < §} <0,
—

then
sup{w(z) —ov(z) : x € Q} <0.

The proof of Proposition 6 is similar to that of Theorem 1, hence we omit it.

Strictly convex Finsler norms. Recall that one of our main examples is the Finsler
infinity Laplacian or the pair (G, G¥) of (18). It is clear that, if p* € C1(R?\ {0})
or, equivalently, {¢ < 1} is strictly convex, then G, = G¥ outside of {0} x 8% so we
are working with a continuous nonlinearity as long as the gradient does not vanish.
It is natural to ask if this is always necessarily the case for nonlinearities compatible
with such a Finsler norm. Indeed, this is exactly the content of Proposition 1.

Notice that the final statement of the proposition implies that the 1-Laplacian oper-
ator F(p, X) = tr((Id — ||p|]|~2p ® p) X) is associated to a pair (F, F) compatible with
the Euclidean norm. Hence, as already observed in [16], the comparison principle for
the level set mean curvature flow can be seen as a special case of Theorem 1.

Proof of Proposition 1. Since ¢* € C1(R%\ {0}), we have dp*(p) = {Dy*(p)} for each
p € R4\ {0}. Accordingly, since the direct sum of a line and a (d — 1)-dimensional
linear space has dimension d, we find

() & T(p,¢) = (p) ® (De*(p))" =R if peR?\{0}.

Thus, by definition, S(-, ) = 8% in R?\ {0}, and the conclusions of the proposition
follow immediately. U
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C?—norms. We now prove Theorem 3, that is, we show that, if ¢ € C?(R%\ {0}),
then ¢ is a shielding norm for itself. This turns out to be intimately related to the
fact that any Finsler norm is a solution of its own infinity harmonic equation, a fact
which is the topic of Lemma 4 below.

Proposition 7. For each ¢ € R\ {0},
9" (Dy(q)) © Ker D*¢(q).

Notice that the proposition implies that ¢ is p-infinity harmonic in R?\ {0}. Un-
like some known examples of smooth infinity harmonic functions, though, ¢ has
the property that its ¢-infinity Laplacian is unambiguously defined. More precisely,
Proposition 7 implies that

~Gy(Dy(x), D*p(x)) = —G#(Dy(x), D*p(x)) = 0 if =€ R?\ {0}.

For an example of a smooth ¢!—infinity harmonic function for which this identity
fails, see [3, Example 5.2].

Before proving the proposition, we show how it implies that C?—norms are shielding
norms.

Proof of Theorem 3. Fix ¢ € R?\ {0}. To see that ¢ is a shielding norm, we need
to show that D?p(q) € S(Dy(q), ¢). By Proposition 7, we know that d¢*(Dp(q)) C
Ker D?p(q). Thus, employing the notation of Section 1, we have D%p(q) € Sy with
V = 9¢*(Dp(q))* = T(Dy(q),p). This implies the desired inclusion since Sy C
S(De(q), ¢)- O

Proof of Proposition 7. By homogeneity, we can assume that ¢(q) = 1. We also note
that dp*(Dp(q)) is a boundary face of {¢ < 1} containing ¢q. To begin with, fix
g € 1i(0p*(Dy(q))). It is not hard to show that ¢’ — Dy(¢’) is a constant map in
ri(0¢*(Dy(q)). Thus, if ¢ € dp*(Dp(q)), it follows that, for ¢ € (0, 1) small enough,

Do(G+t(q" — ) = Dp(Q).
Differentiating the equation above yields D%*p(q)(¢' — ¢) = 0. On the other hand,
D%*p(g)q = 0 since ¢ is linear along the line (¢). We conclude that D%*p(G)q¢’ = 0.

The previous paragraph completes the argument when ¢ € ri(dp*(Dp(q)). If ¢ €
bdry dp*(D¢(q)), then we can find a sequence (§,)nen as above such that ¢, — g.
Since D%y is continuous, we conclude that D?*p(q)q = lim, . D*0(G,)q’ = 0 for all

q € 0" (Dyp(q)). O

Example: Anisotropic Curvature Flows. One of the main examples of [16] is a
class of anisotropic curvature flows. One strategy for studying the flow with respect
to a given a Finsler norm ¢ is to consider the level set PDE

(20) — (D%(DZ)D%) —0 in R?x (0,00).

If ¢» ¢ C?, then the coefficients are not continuous so the usual comparison principle
for mean curvature flow does not apply.
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Nonetheless, as pointed out in [16], it is possible to extend the comparison principle
to apply to certain piecewise C?—Finsler norms.

The idea is the following. Let O be a C? open subset of S and M = 00, and
assume that ¥y, ¢, € C?(R?\ {0}) are Finsler norms such that
(21) U1(p) = v2(p),  Din(p) = Dia(p) if p € Ry M\ {0}.

If v is given by

_ [ t(p) ifpeRLO,
Y(p) = { 1/1;(]9) otherwiere,

then D%y may not be well-defined on R, M.

Even so, it is still possible to make sense of (20). Notice that, for each p € R, M\ {0},
the directional second derivative (D%*)(p)n,n) is well-defined for each n € T, M. This
follows from (21) and some calculation. Therefore, if F' and F are as follows

F(p. X) = Jim sup {tr(D*(p)X) : ¥’ = pll < 0},

— Tim 2,0 (1) ey —
F(p, X) = Jim inf {tr(D2()X) : o/ = pll < 3},
and if S(p, M) = Sypyer,m for p € Ry M and S(0, M) = {0}, then

F(p,X)=FE({p,X) ifpe Ry M, X e S(p,M),
F(p.X)=F(p,X) if (p,X) e (R\RyM) x &

These last identities should remind the reader of (11). Indeed, one of the main
technical devices of [16] is the following result:

Proposition 8 ([16], Lemma 1). If O, F, and F are as in the preceding discusison,
then there is a Finsler norm ¢ € C?(R%\ {0}) such that, for each p € R, M,

S(p.¢) = S(p, M).
In particular, the pair (F, F) is compatible with .

4. POLYHEDRAL NORMS

We now proceed to the polyhedral setting. The next result is the main technical
ingredient that makes the study possible. Roughly, it says that, while ¢ is far from
being C?, we can approximate it by C? -infinity harmonic functions. Hence even
though ¢ is not C?, we are not too far from Proposition 7.

Proposition 9. Assume that o : R? — [0, 00) is a polyhedral Finsler norm.
(a) For each ¢ > 0, there is a sequence of smooth, convex functions (fen)nen Such
that f., — ¢ uniformly in {¢ > ¢} as n — oo and

(22) ¢ (Dfen(q) =1 and szcm(Q) € ST(Dfenta) U 4 € {o > c}.
In particular,

(23) a(p*(chm(Q)) C KeTszc,n(Q) Zf qc {gp > C}'
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(b) There is a sequence of Finsler norms (o, )nen € C?(R4\{0}) such that, asn — oo,
©n — @ locally uniformly in R? and, for each ¢ € R?\ {0} and n € N,

D*¢,(q) € S(Den(q))-

In particular, p possesses a shielding norm.

Notice that part (b) of the proposition implies Theorem 2. While we are mainly
interested in these shielding norms, the convex functions of part (a) are of independent
interest.

In the next part of the current section, we show how the convex functions of part (a)
can be used to provide a quick proof that the cone comparison properties of the L>°—
variational theory are equivalent to the viscosity ¢-subharmonic and p-superharmonic
properties in this context. The remainder of the section is devoted to the proof of
Proposition 9. We begin by constructing the functions (fe.,)nen and then use these
to obtain (¢, )nen-

Application of part (a): Cone comparison. The Dirichlet problem for the
Finsler infinity Laplacian, which is one of the basic problems of the theory of L>°—
variational problems, is the PDE

(24) — (D*u - 0p*(Du),d¢p*(Du)) =0 in Q and u=g on 90.

In [2] Armstrong and Smart showed that it is relatively easy to prove comparison
results for variational sub- and super-solutions of (24). As pointed out in [1], this
begs the question whether or not viscosity sub- and super-solutions are equivalent to
the variational ones.

We recall one definition of variational sub- and super-solutions, which is based on
“comparison with cones.”

Definition 3. Given an open set Q C RY and a Finsler norm ¢ in R?, we say
that w € USC(QY) has the cone comparison property from above in ), denoted w €
CCAL(Q), if, for each V CC Q open, zo € R\ V, and a > 0,

max {w(z) — ap(r — xp) : x € V} = max{w(zx) — ap(zr —x9) : x € IV }.

We say v € LSC(S2) has the cone comparison property from below in <), denoted
v e COB,(Q), ifw=—ve CCALQ)

Next we show that, using the smooth @-infinity harmonic approximations of ¢ ob-
tained in Proposition 9, it is easy to deduce that CCA,(Q2) and CCB,(?) coincide
with the ¢-infinity sub- and @-infinity super-harmonic functions.

Proposition 10. If ¢ is a polyhedral Finsler norm in R, then
(i) w e CCAL(Q) if and only if —(D*w - Ip*(Dw), dp*(Dw)) < 0 in Q.
(ii) v € CCBL(Q) if and only if —(D*v - dp*(Dv),d¢*(Dv)) > 0 in Q.
Proof. The “only if” direction is classical; see, for example, [3] or [1, Theorem 4.8].

We only prove the “if” direction for (i), since (ii) follows by applying (i) to —v.
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We argue by contradiction. Assume that w is ¢-infinity subharmonic in 2 and yet
thereis a V CC Q, an 7 € R?\ V, and an a > 0 such that

(25) max{w(z) —ap(x —xp) : x € V} > max{w(y) —ap(y —xo) : y € IV}.

To start with, observe that there is a ¢ > 0 such that p(z — xg) > 2¢ for all x € V.
Let (fen)nen be the smooth convex functions of Proposition 9, (a). Recall from the
proposition that these are g-infinity harmonic in V' and f.,(- — x¢) — ¢(- — o)
uniformly in V' as n — oo.

By the claimed convergence and (25), we can find an N € N large so that
(26) max{w(z) —afen(x —x0) : v €V} >max{w(y) —afen(y — o) : y € OV}
At the same time, if we define gy, by

gne(r) = fen(z — 20) — efen(z — I0)2,

then, as ¢ — 07 and uniformly in V, gne — fen. Furthermore, gy, is strictly
p-superharmonic. Indeed, in V' — x(, we compute

_<D29N’6 ‘ 8(p*(DgN7E>, 8g0*(DgN,e)> = —(1 — 2€fc,N)<D2fc,N . 8@*(ch,N)7 3<p*(ch,N)>
+2¢(Dfen, 00" (D fon))’
_ 26@*(Df07N>2 2 26.

Since agn(- — xo) is a smooth strict supersolution for e > 0 small enough, we must
have

max {w(x) —agy(r —x9) : v € V} <max{w(y) —agny(y — o) : y € OV},
which in the e — 07 limit, contradicts (26). O

Notice that the proof of Proposition 10 also works if ¢ € C?(R?\ {0}). In that case,
since ¢ is already smooth enough, we can rerun the proof using f., = ¢ independent
of ¢ and n. In fact, Proposition 10 holds in the generality of norms satisfying (13).
This will be proved in Section 6.

Smooth infinity harmonic approximations. Here, we prove the first part of
Proposition 9.

Since ¢ is polyhedral, there is N € N and vectors py, ...,py € R%\ {0} such that
SO(Q) = maX{<q7pl>v sy <Q>pN>} :

Using Proposition 4, we can assume that {p1,...,pnx} is the set of extreme points of
the dual ball {¢* < 1}.

For each i € {1,2,..., N}, let
M; ={qeR": p(q) = (¢.p:)} -

Notice that RY = M; U---U My, and the relative interiors {ri(M;),...,ri(My)} are
non-empty and pairwise disjoint.

We will utilize the following fact.
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Lemma 2. For each ¢ > 0, there is €. > 0 such that, if ¢ € {p > ¢} and I(q,€) =
{ie{1,2,...,N} : B(q,e) N M; # 0}, then

ﬂ M; #0 if €€ (0,€.).
1€Z(q,€)

Proof. Although it is not hard to prove the claim “by hand,” we give here an alter-
nate proof based on Durier’s so-called Diff-Max property [12], which is “cleaner” and
instructive since that property characterizes polyhedral Finsler norms.

A Finsler norm ¢ : R? — [0,00) is said to possess the Diff-Max property if, for
each ¢ € RY, there is ¢, > 0 such that dp(q’) C dp(q) for all ¢ € B(q,¢,). An
easy contradiction argument involving the upper semi-continuity of the subdifferential
establishes that any polyhedral Finsler norm has the Diff-Max property — see [12,
Theorem 5.1] for this and the converse.

Fix ¢ > 0. Since {¢ = ¢} is compact, we can fix {q1,...,qnv} € {¢ = ¢} and
{€1,...,en} C (0,00), with €; = ¢,, the radius from the Diff-Max property, such that

{p=c} C UB(Qi>€i/2)'

Let ¢ = min{e,...,en}. If ¢ € {¢ = ¢}, then there is i € {1,...,d} so that
B(q,€'/2) C B(q;,¢€;). Hence, if € € (0,€'/2] and j € Z(q, €), then

ﬂ M; 2 ﬂ M; # 0.
1€Z(q,€) 1€Z(qi,€5)

Alternatively, if p(q) > ¢, then

; - /
1= g le=ch and I(0¢/2) = 1@ 20@) ().
Since (2¢(q))~Y(ce') < € /2, the previous case implies that miel(q7g’) M; # 0. 0

We are now prepared to prove the first part of Proposition 9.

Proof of Proposition 9, part (a). Given € > 0, define f. = ¢ * 1., where (7)e>0 is a
standard mollifying family, that is, n.(z) = e (e~ 'z) with n € C*(R?) a nonnega-
tive, even function such that [, n(z)dz = 1.

In what follows, we fix ¢ > 0 and € € (0, ¢.) with €. the constant from Lemma 2.
Notice that D%y is the Radon measure given by

N
1 . )
Dp(dg) = 5> D b =03~ (0 = 23) @ (01 = p)H'™ sy (da).
i=1 j£i

From this, we deduce that

(27) D ZZ/ (q—q") 1 (dg) - lpi = pill ™ (i = ps) @ (pi — py).

=1 j#i 1OMJ
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Similarly, we can write
N
DQO(Q) = ZpiXMi(q)v
i=1
and, thus,
N
Dﬂ@)ZEZ/im@—qﬁw“m
i=1 7 Mi

Fixge {o>c}andlet T={ie{1,2,...,N}: sz- n.(q¢ —q')dq’ > 0}. Notice that,
in the notation of Lemma 2, we have ICT (q,€). From this and Lemma 2, it follows

that
(M #0.

iel

Up to renumbering, we can assume that {1,2,..., M} = Z for some M < N. The
one-homogeneity of ¢ implies that there is a ¢ € {¢ = 1} such that

(28) {pr, oo} S{pefe” <1} : (@) =1},

and, hence, conv({p1,...,pm}) C {¢* = 1}.

Let F' be the smallest face of {¢* < 1} containing conv({p1,...,pn}) and ob-
serve that, in view of (28), we have F' # {p* < 1}. Further, the relative inte-

rior of {p1,...,pn} is contained in ri(F'). Otherwise, we could find a smaller face
F’ C bdry F such that F' D conv({p1,...,pm}). In particular, Df.(¢) € ri(F) and

¢ (Dfe(q) = 1.

Finally, notice that, for each i, € Z, p; —pi € T(Dfe(q)). Indeed, since Df.(q) is a
relative interior point, we know that F' C p'+T (D f.(q)) for each p’ € F. Accordingly,
p; —pi € T(Df(q)) holds.

Observe that meMj ne(q—q') H¥ 1 (dq') > 0 only if fM@- ne(q—¢q') dg¢’ > 0 and fMj ne(q—
q')dq’" > 0. Thus, (27) can be simplified to

1 _ _
D*fe(q) = B) Z Z ne(q — q/)Hd H(dq) - Ipi —pjll Hpi —p;) @ (pi — pj)-

— = Jminm;
€L jeI\{i}

From this and the inclusion p;—p; € T(Df(q)) fori, j € 7, we obtain, using linearity,

D*f(q) € Sr(bys.(q)-
In particular, p*(Df.(q)) C Ker D?f.(g) by the definition of T(Df.(q)).
We conclude by setting f., = fen-1. U

Approximating norms. We now use the convex functions of the previous subsec-
tion to build the norms of part (b) of Proposition 9. The idea is simply that the
second derivative of a Finsler norm is determined by the second fundamental form
of its unit ball. Therefore, we only need to find convex sets that are appropriately
curved, and the inclusion D*f, ,,(q) € Sr(py..,.(q) Provides exactly this.
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Proof of Proposition 9, part (b). Fix ¢ € (0,1) and apply part (a) to find (f,)nen
smooth convex functions such that, as n — oo, f,, — f locally uniformly in {¢ > ¢}
and (22) holds.

Let E, = {f, < 1}, which is a convex set containing, for n large enough, the origin.
We claim that 0E, — {¢ = 1} in the Hausdorff distance as n — oo. Indeed,
if x, € OF, for each n € N, then f,(x,) = 1 and the local uniform convergence
implies that any accumulation point of (x,)nen is in {¢ = 1}. At the same time, if
xn, € {¢ = 1} for all n, then the identity ¢*(Df.,) = 1 in E, N {p > ¢} readily
implies that dist(x,,0E,) — 0 as n — co. Hence the claim is proved.

Let (¢n)nen be the Finsler norms so that {p, < 1} = E, for each n € N. Since 0F,,

is smooth for each n, we have (,),en € C?(R?\ {0}). We claim that, if ¢ € R\ {0}
and n € N, then D*¢,(q) € S(Dypn(q), ¢)-

To see this, fix n € N and g € {¢, =1} = 0E,,. In view of the fact that {¢, =1} =
{fn = 1}, the second fundamental forms coincide, that is,

D¥¢u(q) = (14 = Dgula) ® Dpu(a)) D*eula) (1d = Dila) © Dipua) )

= (14 - Df.(0) © D1.(0)) D*fula) (14 = DFufa) © DFala)).

Since szn(q)/g ST(Din\(q))’ we find D%p,,(q) € S(Df,.(q), ). Indeed, ifv € T(D f,(q)),
then v — (v, D f,.(¢)) D fn(q) € (Dfn(q)) ® T(Dfn(q)) and, thus,

(1= D.(0) ® DF.(0)) (v@ o) (14 = Dfula) © DFu(a)) € S(Dfula), ).

The fact that the desired inclusion property holds for elementary tensors of the form
vV ® v € ST(Df.(q) and linearity yield that it holds for all operators in S7(py, (). U

5. DISCRETE p-LAPLACE-LIKE SCHEMES IN GENERAL LATTICES

In this section, we show that the PDEs from [7], which include the p-Laplace-like
family of PDE (3), are compatible with Finsler norms and, hence, admit comparison
principles. As we shall see, the results of [7] remain true if we replace Z¢ by some
other lattice in R?. This leads to a whole class of operators analogous to (5) that,
although discontinuous in general, are compatible with Finsler geometries derived
from the choice of lattice.

For completeness, we first recall the basic set up and schemes studied in [7].

The discrete schemes in [7]. To start with, we fix a lattice A C R?, that is, a rank
d subgroup of R¢, and we choose a finite symmetric subset £ C A\ {0}; symmetry
here means that —F = E. We think of (A, E') as defining a graph so that (z,y) is an
edgeif x —y € E.
Associated to this graph there is a discrete gradient D¥ for functions v : A — R given
by

Dv(x) = {v(z +¢) — v(7)}eer.
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Finally, for each « € [1, 00|, we define operators MF : R — R by
MEW) =Med{v(z +¢e) —v(z) : e € E},

MEWV) = argmin, cp Z [V(e) —yl* if a < oo,
ecF

MEZ(V) = lim ME(V) = %mag( Vie) + %min V(e).
ec

a—00 ecE

Recall that the median Med(A) of a finite set A is defined in Section 2.1. When
a € (1,00), the minimum in the definition of M, is uniquely attained due to strict
convexity. Thus, the operators {MF},c(1,00) are well-defined.

We are interested in the limiting PDE obtained from schemes in (A, E) defined in the
following way: given u(® : A — R, the sequence (u™),enuqoy is defined recursively
by the rule

(30) u™(z) = u"V(z) + ME(VEL D (2)) ifz € A.

Limiting PDE. It was shown in [7] that, under suitable assumptions on (A, ), the
parabolic scaling of (u™),enuioy vields, in the limit n — oo, a whole class of PDE
generalizing (5). It turns out that, in every case, the piecewise linear geometry of the
underlying lattice manifests itself in the structure of the PDE. The convergence was
conditioned upon knowing that the limit problem admits a comparison principle, a
fact which follows from this paper.

(29)

Before stating the result, it is convenient to define the mathematical objects appearing
in the limit. First, let J, L : R? — P(E) be the set-valued maps

(31) J(p) = argmax,cp(p,€) and L(p) = argmin,p(p, c).
Next, we define the maps FE,Q,EE’Q ‘R? x S — R.
When «a =1, Fg; and FE! are given by
Fpi(p, X) =max{(Xe,e) : e € L(p)} and F¥'(p, X) =min{(Xe,e) : e € L(p)}.
An analogous formula holds when o = oo, namely,
Fpoo(p, X) =max {(Xe,e) : e€ J(p)},
(32) FE>(p, X) =min{(Xe,e) : ec J(p)}.

As discussed in Remark 1, the pair (Fg o, F B.o0) €ncodes a Finsler infinity Laplacian.
This is not true of (Fg,1, Fp ) as shown in Section B in the appendices.

Finally, when o € (1,00), it is convenient first to define G C R? by
G={peR?: mi]?|(p,e)| > 0}.
ec
Then Fg, : G x 8 — R is given by

Fralp X) = (X1l ?) " S el (e, o).

ecE eclk
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The operators FE,Q and F¥ are then the semi-continuous envelopes of F. E.a, that is,
Fra(p, X) = lim sup {Feo(p/, X) : p' € G, [l —pl <0},

EEﬂ(an) = 515(% inf {FE,a(p,>X) : p, € Ga ||p, _pH S 6} .

Notice that, when a > 2, F, = F¥ in (R?\ {0}) x S%. This is false when o < 2.

Concerning the parabolic scaling limit of (30), here is the main result, the second
part of which is due to [7].

Theorem 5. Suppose that A is a rank d subgroup of R and E C A\ {0} is a finite
subset such that —E = E. Assume, in addition, that E generates A, that is,

N
(33) A:{Zmiei:NEN, ml,...,mNEZ, 61,...,€NEE}.
i=1

Given ug € BUC(RY), if the sequences (UE"’)neNU{O} are defined so that ugo)(a:) =
uo(ex) and ul™ satisfies (30) for each € > 0, then
(i) there is a unique viscosity solution w € BUC(R?x[0,T]) of (7) with F = Fg,
and F = FE=,
(ii) u™ = u, that is,
lim sup {Jul™ () — u(y,s)| : (y,s) € RTx [0,T], |[ex — y|| + |®n — s| + € < 5} =0.

6—07t
The remainder of the Section is devoted to the proof of assertion (i) of the theorem.

When o € {1} U [2,00], assertion (ii) follows as in [7]. The range a € (1,2) is
admittedly a more challenging computation. Nonetheless, since the focus of this
paper is comparison results for the limiting PDE, we leave the remaining details as
an exercise for the interested reader.

Notice that, when A = Z¢ and E = {pe; : i € {1,2,...,d}, p € {—1,1}}, the
limiting PDE are precisely (3) and (6).

The case a = oo. As is already suggested by (29), when a = oo, the limiting
operators F'g o and F E:> encode an infinity Laplacian.

To see this, it suffices to prove the following lemma:

Lemma 3. Let g be the polyhedral norm with dual pp(p) = max{(p,e) : e € E},
the latter being a norm by (33). Let (G, G??) be the associated infinity Laplacian

PE =

operators given by (18). If p € RY and X € S(p, o), then
(34) G (p, X) < Fpoo(p, X) < E5%(p, X) < Gy (p, X).

The lemma implies, in particular, that (Fg o, F%°) satisfy (11) with the norm op.
Note that the other assumptions (8), (9), and (10) hold trivially. Therefore, the
comparison principle applies by Theorem 1 and Theorem 2.
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Proof of Lemma 3. This is a direct computation. The main point is that

0vp(p) = {q € conv(E) : (q,p) = ¢"(p)} -
O

Remark 1. The previous lemma exposes a fundamental reality in the approach taken
thoughout this paper. The operators F and F associated with (7) are usually am-
biguously defined. For instance, in the present example, the solutions of (7) with the
operators (F g, F¥'™°) are the same as those of (7) with (G,,,GF), even though
the inequalities in (34) can be strict for some vectors (p, X).

Note, however, that F and F are unambiguously defined whenever X € S(p, X).
(Indeed, they even coincide by fiat due to (11).) The proof of Theorem 1 shows that
the only information that is necessary to derive the comparison principle is the values
of these functions on pairs (p, X) with X € S(p,). We could have restricted the
domains of F and F to the set of such vectors from the outset, and even restricted
our definitions of viscosity sub- and super-solutions accordingly. For an exposition
following that approach in the context of level set PDEs, see Barles and Georgelin [4].

The case a € [2,00). As it was pointed out already, when « € [2, 00), the comparison
principle for the associated equation follows classically.

To put it another way, the operators (Fp.o, Fp,) satisfy (12) in this regime so, by
Proposition 1, they are compatible with the Euclidean norm. Hence comparison is
implied by Theorem 1 and Theorem 3.

The case a € [1,2). In this setting, the geometry is more complicated. We define
the norm ¢ . implicitly through its dual norm which is given by

(35) ) =max{ Y |(pe):ece B}

e’eE\{e,—e}

We leave it to the reader to check that ¢}, defines a polyhedral Finsler norm. Recall
that ¢ is polyhedral by Proposition 3.

As in the case a = oo, to apply Theorem 1 and Theorem 2, all that is left is to prove
that (Fgq, F®) is compatible with the norm ¢,- This is implied by the following
result.

Proposition 11. If a € [1,2), then, for each p € RY, if X € S,
FE,a(pa X) = EE’a(p> X)

Before proceeding to the proof, we remark that we do not know an enlightening
justification for the appearance of the norm (35) or a geometric interpretation of the
map (A, E) — vr — ¢5. Indeed, we only know that it works in the computations
that follow. Nonetheless, it may be worth explaining where it comes from.
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When A = Z% and E consists of the standard orthonormal basis together with its
antipodal points, the operators (F'p,1, ') are determined by

FE,l(an) = EE,l(p> X) = Xy if |Pz| < min{|p1|, Sy |pi—1|, |pi+1|, ) |Pd|}-
Consider the d = 3 setting. If we visualize the discontinuity set in the gradient
variable, ignoring the Hessian, this brings to mind the cube {p € R? : |py|, ..., |ps| <

1} with each 2-dimensional face subdivided into four congruent triangles. We can
associate to each triangle an opposing one that shares a boundary along one of the
1-dimensional faces of the cube. The operators (Fg 1, F p1) are then constant in the
union of any triangle and its opposing one.

As for the relevance of (35), we notice that, up to a constant factor, it coincides with
the example (17) of Section 2.1, and the unit ball {¢* < 1} is a rhombic dodecahedron.
One of the classical constructions of the rhombic dodecahedron proceeds by starting
with the cube and adding a pyramid to each face — see [27] or [26]. Projecting
the pyramids down onto the cube results in exactly the triangles mentioned in the
previous paragraph.

Proof of Proposition 11. To start with, it will be convenient to define £ C A by
E= { Z p(ee 1 e€FE, pe {—1,1}E\{6}}.
e’€E\{e,—e}

Given p € R?, we let E(p) denote the subset of E given by
E(p)={q€E : (p,q) = g,(p)}.

The following result relates F to ¥, L (see (31)), and T (-, ) and will be useful in
the sequel:

Proposition 12. (i) For each p € R, ©5(p) = max{(p,q) : q € EY and d¢3,(0) =
conv(E).

(ii) Given p € R\ {0}, e € L(p) if and only if 03,(P) = X cm\fe,—ey [{P: €)|. Further-
more, if e,e’ € L(p), then |(p,e)| = [(p, €)|.

(iii) For each p € RY, Tp.ey) = E(p)*.

Proof. (i) The formula for 7, follows directly from its definition and that of E. The

inclusion 97, (0) 2 conv(E) follows immediately. The opposite inclusion can be
proved by contrapositive using separating hyperplanes.

(ii) If e € L(p), then, for each €’ € E,
Yo e =20+ > [(p,€")]

e’eE\{e,—e} e’eE\{e,e,—e,—¢'}

> 2[(p, )| + > (. eNl= > lpe

e’eE\{e,e’,—e,—e'} e’eE\{e/,—e'}
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with equality if and only if [(p,e’)| = |(p,e)|. Hence @7(p) = > vcpm (e [(Ps€”)]
and the map v — |(p,v)| is constant in L(p).

(iii) First, we claim that E(p) C 9¢,(p). Indeed, since EC 9¢,(0), we know that
03, (p) = {q € 0g3,(0) : %(p) = (p,0)} 2 E(p).

Thus, T (p,¢,,) = 0¢%(p)* C E(p)*.

To prove the opposite inclusion, we first show that d¢} (p) = conv(E(p)). What

we already proved implies that conv(E(p)) C 9¢},(p). To see that equality holds,

observe that, if ¢ € dp},(p), then ¢ € 9y} (0) = conv(E). Tt follows that we can fix
{1, .,qn} C F and {A1,..., An} € [0,1] such that Zf\il Ai=1land g= Zf\il NiGi-
Moreover, ¢ € 97} (p) yields

N

et (p) = {a.p) = > _ Nilai.p) < Z X (p) = ¢ (p).

i=1

It follows that (g;,p) = ¢}, (p) for each i € {1,2,...,N}. In other words, ¢ €

conv(E(p)), and, hence, 9o (p) C conv(E(p))

Finally, suppose that v € E (p)t. By deﬁnition~7 this means the linear functiongl
0, : R® — R given by ¢,(q) = (g, v) vanishes in E(p). Hence it vanishes in conv(E(p)) =
9%, (p), which is to say that v € 8£*E(p)L. Thus, E(p)* C 0£*E(p)L =T ¢,) O

We are now prepared to state and prove the main identity underlying Proposition 11.
In what follows, given p € R?\ {0}, define p, : E — {—1,1} and ¢, : E — E by

) i1 0)) > 0,

ae)= D pple)e and pye) =1 [(p.e)

|
e'€E\{e,—e} 1 otherwise.

Proposition 13. Let p € R\ {0} and suppose that v € ’T(p,gE). For each e, e’ €
L(p), we have

pp(e)(p,e) = pp(e)(p,€) and py(e){v,e) = py(e)(v, €).

Proof. First, we prove the identity for v. Given e, e’ € L(p), Proposition 12 implies
that g,(e), g,(¢') € E(p). Thus, by the definition of T(p, ¢ ),

0=(v,q(e)) = > pple){v,e",
e’eE\{e,—e}

and

2pOve) == S ple)ve") = 20,(e) (v, €.

e’eE\{e,e',—e,—e'}
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Next, we invoke Proposition 12 to see that the inclusion {e,e’} C L(p) implies
|(p,e)| = |(p,€')|. Hence, by the definition of p,,

pp(e)(p,e) = (p,e)| = [(p, )| = pp(e) (D, €).

All that remains is to prove Proposition 11.

Proof of Proposition 11. To start with, we claim that, if X € S(p,gE), then the
quadratic form v — (Xwv,v) is constant in L(p). Note that, by linearity, it suffices to
prove this when X is an element of the spanning set

{pevtovep:veT(pe ) U{ver +v@v: v,0 €T(pe,)}U{p@p}
For such tensors, the desired identity follows directly from Proposition 13. Indeed, if
u, v’ € {p}UT(p,¢,) and e, e’ € L(p), then
(uu'+u'®@u)e, e) = 2p,(e)*(u, e) (u', e) = 2p,(e")* (u, &) (v, €') = ((uRu'+u'®@u)e, ).
This proves that the quadratic form induced by v ® v’ + v’ ® u is constant in L(p).

From the previous computation, we see that, if X € S(p, ¢ E), then the identity

Fri(p, X) = FFY(p, X) follows immediately from the definitions. If & € (1,2), then
discontinuities only occur when p ¢ G, that is, when v — |(v, p)| vanishes in L(p).
On the other hand, for such «, a short calculation shows that, if p € R¢\ G, then

FE,a(p7 X) = FE',I(pu X) and EE’a(pv X) = EE’I(pv X)
Hence, once again, Fp o(p, X) = F¥%(p, X) holds if X € S(p,gE). d

6. L°°—VARIATIONAL PROBLEMS

Here we discuss some of the consequences of our results for the theory of L —variational
problems involving the infinity Laplacian associated with a Finsler norm.

Throughout this section, we will avail ourselves of the results in Appendix A, espe-
cially Proposition 15 and Proposition 16. These provide comparison results for elliptic
PDE involving the infinity Laplacian operator associated with an arbitrary Finsler
norm in R2,

p-infinity harmonic functions. Recall that in Section 4, we showed that the cone
comparison properties of the variational approach to ¢-infinity harmonic functions
are equivalent to the viscosity theoretic ones when ¢ is polyhedral or C2. We now
show, by a slightly more cumbersome but similar argument, that this is true whenever
¢ is “nice enough,” that is, (13) holds.

Theorem 6. If ¢ is a Finsler norm in R? satisfying (13), then w € CCA,(Q) (resp.
v e CCB,(R)) if and only if

—(D?*w - 9p* (Dw), 0p*(Dw)) <0 in
(resp. — (D*v - 0p*(Dv), 0¢*(Dv)) >0 in Q).
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Before proceeding to the proof of Theorem 6, we state a well-known fact from the
theory of L® —variational problems, which will be used in the sequel. Here, we give
a somewhat unconventional (but easy) viscosity theoretic proof.

Lemma 4. If ¢ is a Finsler norm in R%, then —(D?p - dp* (D), dp*(Dyp)) = 0 in
the viscosity sense in R4\ {0}.

It is possible to prove the lemma by first showing that ¢ has both cone comparison
properties and invoking the well-known “if” implication of Theorem 6. Note that this
can also be checked “by hand,” invoking the definition of viscosity solution directly
and employing elementary convex analytic arguments.

Proof. Let (¢n)nen € C?*(R4\ {0}) be a sequence of Finsler norms such that, as
n — 00, p, — ¢ locally uniformly in R?. By Proposition 7, these norms satisfy, for
each n € N,

~(D%py - 95, (Dipn), 9, (Dpy)) = 0 in R\ {0},
Notice that ¢* — ¢* locally uniformly in R?. Therefore, using Proposition 2 and a

standard stability argument, we conclude that —(D?p - dp*(Dy), 0p*(Dy)) = 0 in
R\ {0}. O

Proof of Theorem 6. We will prove the statement for p-infinity subharmonic functions
since the statement for superharmonic functions follows as a consequence.

If w e CCAL(R), then, arguing exactly as in [3], yields that w satisfies the differential
inequality

(36) — (0¢* (Dw), D*wde*(Dw)) < 0.

Suppose now that w satisfies (36) in the viscosity sense in 2. Given V CC € open,
¢>0,and zg ¢ V, we claim that

(37)  sup{w(z) —cp(r —x9) : v € V} <max{w(x) —cp(x —x9) : x €IV},

We will prove this by making a small perturbation that puts us into the situation
described by Proposition 6 and Proposition 15.

Notice that, by Lemma 4, the function C' : R?\ {2y} — R given by C(x) = cp(z — )
satisfies —(D2C - 0p*(DC), dp*(DC)) > 0 in R\ {0}.

Furthermore, a direct computation shows that, for small €, the perturbation C¢ given
by C¢(z) = cp(x — 1) — ep(x — x0)? satisfies, for € > 0 small enough,

—(D*C* - 0¢* (DC*),00* (DC))
= —(c = 2ecCD*C - 0p*(DC), 0p*(DC)) 4 2ep*(DC)? > €.
Thus, Proposition 6 and Proposition 15 imply that
sup{w(z) —C(z) : € V} <sup{w(y) —C(y) : y € OV}.

Since this is true for any € > 0 small enough, (37) follows. O
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A characterization of distance functions. The following boundary value problem
arises in the p — oo limit of certain variational problems in VVO1 P

(38) min {¢*(Du) — 1, —(D*u- 0" (Du), 00" (Du))} =0 in Q, u=0 on 0.
It was shown in [15] that (38) has a unique solution when ¢ is the ¢! —norm and €2 is
convex. In what follows, we extend this to the class of norms considered earlier.

Recall that, if ¢ is a Finsler norm in R? and  C R? is open, then the function
dist, (-, 0Q2) defined by

dist,(z,0Q) = inf {p(z —y) : y € 0N}
is the unique viscosity solution of the associated Eikonal equation
(39) " (Dd)—1=0 in Q2 and d=0 on 0.
Furthermore, the subadditivity of ¢ gives that, for each open subset O C (2,
dist,,(z, 082) = inf {dist,(y,0Q) + p(x —y) : y € 00} ifx € O.

Theorem 7. Let ¢ be a Finsler norm satisfying (13). Given a bounded open set
Q CRY ifw e USC(Q) is a viscosity subsolution of (38) and v € LSC(Q), a
supersolution, then

w < dist,(-,00Q) <v in Q.

Furthermore, dist,(-,00) is the unique viscosity solution.

Proof. First, as mentioned above, d = dist,(-,0€2) being a solution of (39) is also a
subsolution of (38). Further, by definition, d is the infimum of a family of cones, each
of which is a ¢-infinity harmonic function in 2. Therefore, —(D?*d-0p*(Dd), d¢*(Dd)) >
0 in €. This proves d is also a viscosity supersolution, hence it is a solution.

Next, if v is a supersolution, then ¢*(Dv)—1 > 0 in Q. Therefore, by the comparison
principle associated with (39), we have v > dist, (-, 0).

Finally, suppose that w is a subsolution. We claim that, for each y € 0€2,
w(r) <elr—y) ifxel

To prove this, we will modify the function z — C(z) = ¢(z — y) so that it is a strict
supersolution of (38) in €.

We claim that there is a constant A > 0 such that, for each ¢ > 0, we can find a C* €

C(12) that is a strict supersolution of (38) in € and such that ||[C° — C|| g () < Ae.
To see this, define C*¢ by

1 _
C(x) = (1+ 29p(x — 9) - 2el 12 @yl ~ )"
Since 2 — ||C’||Zfo(m<p(:)s —y)? > 11in Q, we have
©*(DC)—1>¢€ in (.
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Further, since C is @-infinity harmonic in Q and (p, d¢*(p)) = ©*(p) for all p € RY,
we can compute

—(D*C*- 0p"(DC*), 09" (DC)) = —(1 + 2€ — [|C|| 12 ) €){D*C - 0™ (DC), 0™ (DC))
FICN2 0" (DOY 2 [IClI72 e
This proves that C* is a strict supersolution of (38) in €.

Applying one of Proposition 6 or Proposition 15 to w and the function x — C¢(x)+ Ae,
we find
sup {w(x) — C(x) : x € Q} < Ae,
and, thus,
sup{w(x) — C(z) : z € Q} < 2Ae.
We conclude upon sending € — 0. O

A nonlinear eigenvalue problem. Finally, we revisit the principal eigenvalue prob-
lem for the Finsler infinity Laplacian (18). For a given bounded open set Q C R,
this is the boundary value problem

{ min {p*(Du) — Au, —(D*u - d¢p*(Du), 0p*(Du)} =0 in €,

(40) u=0 on 09,

which has been studied when ¢* € C*(R¢\ {0}) in [5].

By approximating a given Finsler norm ¢ with smoother ones, it is possible to prove
that (40) always has a viscosity solution minimizing an L°—variational problem.

Proposition 14. Given a Finsler norm ¢ : R — [0,00) and a bounded domain
Q C R4, there exist Aoo(p) > 0 and a Lipschitz continuous function u : Q — [0, 00)
solving (40) in the viscosity sense and

lellzeeqo Tollz=c)

cv € W&"’O(Q)} .

When ¢ satisfies our main assumptions (13), we can prove that any viscosity solution
of (40) is positive and A is unique.

Theorem 8. Given a Finsler norm ¢ satisfying (13) and a bounded open set 3 C R,
if u:Q —[0,00) is a viscosity solution of (40) for some A > 0, then

u>0 mQ, A=Ao(p).
The proof follows as in [5], the only new necessary ingredient being Proposition 6 and

Proposition 15. To start with, if  is a viscosity solution of (40) and v = log(u), then
v is a viscosity solution of the PDE:

(42) { min {p*(Dv) — A, —(D%v - dp*(Dv), dp*(Dv) — p*(Dv)*)} =0 in Q,
lims_,o+ max {v(z) : dist(z,0Q) <0} = —o0.

Here, exactly as in [19], we can prove a comparison principle for (42) provided at
least one is finite on the boundary.
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Theorem 9. If ¢ is a Finsler norm satisfying (13), Q C R? is a bounded open set,
and (w,v) € USC () x LSC(Q) satisfy

min {¢*(Dw) — A, —(D*w - d¢*(Dw), d¢*(Dw)) — ¢*(Dw)*} <0 in Q
min {¢*(Dv) — A, —(D*v - dp*(Dv), ¢*(Dv)) — ¢*(Dv)*} >0 in €,
51i:%1+ sup{w(z) —v(y) : ||z —y| + dist(x,0Q) + dist(y, Q) < §} <0,
_>
then w < wv in €.

Proof. As shown in [5], we can find a strict positive supersolution o, such that ||, —
V|| @) < 2¢. Applying the propositions to ¢ and @, + 3¢, we find
sup{w(z) — v(z) : = € 2} < 3e.
and, thus,
sup{w(z) —v(z) : z € Q} < be.
We conclude upon sending € — 0. U

Using Theorem 9, the proof of Theorem 8 follows as in [5].

APPENDIX A. DIMENSION TwO

When d = 2, the simple geometry allows to easily cook up nice norms to use in a
comparison proof. This enables us to generalize the comparison principle to operators
adapted to arbitrary norms provided we impose slightly stronger assumptions.

In what follows, we consider operators F, F : R? x S? — R with the property that
there is a sequence (e, ),eny € ST such that

{F(aen,X) — Flaen, X)

43 lim su ca>0,n>N, Xe8) =0,
( p

Pt L+ X

(44) F(ae,, X) = F(ae,, X) ifa>0, neN, X e€S,,,

(45) F(p. X) = E(p. X) if (n.X) € <R2 U R+{en}) ‘8.
n=1

Below we show that these assumptions apply, in particular, to an arbitrary infinity
Laplace operator.

The following theorem is a slight variation of the one appearing in [20].

Theorem 10. Suppose that F, F : R? x S? — R satisfy (8), (9), (10), (43), and (45).
Ifw e USC(R? x (0,T)) and v € LSC(R? x (0,T)) are bounded and

w; — F(Dw, D*w) <0 in R? x (0,T),

v, — F(Dv,D*v) >0 in R? x (0,T),

lim sup {w"(z,0) = v.(y,0) : [lv —yl| <0} <0,
§—0t

then w < v holds in R* x (0,T). Furthermore, for each ug € BUC(R?), there is a
unique bounded viscosity solution u of (7).
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Since the theorem follows by arguing exactly as in [20], we do not repeat the proof
here. The idea is that (43) implies that, up to a small error, F' and F coincide at all
but finitely many points. For operators with finitely many discontinuities, it is easy
to find Finsler norms ¢ such that (11) holds. However, [20] shows how to construct
a sequence of such norms that exploit (43).

Arguing similarly, we obtain the following comparison result for elliptic problems.

Proposition 15. Under the assumptions of Theorem 10, if U C R? is a bounded open
set, f:Q — (0,00) is a positive continuous function, and (w,v) € USC(Q)x LSC ()
satisfy
—F(Dw,D*w) <0 in Q, —FE(Dv,D*)>f in Q,
61im+ sup{w(z) —v(y) : ||z —y| <6, dist(x,00) + dist(y,00) <o} <0,
—0

then
sup{w(z) —ov(z) : x € Q} <0.

Application: Equations involving infinity Laplacian operators. For our pur-
pose, the main applications of Theorem 10 and Proposition 15 are equations involving
the infinity Laplacian operator with respect to an arbitrary Finsler norm . All that
we need to justify this assertion is to verify that, if ¢ is a Finsler norm in R?, the pair
(F, F) satisfies (43), (44), and (45).

The basic point that we need is the following lemma.
Lemma 5. If ¢ : R? — [0,00) is a Finsler norm and ¥ = {q € S' : #d(q) > 1}

1s the set of directions in which 1 is not differentiable, then . is countable and, for
any 0 > 0, there is an N € NU {0} such that

sup { diam(9(e)) : e € S*\ {e1,...,en}} < 0.
Proof. We argue, first, that .¥ is countable and, second, that, for each 6 > 0, we have
#{q €. : diam(0y(q)) > o} < oc.

To see that .7 is countable, observe that to each ¢ € S!, we can associate a cone
K,={z € R* : z = ap for some p € 9Y(q), a > 0}. Notice that K, has nonempty
interior if and only if ¢ € .. In particular, {rint(K,) : ¢ € .} is a pairwise disjoint
family of open subsets of R?. By the separability of R?, . must be countable.

Next, observe that, for each ¢ € ., the subdifferential 9y (q) is a one-dimensional
face of {1p* < 1} which, being convex, has finite perimeter. Accordingly, we can
compute

oo > H({p" =1}) > > HYW(9) = Y diam(9u(q)).

q€S qeS
Therefore, for any ¢ > 0, at most finitely many ¢ € . have diam(9¢(q)) > 0. O

The previous lemma implies that, for any Finsler norm ¢ in R?, the infinity caloric
equation satisfies the asymptotic consistency condition (43).
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Proposition 16. If ¢ is a Finsler norm in R?, the pair (F, F) is given by (18), and,
if (en)nen C S are the directions in which ¢©* is not differentiable, then (43), (44),
and (45) all hold.

Proof. By Lemma 5, for each § > 0, we can choose N € N such that
sup{ll¢' — qll : ¢,¢' € 9p”(en), n > N} <.
Then (43) holds, since, by the definition of (F*, F),

F*(ae,, X) — F.(ae,, X)
Ssu
P 1+ X

:a>0,n2N,X682}§52.

For any n € N, we know that S,y C S(en, ) by definition. Therefore, Proposition
5 implies (44) directly.

At the same time, by the choice of (e,)nen, we know that dp*(p) = {Dy*(p)} if
p ¢ U2 R {e,}. Therefore, (45) is an immediate consequence of the definitions. [

Combining Proposition 16 and Theorem 10, we deduce a comparison result for the
infinity caloric equation with respect to an arbitrary norm in R?:

Corollary 1. Suppose that ¢ : R? — [0, 00) is any Finsler norm. If w € USC(R? x
(0,7)) and v € LSC(R? x (0,T)) are bounded and satisfy

w; — (D*w - Op* (Dw), dp*(Dw)) <0 in R* x
vy — (D% - 0p*(Dv), p*(Dv)) >0 in R* x
Jim sup {w*(2,0) = vi(y, 0) + [lz —y] <} <0,

then w < v in R x (0, 7).

Comparison results for elliptic analogues can also be derived by invoking Proposition
16 with Proposition 15. This is fully explained in Section 6 above.

APPENDIX B. AUXILIARY COMPUTATIONS

Generalized tangent spaces of the /*°—norm. Consider the case when ¢ is the
¢*—norm, that is, p(q) = Zle |g:|. In this case, as is well known, ¢*(p) = max; |p;|.
Let us compute the generalized tangent spaces T (-, ¢) and space of matrices S(-, ¢)
for this example.

In general, if ¥ is any Finsler norm, then 7(0,¢) = {0}. This follows immediately
from the fact that 0¢)*(0) contains a neighborhood of the origin. From this, we deduce
that S(0,1) = {0} independently of 1.

Hence we only need to consider p € R%\ {0}. It will be convenient to introduce some
notation.

First, we let {é;,..., &4} denote the standard orthonormal basis in R?. Let E denote
the extreme points of {¢* < 1}, that is, the set

E:{pél | pe{_171}7 Z€{1>2vvd}}
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and define the set-valued maps J : R¢ — P(FE) by
J(p) = argmax, p(p,e), L(p) = argmin, ;(p,e).

Given p € R?\ {0}, an elementary computation shows that the subdifferential d¢*(p)
is determined by

d¢*(p) = conv(J(p)).
Thus, the generalized tangent space T (p, ) is
T(p. @) = 09" ()" = J(p)* = span({ex | ol < ¥ (0)}).

From this and some elementary linear algebra, we find that the linear subspaces
(p) ® T (p, ) can be written in the form

p) & T, p) = < > €> @ span{ey | [pi] < ¢*(p)}-

e€J(p)
Notice that the dimension of these subspaces equals d — #J(p) + 1. Finally, by
definition, S(p, ¢) equals the set of symmetric matrices on this subspace.
F} is not a Finsler infinity Laplacian. We show that the operator F} of (4) cannot

be rewritten as a Finsler infinity Laplacian. We argue by contradiction.

Suppose that Fi(p, X) = (X0¢*(p),0p*(p)) for some Finsler norm ¢. Using the
definition of F}, this implies that, for each i € {1,2,...,d}, ¢* is piecewise linear in
the set {p € R? : |p;| < |p;| if j # i} and

Xii = Fi(p, X) = (XD (p), De*(p)) i [pi| <min{|pa|,..., [picals [pisal, - - [pal}-
Note that this holds independently of the choice of X € 8. Thus,

(46)  D¢"(p) € {ei, —ei if [pi| <min{[pal,. . [pials [pisal, - - |pal -

Fixani € {1,2,...,d} and p € RO\{0} with |p;| < min{|p1|, ..., |[pic1l, |piz1l,- -, |pal}-
It follows from (15) and (46) that we can fix a p € {—1,1} such that
ppi = (D¢ (p), p) = ¢ (p)-
Assuming without loss of generality that p; > 0, and replacing p by p + aé; for some
a >0 give
ppi = (D¢"(p+ 1), p + ae) = ¢ (p + ae).
At the same time, since ¢* is a Finsler norm,
. _ : “(p _

eo+ae) 2t { £y e w0+ ol
The desired contradiction now follows, since
¢ ()

Il

pp; = lim ¢*(p+ aey) > inf{ cp € RT\ {O}} - lim [|p + aé || = oc.
a—00 a—00
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