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ABSTRACT:
Thermoacoustic refrigerators exploit the thermodynamic interaction between oscillating gas particles and a porous

solid to generate a temperature gradient that provides a cooling effect. In this work, we present a resonator with dual

enclosed driver end-caps and show that the temperature gradient across a ceramic thermoacoustic element placed in

the cavity could be controlled by modifying the phase difference of the drivers, thus enabling precise control of the

refrigeration capability via the temperature difference. Through DELTAEC simulation results, the response of the tem-

perature gradient to various dynamic boundary conditions that alter the time-phasing and wave dynamics in the reso-

nator are demonstrated. An experimental apparatus is constructed with two moving-coil speakers and a ceramic

stack, which is shown to exhibit a temperature gradient along its length, based on the traveling-wave-like nature of

the acoustic wave excited by the speakers. By adjusting the relative phase lag between the two speakers, the tempera-

ture gradient across the stack is made to increase, decrease, or flip sign. Finally, a desired temperature difference that

changes in time is achieved. The results presented in this work represent a key conceptual advancement of

thermoacoustic-based temperature control devices that can better serve in extreme environments and precision

applications.VC 2023 Acoustical Society of America. https://doi.org/10.1121/10.0023954
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I. INTRODUCTION

Thermoacoustic refrigeration devices have been of inter-

est for several decades, with applications ranging from cool-

ing of electronic parts1 to large-scale industrial processes.2,3

Thermoacoustic refrigerators (TARs) rely on the thermody-

namic interaction between moving air particles and a solid

porous medium to generate a steep temperature gradient,

which allows these devices to act as robust heat pumps with

few moving parts, no sliding seals, and without the need for

specialty materials like semiconductors.4–7 TARs are attrac-

tive options for remote settings (such as aboard spacecraft8)

due to their simple and robust operating mechanisms and low

level of induced mechanical vibration (compared to many

rotary systems). They also represent an environmentally

friendly alternative to traditional cooling systems because

they do not require refrigerants or other chemicals.

One exciting early example of a TAR used in practice

was the Space ThermoAcoustic Refrigerator (STAR), which

utilized an electrodynamic loudspeaker to generate a 400Hz

sound wave within a closed quarter-wavelength resonator.

The wave interacted with a polyester film porous cylindrical

stack and generated a temperature gradient such that the

cold side was 0.8 times the temperature of the hot side at a

heat load of 2W.8 Earlier work presented by Hofler showed

that a conceptually similar design achieved a temperature

ratio of 0.66; this work also provided extensive analysis and

characterization of the system performance.9 More recently,

thermoacoustic cryocooling has found application in the

James Webb Telescope,10–12 where a dual driver pulse tube

is utilized to create a standing wave in a resonator that is

embedded with heat exchangers made of thin metal sheets

to help in the cooling process of the onboard Mid-InfraRed

Instrument (MIRI) camera. A comprehensive description of

thermoacoustic engines in general, including thermoacousti-

cally-driven refrigerators, was given by Swift,13 along with

a highly instructive one-dimensional theoretical framework

(based on Rott’s linear theory) and overview of experimen-

tal considerations.14

Since these foundational efforts have established the

primary operating principles of TARs, additional features

have been incorporated to improve the overall performance

or realize new functionalities in TARs. Raspet et al. showed
that the performance of a TAR depends strongly on the

acoustic standing wave ratio. The highest coefficient of per-

formance was achieved when there was a significant

traveling-wave component in the refrigerator,15 which con-

firmed earlier results presented by Hofler.16 Several papers

have investigated the performance of thermoacoustic

engines—prime movers used to generate sound waves from

heat—under active control schemes17–19 and piezoelectric

coupling.20–25 Acoustic oscillations in small-scale thermo-

acoustic resonators are typically standing waves that exhibit

a pressure-velocity time-phasing that is detrimental to the
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acoustic power output of conventional systems.26 Actively

controlled thermoacoustic devices that excite hybrid

standing/traveling waves by sensitively tuning this phasing

have been recently shown to increase the amount of extract-

able acoustic power in such engines.27

These concepts are of key interest for TAR applications as

well. For example, Shearer and Hofmann demonstrated a

method to control the driving frequency of a TAR such that it is

optimized to maintain the resonance frequency of the acoustic

system without the need for external sensors.28 Poignand et al.
generated optimal acoustic fields for refrigeration in a highly

compact form factor using multiple transducers; their work

showed that the optimal acoustic field differed significantly

from a traditional standing acoustic wave.29 Ramadan et al.
developed and tested a compact TAR that utilized two electro-

acoustic transducers to achieve improved performance.30 Their

results show significantly improved specific cooling capacity

overall and an optimal transducer phasing, which was in good

agreement with the numerical model. Recent work by Chen

and Xu showed that the direction of heat flow through the

porous material was altered when two controlled drivers were

utilized in an annular shaped thermoacoustic engine, and the

temperature difference was dependent on the resonating fre-

quency of the system.31 Widyaparaga et al. showed experimen-

tally that a dual acoustic driver configuration could yield

controlled acoustic power flow and standing/traveling-wave

dynamics with good refrigeration performance and that the sys-

tem could be used for heating or cooling by altering the control

transducer phasing.32,33

In this work, we more closely investigate the acoustic

wave dynamics to better understand the influence of the

relative driving phase difference between a pair of trans-

ducers in refrigeration applications. Both simulation and

experimental results are presented that demonstrate the

utility of actively controlling the boundary conditions (i.e.,

the transducers) for increasing the temperature gradient

across the thermoacoustic element and thereby increasing

the system’s refrigeration capacity. The capability to con-

trol the temperature in real time using the dynamic trans-

ducer boundaries is demonstrated theoretically by

computing key acoustic wave metrics such as the wave

eccentricity, as well as experimentally. The relationships

established at the beginning of this work are shown to be

crucial for enabling control of both the temperature gradi-

ent magnitude and direction. The novel capability of

adjusting acoustic power flow opens the door to wide-

ranging applications in more precise temperature control

and refrigeration functions, such as improved sensor stabil-

ity in extreme environments and environmentally friendly

localized cooling.

II. THEORETICAL MODELING

Arguably the most influential mathematical descrip-

tion of an acoustic system with longitudinal temperature

variations was derived by Nikolaus Rott in 196934 and pop-

ularized by Greg Swift in the early 1990s.13,14 The

model will be employed using the computer program

DELTAEC. The key variables are the acoustic pressure,

pðx; tÞ ¼ p1ðxÞe�ixt, the gas particle volume velocity,

vðx; tÞ ¼ v1ðxÞe�ixt, the total energy, _HðxÞ, and the temper-

ature, T(x). The pressure and velocity spatial functions are

complex, p1ðxÞ 2 C and v1ðxÞ 2 C, while the energy and

temperature are real.

A. Standing wave ratio and wave eccentricity

The pressure waveform can be represented as a sum of

complex exponentials,

pðx; tÞ ¼ e�ixt Wþe
ikx þW�e

�ikx
� �

; (1)

where x is the frequency of oscillation, k is the wavenum-

ber, and under nondispersive assumptions, the speed of

sound satisfies c ¼ x=k. The complex coefficients Wþ and

W� define the amplitude and phase of a leftward- and a

rightward-traveling wave, respectively, which are superim-

posed to realize the total pressure wave, p(x,t). The fre-

quency of oscillation, x, depends on the excitation source or

the tube length.35 The complex wave amplitude terms Wþ
and W� depend on the boundary conditions and the excita-

tion source: if the tube is infinitely long, Wþ ¼ 0 because-

there are no reflections and no wave can travel in the –x
direction. If the tube is rigidly closed at both ends,

jWþj ¼ jW�j and the two traveling-wave components have

equal amplitudes; the result is a perfect standing wave.

In a pure standing wave, the net output power is zero

because the acoustic pressure and particle velocity are out of

phase:36 i.e., the wave can do no work because the force and

motion are not synchronized. Previous studies have shown

that traveling-wave TARs are more capable than standing-

wave engines, and therefore it is desirable to generate a trav-

eling wave to improve the refrigeration performance of the

system. One method to quantify the wave as either standing,

traveling, or something in between is the wave eccentric-

ity.27 The eccentricity is defined as

ec ¼
jWþj � jW�j
jWþj þ jW�j

: (2)

The eccentricity, ec, is named as such because it is propor-

tional to the eccentricity of the ellipse traced by the sum of the

complex phasorsWþ andW� as the position in space is varied

at one time instant.27,37 It is important to note that this defini-

tion of ellipse eccentricity is nonstandard, but it is very well

suited to this application. Typically, eccentricity increases as a

circle is “squished”: i.e., the eccentricity of a perfect circle is

zero, and a parabola has eccentricity of unity. In this work, we

define the eccentricity to be the ratio of the semi-minor to

semi-major axis, which gives a value of unity for a perfect cir-

cle (pure traveling wave) and a value of zero when the ellipse

degenerates into a line (standing wave) because this definition

has been frequently used in previous literature pertaining to

this topic area.27,37 The end goal of this work is to experimen-

tally demonstrate that controlling the relative phase of the
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velocities of the resonator boundaries can increase the magni-

tude of the wave eccentricity, ec, generating a traveling wave

(or dynamics that are more traveling-wave-like) in the system.

Increasing the eccentricity changes the temperature difference,

thereby improving the refrigeration capabilities of the system

through boundary condition control.

B. Eccentricity computation

The wave eccentricity can be computed online, as dem-

onstrated by Bucher,37 but in the case of limited spatial

sensing capabilities (i.e., only a few available microphones),

it can be also computed offline using a gradient based opti-

mization with a set of time-series data. For a set of Ns micro-

phones, in one experimental trial there are Nt data points

collected at each sensor. To find the eccentricity, the ideal

sinusoidal pressure waveform,

p̂ðx; tÞ ¼ e�ix̂tŴðxÞ

¼ e�ix̂t Ŵþe
ik̂x þ Ŵ�e

�ik̂x

� �
; (3)

must be determined, where ð �̂ Þ indicates an estimated quan-

tity that will result from a curve fitting operation with Eq.

(3) as the model. For example, p̂ðx; tÞ is the estimated ver-

sion of p(x, t), and so on. Additionally, the notations ð�Þsim
and ð�Þ exp will henceforth be used to denote simulated and

experimental quantities, respectively.

C. DELTAEC model description

DELTAEC is a physics simulation software made available

for free from Los Alamos National Laboratory.38,39 A model

of the thermoacoustic system under investigation in this

work was developed using DELTAEC, and an overview of the

model is shown in Fig. 1. The system under consideration is

referred to as a thermoacoustic refrigerator with dual-

electroacoustic actuators (TARDE). The TARDE DELTAEC

model consists of 16 segments, including components such

as resonators, ducts, and thermoacoustic elements, as well

as individual segments that represent mathematical opera-

tions on the state variables. The segments can be seen in the

schematic view in the bottom of Fig. 1. The segments repre-

sent the following, from left to right: 0, a rigid cap for the

BEGIN segment; 1, a thermal anchor segment; 2, a short

length of duct; 3, a moving-coil speaker (actuator A); 4, a
conical section; 5, a small diameter duct; 6, a math segment

to compute the pressure velocity phasing; 7, a segment to

represent the material surrounding the stack; 8, a square-

pore thermoacoustic stack; 9, a math segment to compute

the temperature difference across the stack; 10, a short

length of steel duct; 11, an anchor; 12, a long polycarbonate

resonator duct; 13, a conical section; 14, another moving-

coil speaker (actuator B) with 15, a short length of duct; and

finally, 16, a rigid cap. The guesses and targets are summa-

rized in the lower table: the guesses are initial pressure mag-

nitude and phase at the BEGIN segment, and the targets are

zero real and imaginary acoustic impedance at the rigid cap

HARDEND (segment 16). The DELTAEC system model as

described amounts to solving the following problem: For a

given input voltage magnitude and phase to each speaker,

what are the resulting pressure magnitude and phase that

will satisfy the zero-particle velocity condition at the right-

most rigid cap? The zero velocity condition at the left-most

rigid cap, near speaker A, is satisfied intrinsically by forcing

zero velocity there. Once the impedance conditions are

FIG. 1. (Color online) Overview of the

DELTAEC model for a thermoacoustic

refrigerator with dual-electroacoustic

actuators (TARDE).
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satisfied, the state variables along the engine are known and

the refrigeration performance can be analyzed.

The variables of interest for this work are the complex

acoustic pressure, pDECðx; 0Þ, computed via DELTAEC, which

is returned as a spatial amplitude, and the temperature at

each end of the stack, T1;sim and T2;sim. The complex pres-

sure amplitude returned by DELTAEC is “animated” in time so

that it can be directly used in the fitting procedure described

in Sec. II B. The full simulated pressure waveform then

becomes

psimðx; tÞ ¼ e�ixtpDECðx; 0Þ; (4)

where the time array, t, matches that of the experimental

runs. psim can be fed directly into the eccentricity computa-

tion optimization algorithm for a direct comparison with the

experimental data.

III. EXPERIMENTAL APPARATUS

The TARDE experimental apparatus consists of a

thermoacoustic stack (porous medium) coupled to a reso-

nator tube and two large-diameter moving-coil speakers. A

schematic of the system is shown in Fig. 2(a). The thermo-

acoustic stack, located at xs, is square-pore Celcor ceramic

substrate (Corning Environmental Products Division,

Corning, NY) with y0 ¼ 1 mm pore size, ‘0 ¼ 0:5 mm pore

wall thickness, and length of Ls¼ 50mm located at

xs¼ 470mm. The stack is housed in a section of thick-

walled stainless steel tubing to minimize unwanted heat

conduction along the length of the stack. The thick-walled

stainless steel tubing is connected to two resonator sec-

tions: to the left, a short length of thin-walled stainless

steel, and to the right, a longer polycarbonate section. At

the ends of each resonator section are identical electro-

acoustic actuator elements (moving-coil speakers with

fixed permanent magnets) and an additional section of

polycarbonate tubing, which encloses the speakers. By

matching the air pressure behind the speaker, the dia-

phragm experiences zero net-force and can operate as effi-

ciently as possible.

The TARDE apparatus is equipped with two thermo-

couples firmly pressed against the stack at both sides, as

shown in Fig. 2(b). The thermocouples measure the local

temperature at those locations. The thermocouple signals

were read with an NI USB6341 data acquisition device

(DAQ). The system is also equipped with four microphones

(Ns¼ 4), 1/4 in. prepolarized BSWA MP471S IEC61672

Class 1 with a 6 Hz to 40 kHz dynamic range and a 0.5mV/

Pa sensitivity attached to BSWA MA401 ICP preamplifiers

(BSWA, Beijing, China). The microphone signals were read

using a BSWA MC3242 DAQ. In the following sections,

the experimental pressure signal, p exp ðxn; tmÞ, denotes the

(real) acoustic pressure amplitude measurement at the nth

microphone and the mth time step.

The speaker control signals were generated in MATLAB

and sent to the NI USB6341 DAQ and subsequently to two

independent audio amplifiers, which drove the speakers.

The amplifiers were tuned to maintain the same output

sound pressure level to ensure identical amplitude contribu-

tions were maintained across the two drivers. The MATLAB

script was initialized with the two DAQs and time-synced to

ensure the microphone signals were synchronized with the

temperature readings and driver signals. The audio signals

to the secondary (xB) driver were delayed with respect to the

primary (xA) driver by adding a phase shift, which varied

across trials as indicated. The NI USB6341 DAQ and

FIG. 2. (Color online) (a) To-scale drawing of the experimental TARDE apparatus showing relevant dimensions and microphone positions. (b) Close-up

view showing stack with key geometrical definitions and the placement of thermocouples 1 (TC 1) and 2 (TC 2). (c) Three-dimensional (3D) schematic dia-

gram with data acquisition equipment including audio signal output and amplifiers. (d) Actual photo of the experimental setup.
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BSWA MC3242 DAQ are set to record and playback audio

at a sampling frequency of 51.2 kHz. The data collection

process was automated over the parametric phase delays

using the MATLAB script. The two DAQs were initialized in

the script using the DAQ toolbox, and an aggregate DAQ

was formed by adding specific input and output channels to

the digital device, enabling time synchronization across

multiple devices. The two speakers were driven with their

specific signals for 45 s, based on the appropriate amplitudes

and phase angle. Simultaneously, the audio from the four

microphones and the raw thermocouple readings were

recorded. To ensure that the temperature across the stack

was the same at the start of each test, the thermocouples

measured the temperature for 30 s, and if the difference of

the mean of the temperature readings was below a threshold

(set at 0.4 �C) the next trial started. A convection fan was

used to assist the cooling process, which was automatically

turned on while the script waited for the system to cool

down.

IV. RESULTS AND DISCUSSION

A. Experimental data collection

In Fig. 3, the raw microphone recordings from the four

microphones are shown in both time and frequency domains

for two speaker delay phases, / ¼ �75� and / ¼ 60�, with
an excitation frequency of 100Hz. Figures 3(a) and 3(d)

show the microphone recordings for / ¼ �75� and

/ ¼ 60�, respectively, for the first 1 s, and Figs. 3(b) and

3(e) show the zoomed-in version of the microphone signals.

It is evident from the change in amplitudes of the signal

from each microphone that the pressure inside the tube at

the microphone locations changes as a function of the

relative phase of the two speakers: i.e., the amplitude mea-

sured by microphone 4 in Fig. 3(e) is much lower than that

in Fig. 3(b). Figures 3(c) and 3(f) show the power spectrum

of the microphone signals for / ¼ �75� and / ¼ 60�,
respectively. The power spectrum shows the presence of the

fundamental mode (100Hz, which is also the driving fre-

quency) and higher harmonics (200, 300, 400Hz) of the fun-

damental mode. It can be observed that while the harmonics

remain the same within various cases, their magnitudes vary

as the driver phase angle is changed.

Figure 4 shows the raw temperature readings for the

two sensors as the relative driver phase is varied. The pur-

pose of the results presented in Fig. 4 is to show the tran-

sience of the thermocouple readings and the ability of the

TAR to switch the sign of the temperature gradient (i.e.,

swap the hot and cool sides) by varying the relative driver

phase difference. The light gray and dark gray points denote

the raw thermocouple readings for T1 and T2, respectively.
The raw data were low pass filtered to remove the noise and

are plotted as red and blue lines for T1 and T2, respectively.
The raw temperature signals were recorded for a total of

45 s to ensure a steady state was achieved. Figure 4(a) shows

the temperature signals for a relative driver phase of

/ ¼ �60�. In this case, the near side (T1) became cooler

than the ambient temperature (25 �C) while the far side (T2)
became hotter, as shown in Fig. 4(a), giving an overall tem-

perature difference of DT ¼ T1 � T2 ¼ �2 �C. Figure 4(b)

shows the temperature signals for a relative driver phase of

/ ¼ 60�. The near side (T1) shows a significant decrease

from the ambient temperature, while the far side (T2) shows
a significant increase leading to a temperature difference of

DT ¼ �10 �C. Finally, for a relative phase difference of

/ ¼ 180� [Fig. 4(c)] an inverted behavior is seen: the far

FIG. 3. (Color online) Raw microphone signals in the time and frequency domains. (a) and (d) show the first one second of raw microphone signals for / ¼
�75� and / ¼ 60�, respectively. (b) and (e) show close-ups of raw microphone signals for / ¼ �75� and / ¼ 60�, respectively. (c) and (f) show the power

spectrum of the raw microphone signals for / ¼ �75� and / ¼ 60�, respectively.
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side (T2) shows a decrease from the ambient temperature,

while the near side (T1) shows an increase leading to a tem-

perature difference of DT ¼ 4 �C.

B. Data fitting

The DELTAEC simulation results were computed as

waveform amplitudes with arbitrary time phasing,38 so

the absolute time phasing can be adjusted to match that of

the experiment. This was achieved by computing the opti-

mal time phase adjustment, U, such that the errors

between the simulation signals and the experimental data

were minimized. The adjusted space-time simulation sig-

nal, �psimðx; tÞ, is obtained from the DELTAEC pressure data

as

�psimðx; tÞ ¼ a1e
�iUpsimðx; tÞ

¼ a1e
�iðxtþUÞpDECðx; 0Þ (5)

by introducing a time-phase adjustment, U, and an ampli-

tude adjustment, a1. The latter accounts for slight differ-

ences in the speaker’s driving amplitude for different phase

cases, potentially due to changing tube dynamics or imper-

fect speaker motion. Both U and a1 are unknown and are

chosen to synchronize p exp ðx; tÞ and �psimðx; tÞ by minimiz-

ing the cost function

Jsync ¼
XNs

n¼1

XNt

m¼1

jp exp ðxn; tmÞ � <f�psimðxn; tmÞgj: (6)

Once the simulated pressure is amplitude and phase-

synced with the experimental pressure, traveling-wave

components can be estimated, yielding �̂p sim, which is the

estimated version of �psim, as

�̂p simðx; tÞ ¼ e�ix̂tŴ simðxÞ; (7)

where Ŵ sim ¼ Ŵþ;sime
ik̂x þ Ŵ�;sime

�ik̂x and Ŵ6;sim denotes

the estimated backward and forward complex coefficients,

which would be later used to compute the wave eccentricity

for the DELTAEC simulations. The parameters Ŵ6;sim; k̂, and
x̂ can be estimated by minimizing the cost function

Jsim ¼
XNs

n¼1

XNt

m¼1

j�psimðxn; tmÞ � �̂p simðxn; tmÞj: (8)

In the experimentally obtained data, the operational fre-

quency, x, is known because it is the same as the driving

frequency, and under nondispersive assumptions, the wave-

number, k, is known as well, but as a check they will be

included as optimization variables. Including the wavenum-

ber and frequency as optimization variables allows the data

fitting procedure to account for small variations in the exper-

imental conditions and will confirm the simplifying assump-

tions made in the acoustic model. Therefore, the estimated

complex coefficients Ŵþ; exp and Ŵ�; exp, temporal fre-

quency, x̂, and spatial frequency, k̂ , must be determined,

and the cost function to be minimized is

J exp ¼
XNs

n¼1

XNt

m¼1

jp exp ðxn; tmÞ � <fp̂ exp ðxn; tmÞgj: (9)

<fp̂ exp ðxn; tmÞg is the real part of the estimated (complex-

valued) pressure amplitude, and the sum is taken over all Ns

sensor locations and Nt time steps. Because the coefficients

Ŵ6; exp are complex, the optimization process as coded in

MATLAB considers the real and imaginary parts separately when

computing p̂ exp. The error metric D can then be defined as

D ¼

XNs

n¼1

XNt

m¼1

jp exp ðxn; tmÞ � <f�̂p simðxn; tmÞgj

NsNt maxfp exp g
� 100; (10)

which represents the mean difference between the simula-

tion and experimental measurement normalized by the

FIG. 4. (Color online) Temperature readings for various relative driver phases. (a) shows the temperature variation for the two temperature sensors for

/ ¼ �60�. (b) shows the temperature variation for the two temperature sensors for / ¼ 60�. (c) shows the temperature variation for the two temperature

sensors for / ¼ 180�. The light and dark gray points show the raw thermocouple readings, while the red and blue lines show the filtered temperature values

for near-side (T1) and far-side (T2), respectively.
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maximum experimentally measured acoustic pressure,

expressed as a percentage. It is important to note that D is

evaluated only for the Ns experimentally obtained points at

the xn locations. It captures the discrepancy between the

waveform with the mathematical form of Eq. (7) and the

experimental data. This error is the most important for com-

paring the wave eccentricity between the two cases.

However, it is also of interest to consider the error accumu-

lated by fitting the mathematically ideal waveform to each

data set independently. For example, for the experimental

data, this error metric is defined as

d exp ¼

XNs

n¼1

XNt

m¼1

jp exp ðxn; tmÞ �<fp̂ exp ðxn; tmÞgj

NsNtmaxfp expg
� 100; (11)

which takes the same form as the error metric D but empha-

sizes the error due to the experimental data fitting only.

Similarly to Eq. (11), an error metric, dsim, can be defined,

which quantifies the estimation error between �psim and �̂p sim.

The optimized fit parameters for the DELTAEC simulation and

the results from fitting an ideal sinusoid waveform to the

experimental data are shown in the supplementary material

in Table I. The small variation in the wavenumber k between
trials indicates that a more advanced acoustic model would

be able to better fit the experimental data: for example, by

including thermal and viscous losses via complex wavenum-

ber. Furthermore, the variation in the amplitude fitting

parameter a1 indicates that the DELTAEC simulations should

be tuned to each trial individually in future work.

Figure 5 shows a comparison between the amplitude of

the experimentally measured acoustic pressure signal, p exp,

and the estimated (fitted) sinusoidal waveforms, p̂ exp and

�̂p sim. Each chart represents the results from one

experimental trial with a prescribed relative speaker driver

phasing. The waveforms are cropped such that only the

region xA < x < xB is shown; i.e., the secondary chambers

before and after the speakers are excluded in the graphs.

The four color-coded circular markers show the amplitudes

of the signals measured by each of the microphones at their

respective positions. The black solid and dashed lines show

the fitted experimental pressure waveforms: i.e., real and

imaginary parts of p̂ exp ðx; 0Þ. In all six cases, the real part

of the fit, <½p̂ exp �, is in good agreement with the microphone

data. The fitted sinusoids for the DELTAEC simulation results

are shown as purple solid and dashed lines for the real and

imaginary parts of �̂p simðx; 0Þ, respectively. There is gener-

ally a good agreement between =½�̂p sim� and =½�̂p exp � for the
cases shown, despite the large magnitude of d exp.

A more visually useful comparison of the simulation

results and experimental measurements is shown in Fig. 6

for the same six cases of Fig. 5. The title of each subplot

FIG. 5. (Color online) Estimated pressure waveform fit of DELTAEC simulation results, �̂p sim, and estimated experimental pressure waveform, p̂ exp.

Experimental pressure amplitude values, p exp, are shown as circular markers. The real part of the estimated waveforms are purple solid lines for DELTAEC out-

put and black solid lines for experimental data. The imaginary parts are dashed lines with the same color scheme. The text on each chart indicates the abso-

lute time phase shift, U, the amplitude adjustment, a1, for the simulated data, the simulation estimation error, dsim, and the experimental estimation error,

d exp. The relative driver phase difference associated with each experimental trial is shown in the title of each case.
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shows the relative speaker driver phase difference, /, and
the error, D, as defined in Eq. (10). The raw microphone sig-

nal is shown as a solid line, and <f�̂p simg values at the four

microphone locations are shown as a dashed black line. The

space between the two curves is colored according to the

microphone index. The spatial location x and time point t
are shown on the horizontal axes, and the pressure ampli-

tude in kilopascals is shown on the vertical one. In general,

Fig. 6 serves to illustrate that the overall behavior of the

experimental TARDE system is well captured by the simu-

lation results and provides for some qualitative understand-

ing of the error metric D.
Finally, the same curves from Fig. 6 are collapsed back

into 2D space and shown in Fig. 7 to illustrate the discrep-

ancy in time phasing between the simulation and experi-

ment. The / ¼ �135� in Fig. 7(b) shows that there is a

substantial shift in time between the simulation and experi-

ment. The cause of this discrepancy is due to the difference

in the predicted traveling-wave nature of the system. When

the four microphone signals are perfectly aligned in time, as

in Figs. 7(a) and 7(f), a pure standing wave is expected. In

the other case, when each microphone reads a pressure max-

imum at a different point in time—such as in Fig. 7(b)—a

more traveling-wave-like behavior is expected. Conceptually,

when the traveling-wave peak travels through the tube, each

microphone measures it at a later time than the previous one.

In the case of / ¼ �135�, in Fig. 7(b), the DELTAEC model

predicts a wave that is mostly traveling: when microphone 4

measures an absolute minimum, microphone 1 is about 75%

of its minimum—contrast this with Fig. 7(a), where the min-

ima are almost all aligned. The experimental data, however,

predict a wave that has a lower eccentricity, i.e., one that is

closer to a standing wave. This discrepancy cannot be

affected by any of the fitting or optimization procedures, so it

shows as a large error. This effect is especially apparent in

Fig. 7(b), where the model predicts a large eccentricity, but

the experimental data show a less traveling-wave-like

response. The fact that the experimental microphone readings

show an eccentricity that is more or less traveling-wave-like

than anticipated (from the simulations) is most likely due to

the imperfect nature of the moving-coil drivers. In cases

where there is more net force acting on each speaker, such as

/ ¼ �135� in Fig. 7(b), the speaker is incapable of maintain-

ing its intended position. This is evidence of one fundamental

challenge of using moving-coil speakers with limited driving

amplitude and rigidity to create traveling waves.

C. Traveling wave synthesis

The final results of the investigation into static driver

phase lag are shown in Fig. 8. The simulation results in

Figs. 8(a) and 8(b) are shown for the full range of speaker

phase differences from �180� to 180�, and the experimental

validation points are shown for 25 cases. The wave eccen-

tricity values, denoted by ec;sim and ec; exp, are computed

using the estimated waveform coefficients W6;sim and

FIG. 6. (Color online) Comparison of the raw microphone signals, p exp (solid), and ideal waveform fit for DELTAEC signals, �psimðx; tÞ (dashed), at each micro-

phone location. The difference between the two curves is filled with a color corresponding to each microphone. The title shows the relative speaker driver

phasing (/) and the error between the two signals as a percentage (D).
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W6; exp for the simulation and experimentally obtained data,

respectively, and are shown in Fig. 8(b) to be in good agree-

ment considering the challenges with synthesizing a travel-

ing wave with semi-rigid dynamic boundaries. It is

important to note the different y axis scales for the simula-

tion and experimental data sets: the experiment showed

much lower magnitude eccentricity (and thus more stand-

ing-wave-like behavior) in most cases, but the trend in the

data is in excellent agreement with the simulation. The

results of Fig. 8(b) prove that the two driver system does

function as intended and creates a traveling acoustic wave

within the resonator. As discussed in Sec. II A, the

magnitude of the eccentricity indicates the level of

traveling-wave-like behavior, with jecj ¼ 1 indicating a pure

traveling wave. Figure 8 implies that the temperature differ-

ence across the stack is maximized when the speaker phase

lag is / ¼ 60�. This case showed a larger pressure ampli-

tude than cases with greater eccentricity, which likely

increased the temperature difference. These results indicate

that the temperature difference can be directly controlled by

the phase lag of the speakers and that it is directly correlated

with the wave eccentricity. Further differences between

measured and simulated values are likely due to uncertainty

from the experimental apparatus and measurement error in

addition to differences in the acoustic dynamics. For exam-

ple, the thermocouples were in contact with the stack as best

as could reasonably be achieved, but not perfectly. In addi-

tion, irregular porosity around the edges of the stack from

FIG. 7. (Color online) Simulated and experimentally measured acoustic pressure results overlaid. The solid curves represent p exp, while the dashed curves

represent <f�psimg. The title shows the relative speaker driver phasing (/) and the error as a percentage (D).

FIG. 8. (Color online) Performance as

a function of speaker driver phase dif-

ference /. (a) Temperature difference

across stack with green line from

DELTAEC parametric simulation (DTsim)
and cross-markers from experimental

data (DT). (b) Wave eccentricity varia-

tion with solid line from DELTAEC simu-

lation (ec;sim) and cross-markers from

experimental data (ec; exp).
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rough cutting and changes in the diameter and material of

the TARDE walls near the stack are other possible sources

of difference in temperature behavior.

D. Open-loop temperature difference control

Given the tunability of the stack temperatures and their

response to phase changes illustrated earlier, the notion of

obtaining a desired temperature (T1;des and T2;des) by varying

the relative driver phase should be possible. As a final step,

we tested the TARDE system’s ability to track the tempera-

ture under open-loop control. Figure 9 shows the desired

temperature values for the two temperature sensors. The red

dashed line shows the desired temperature for the near side

(T1 at xs), and the blue dashed line shows the desired tem-

perature for the far side (T2 at xs þ Ls). The solid red and

blue lines show the filtered versions of the experimentally

obtained temperature readings for the near and far sides,

respectively. A set of four desired temperature differences

were selected, and the driver phase difference required to

obtain those temperature differences were selected based on

the data in Fig. 8(a). As shown in Fig. 9(a), the TARDE is

capable of tracking the temperature difference, including the

switch between the hot and cold sides, very effectively. This

result indicates that the temperature variation in the TARDE

is a function of the relative driver phases, which can be

tuned to provide the desired temperature difference across

the two sensors. Additionally, as shown in Fig. 9(b), the

value of the pressure amplitude at the various microphone

locations specifically changes at the time stamps corre-

sponding to a change in the desired temperature, indicating

that the net acoustic pressure wave changes instantaneously

within the TAR but the temperature difference across the

two sides changes at a relatively slower pace. Because the

system operates at steady state, the wave eccentricity in the

regions of constant desired temperature in Fig. 9(a) can be

found from the corresponding cases in Figs. 8(a) and 8(b).

V. CONCLUSION

This work has shown, through both simulation and

experimental results, the ability to control the temperature

difference across a thermoacoustic stack in real time by

employing two speaker drivers to create dynamic boundary

conditions that alter the time-phasing and wave dynamics in

the resonator. An experimental apparatus was constructed

such that two moving-coil speakers, used as end caps but

also equipped with a secondary chamber behind each

speaker to equalize the pressure with that of the working

mean pressure along the length of the resonator, would

excite an acoustic wave in a cylindrical tube. A Celcor

ceramic stack inserted in a fixed location was shown to

exhibit a temperature gradient along its length based on the

traveling-wave dynamics of the acoustic wave excited by

the speakers. Microphone measurements taken during test-

ing verified that the wave eccentricity, a measure of the sim-

ilarity of the pressure wave to a pure standing or traveling

wave, varied with the speaker driver phasing. DELTAEC simu-

lations were in good agreement overall with the experimen-

tal measurement in terms of both the acoustic dynamics and

the temperature difference across the stack. By adjusting the

relative phase lag between the two speakers, the temperature

gradient across the stack could be made to increase,

decrease, or even change sign such that the cold side nearest

FIG. 9. (Color online) Temperature readings and microphone signals for temperature tracking. (a) shows the tracked (solid, T1 and T2) and desired (dashed,

T1;des and T2;des) temperature values. T1 (T1;des) and T2 (T2;des) are color coded as red and blue solid (dashed) lines, respectively. (b) shows the four micro-

phone signals recorded while tracking the desired temperature. The dashed black lines indicate the time of phase change. These are set at t¼ 180 s, t¼ 360 s,

and t¼ 540 s.
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the center of the tube became the hot side. Finally, a desired

temperature difference that changes in time was achieved

through phase control adding to the functionality of the

shown TAR system. Future work investigating a variation in

the transducer supply voltage ratio and amplitude would

also be of interest; it is possible that energy efficiency could

be improved or a more optimal pressure-velocity phasing

could be reached by using a lower supply voltage on one

transducer. Additional future work of interest includes varia-

tion of the stack location and correlating the performance of

different speaker phasings with different stack locations—

likely a predictable relationship—and investigating sub-

wavelength resonator geometry with actively controlled

boundaries. The ability to change the temperature gradient

and its direction has important implications for sustainable

or remote-location refrigeration applications, such as heat-

ing or cooling a sensitive instrument that must remain in a

fixed location or that needs to adapt to changing cooling

requirements.

SUPPLEMENTARY MATERIAL

See supplementary material for the optimized wave fit

parameters for both simulation and experimental results,

including the complex wave coefficients, eccentricity, and

fit error.
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