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Abstract—To address computational challenges associated
with power flow nonconvexities, significant research efforts over
the last decade have developed convex relaxations and ap-
proximations of optimal power flow (OPF) problems. However,
benefits associated with the convexity of these relaxations and
approximations can have tradeoffs in terms of solution accuracy
since they may yield voltage phasors that are inconsistent with
the power injections and line flows, limiting their usefulness for
some applications. Inspired by state estimation (SE) techniques,
this paper proposes a new method for obtaining an AC
power flow feasible point from the solution to a relaxed or
approximated optimal power flow (OPF) problem. By treating
the inconsistent voltage phasors, power injections, and line
flows analogously to noisy measurements in a state estimation
algorithm, the proposed method yields power injections and
voltage phasors that are feasible with respect to the AC power
flow equations while incorporating information from many
quantities in the solution to a relaxed or approximated OPF
problem. We improve this method by adjusting weighting terms
with an approach inspired by algorithms used to train machine
learning models. We demonstrate the proposed method using
several relaxations and approximations. The results show up
to several orders of magnitude improvement in accuracy over
traditional methods.

I. INTRODUCTION

Optimal power flow (OPF) problems are central to many
tasks in power systems. OPF problems optimize an objective,
e.g., generation cost, while satisfying inequalities on the
generators’ power outputs, voltage magnitudes, line flows,
etc. as well as equality constraints from a power flow model.

The AC power flow equations accurately model the steady-
state behavior of a power system by relating the complex
power injections and line flows to the voltage phasors. OPF
problems that use an AC power flow model are noncon-
vex and NP-Hard [1]-[3]. The computational challenges
from power flow nonconvexities are further compounded
when solving OPF problems that consider, e.g., discrete-
ness and uncertainty [4], [5]. To address these challenges,
OPF problems are often simplified using convex relax-
ations and approximations of the AC power flow equations.
Common relaxations and approximations yield semidefinite
programming (SDP) [6], second-order cone programming
(SOCP) [7], [8], and linear programming [9] formulations;
see [10] for a survey.

Convex relaxations can certify problem infeasibility, ob-
tain bounds on the optimal objective values, and yield
globally optimal decision variables when the relaxation is

B. Taheri and D.K. Molzahn are with the School of Electrical
and Computer Engineering, Georgia Institute of Technology. {taheri,
molzahn } @gatech.edu. Support from NSF EPCN award #2145564.

tight [10]. When applied appropriately, power flow approxi-
mations can also provide useful results. Accordingly, power
flow relaxations and approximations are frequently used
to convexify power systems optimization problems; see,
e.g., [5], [10]-[12].

The benefits of power flow relaxations and approximations
can come at the expense of accuracy since the results may
be infeasible or suboptimal with respect to the nonconvex
OPF problem. This occurs due to inaccuracies in the power
flow model, i.e., the voltage phasors from the solution to the
relaxed or approximated OPF problem may be inconsistent
with the power injections and line flows. This is problematic
for many practical applications that require a solution which
satisfies the power flow equations. Prior work includes con-
ditions which guarantee that some relaxations will always
provide globally optimal decision variables [10], [13], but
these conditions are limited to special classes of problems
that are not relevant to many practical settings.

Solution inaccuracies motivate the development of meth-
ods to restore voltage phasors and power injections that
satisfy the AC power flow equations from relaxed or ap-
proximated power flow models. There are three types of
methods in the literature for this purpose. The first type
adds penalty terms to the objective function of a relaxed
OPF problem; see, e.g., [14]. Appropriate choice of penalty
terms can result in the relaxation being tight for the penal-
ized problem, yielding feasible and nearly optimal solutions
to some OPF problems. However, determining appropriate
penalty parameters can be difficult and is often done in an
ad hoc fashion that may require multiple time-consuming
evaluations of the relaxed or approximated problem [15].
The second type iteratively updates power flow relaxations
and approximations within an algorithm that seeks a local
optimum; see, e.g., [16] which uses a difference of convex
programming approach. Reference [17] proposes another
method of this second type. Starting with an infeasible point
obtained using a power flow approximation, the goal of [17]
is to make small modifications to the outputs of a few
generators to obtain a operating point that satisfies both
the equality and inequality constraints of an OPF problem.
Methods of this second type may find high-quality operating
points, but require good initializations and possibly involve
repeated evaluations of the relaxed or approximated problem,
which can be computationally expensive. See [10, Ch. 6] for
a survey of these first two types of methods.

To avoid the challenges inherent to these first two types
of methods, the third type uses a more straightforward
and faster approach. Specifically, these methods simply fix



certain values from the solution to a relaxed or approximated
problem and then solve a power flow problem to obtain
values for the remaining variables that are consistent with
the AC power flow equations. There are multiple approaches
for formulating these power flow problems. For instance, one
method simply fixes the active power injections and voltage
magnitudes at (non-slack) generator buses to formulate a
power flow problem that is solved with traditional Newton-
based methods [15]. Alternatively, one could solve the power
flow problem resulting from fixing the active and reactive
power injections at (non-slack) generator buses, or one could
substitute the voltage magnitudes and angles from the relaxed
or approximated solutions into the power flow equations to
get consistent values for active and reactive power genera-
tion. Crucially, this third type of method may lead to values
for some variables that do not match the solution to the
relaxed or approximated problem. Moreover, the resulting
point may violate the OPF problem’s inequality constraints.
Nevertheless, it is often important to get an AC power flow
feasible point, ideally one that is as close as possible to the
true OPF solution. The problem formulation, methodology,
and numerical comparisons in this paper consider this third
type of method.

Inspired by state estimation algorithms, we propose a
new restoration method with significantly improved accuracy.
Rather than fixing a subset of variables, we formulate an
unconstrained optimization problem that considers informa-
tion regarding voltage phasors, power injections, and line
flows from the relaxed or approximated solution. Our method
treats inconsistencies in these quantities due to power flow
model inaccuracies analogously to measurement errors in
state estimation. The use of more information from the
relaxed or approximated solution enables restoration of a
point that is closer to the true OPF solution while enabling
us to borrow mathematical machinery from state estimation.

The proposed method provides the freedom to choose
weights that are analogous to the variances of the sensors’
noise levels in state estimation algorithms. Rather than phys-
ically informed quantities obtained from sensor accuracies,
the weights in our method are parameters that we can select
based on the inconsistencies (with respect to the AC power
flow equations) among various quantities in the solution to
the relaxed or approximated OPF problem. This choice has
a significant impact on the results. Since the inconsistencies
in the solutions to the relaxation or approximation are not
known a priori, choosing good values for these weights
is challenging. We therefore determine these weights using
an approach inspired by algorithms used to train machine
learning models. During off-line computations, we solve a
large number of OPF problems and their relaxations or ap-
proximations to get a training dataset. We then use a gradient
descent algorithm to iteratively update the weights based on
sensitivity information from the proposed restoration method.
These updates drive the weights to values that minimize a
loss function formulated as the squared difference between
the true OPF solutions and restored points across the full
set of training data. We then use the weights to recover

the solutions during on-line calculations. We demonstrate
the proposed restoration method using various convex re-
laxations and approximations of OPF problems, with the
results showing several orders of magnitude improvements
in accuracy for some instances.

To summarize, this paper’s main contributions are:

o Developing a method inspired by state estimation tech-
niques in order to restore AC power flow feasibility
from the solutions to relaxed and approximated OPF
problems.

o Improving this method by tuning weighting parameters
via an approach inspired by algorithms used to train
machine learning models.

« Demonstrating the performance of the proposed method
using several power flow relaxations and approximations.

In addition to the relaxations and approximations that
are the subject of this paper, we note that there are also
emerging machine learning approaches (e.g., [18]-[21]) that
build more complicated models based on the results of
many simulations. Similar to relaxations and approxima-
tions, the outputs of typical machine learning approaches
require postprocessing to obtain a point that satisfies the AC
power flow equations. Thus, our approach is complementary
to these emerging machine learning based approaches for
solving OPF problems. Our ongoing work is assessing the
performance of solution restoration approaches when applied
to the outputs of various machine learning models.

The remainder of this paper is organized as follows. Sec-
tion II describes the OPF problem and several convex relax-
ations and approximations. Section III presents the proposed
operating point restoration method. Section IV demonstrates
the proposed method with numerical experiments. Finally,
Section V concludes the paper and discusses future work.

II. PRELIMINARIES

This section reviews the OPF problem along with the SDP,
SOCP, and quadratic convex (QC) relaxations and the linear
programming AC (LPAC) approximation. A survey of these
and other relaxations and approximations is provided in [10].

A. AC Optimal Power Flow

We first introduce notation. Let A and £ denote the sets of
buses and lines, respectively. Each bus i € N has a voltage
phasor V;, complex power demand Sid, shunt admittance Yis s
and complex power generation S7. (Buses without generators
are modeled with zero generation limits.) Complex power
flows into each terminal for each line (j, k) € £ are denoted
as S and Si;. Each line (4, k) € £ has admittance param-
eters Y}, and Yj;. Real and imaginary parts of a complex
number are denoted as R(-) and I(-), (-)* indicates the
complex conjugate, and (- )7 indicates the transpose. Upper
and lower bounds are denoted as (*) and (-). The OPF
problem is:
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The OPF problem minimizes an objective function, here
chosen to be generation cost in (la) with quadratic coef-
ficients cg;, 14, and cg;. The products of voltage phasors
are collected in a Hermitian matrix W as described in (1b).
Voltage magnitude limits are imposed in (1c). The genera-
tors’ output limits are enforced in (1d) (interpreted as bounds
on the active and reactive power outputs). Apparent power
flow limits are specified in (le). Constraint (1f) enforces
complex power balance at each bus and complex power
flows are defined in (1g) and (1h) for each line. Limits on
phase angle differences across lines are imposed in (1i). All
nonconvexities in (1) are associated with the products in (1b).

B. Semidefinite Programming (SDP) Relaxation

The nonconvex constraint (1b) can be equivalently rep-
resented by the pair of constraints W > 0 (i.e., W is
positive semidefinite) and rank(W) = 1. Neglecting the rank
constraint yields a semidefinite programming relaxation of
the OPF problem [6]:

min (la) s.t. (lc)-(1i), W > 0. 2)

C. Second-Order Cone Programming (SOCP) Relaxation

Rather than jointly considering all elements in the matrix
‘W, the SOCP relaxation separately convexifies individual el-
ements from (1b) using the fact that all positive semidefinite
matrices have nonnegative principal minors [7]. Considering
the principal minors associated with both the diagonal entries
and the 2 x 2 submatrices yields the SOCP relaxation:

min (la) s.t. (1c)-(11), |ij|2§ W;iWii, Wi > 0. (3)
D. Quadratic Convex (QC) Relaxation

The QC relaxation described in [8] introduces additional
variables and constraints to better model phase angle rela-
tionships and current flows. Define new variables v;, 6;, and
l;i to represent the voltage magnitude and phase angle at
each bus ¢ € N and the squared magnitude of the current
flow on line (j,k) € £ Let (7, (4™, ()¢, and (-)®
denote convex envelopes associated with the square, bilinear
product, cosine, and sine functions, respectively, as defined

in [8]. Define an impedance parameter Z;; associated with
each line (j,k) € £. The QC relaxation is:

min (la) s.t. (le)—(1i) (4a)

Wi € (v} >T (4b)
M c\M

R (W) € ({000 (cos (6, —60)) " o)
M

(W) € (o) (sin (6, - 6.))) (o)

Sjk + Skj = Zjkljk (4e)

|Sjl” < Wil (4f)

E. Linear Programming AC (LPAC) Approximation

The LPAC approximation linearizes the sine function and
makes other approximations regarding near-nominal voltage
magnitudes to model active and reactive power injections.
Similar to the QC relaxation, the LPAC approximation also
introduces voltage magnitude and phase angle variables v;
and 0; for each bus i € N along with lifted variables ¢,
representing cos(6; — 6) using convex envelopes (NP ©
that are related to the QC relaxation’s cosine envelopes ( ->C
Each line (j,k) € £ has conductance g;; and susceptance
bjx. The cold-start version of the LPAC approximation is:

min (1a) s.t. (1d)—(1f) (5a)
R (Sjk) = gjx — (gjxbjk + bjx(0; — 6k)) (5b)
S (Sjk) = —bjk (1 +v; —vk) — (gjk(0; — O) — bjrdjn)

(50)
bk € (cos (0; — 0,))"TAC (5d)
— éjk S 9j — 9k § gjk. (58)

III. RESTORING AC POWER FLOW FEASIBILITY

Each of the formulations in Section II have their own
advantages and disadvantages. The OPF problem (1) gives
a feasible solution if the solver converges, but the problem
is nonconvex and NP-Hard, meaning that solvers may fail
to converge or converge to a local solution. Moreover,
the nonconvexity of this problem imposes significant chal-
lenges for solving extensions of (1) that involve discrete
and stochastic variables. Conversely, the relaxations and
approximations (2)—(5) are convex but are not guaranteed
to give a solution that satisfies the power flow equations.
To address this issue, this section develops a method for
restoring voltage phasors and power injections that satisfy
the AC power flow equations using information from relaxed
and approximated solutions.

This section presents a method that, compared to previous
methods, uses more information available in the solution by
not fixing any variables to specific values in order to achieve
better accuracy. As shown in Table I, we draw on ideas from
state estimation with the voltage phasors, power injections,
and line flows from a relaxation or approximation playing
a role analogous to noisy measurements. We emphasize that
we are not suggesting to use measured quantities from the
actual system. Rather, similar to the manner by which state
estimation algorithms resolve inconsistencies between noisy



TABLE I: Analogy between the proposed method and SE

Proposed restoration method State estimation

Measurements from
physical sensors

Solutions from
relaxed or approximated models

Inconsistencies in relaxed or

. . ise from physical sensors
approximated solutions Noise from physical sensors

Variance of the

Weighting parameters .
measurement noise

measurements, our method seeks the voltage phasors that
most closely match the voltage phasors, power injections,
and line flows resulting from a power flow relaxation or
approximation.

Analogous to how state estimation algorithms use the
variation associated with sensor noise to weight measured
quantities, our method includes weighting parameters asso-
ciated with the outputs of each quantity from the relaxed
or approximated OPF solution. However, rather than being
determined by the physical characteristics of a sensor, we
can customize our weighting parameters based on the in-
consistencies (with regard to the AC power flow equations)
between various quantities in the solution to the relaxed or
approximated problem. To compute good values for these
weighting parameters, we propose a gradient descent based
technique.

A. Restoration Method

We next propose our method for restoring AC power flow
feasible points from the solutions to convex relaxations and
approximations. This method seeks the voltage phasors that
are as close as possible to the actual OPF solution’s voltage
phasors based on the voltage phasors, power injections, and
line flows from the relaxed or approximated OPF solution.

We first introduce notation based on typical presentations
of state estimation algorithms to show how we leverage
this mathematical machinery, while again emphasizing that
we do not use measured quantities from physical sensors.
We seek the voltage phasors, denoted as z, that are most
consistent with the voltage magnitudes, phase angles, power
flows, and power injections from the solution to a relaxed or
approximated OPF solution, which we gather into a vector z.
Let m denote the number of these quantities, i.e., the length
of 2z, and n denote the number of voltage magnitudes plus
the number of (non-slack) voltage angles, i.e., the length of
x. We relate z and z through the AC power flow model,
denoted as h(x):

21:h1($)+613 1=1,...,m, (6)

where e; indicates the inconsistency between x and z relative
to the AC power flow model h(x).

Similar to typical state estimation algorithms, our method
uses a weighted least squares formulation:

min J(z) = e’ Se, (7)

where X is a diagonal weighting matrix. (In a state estimation
application, > would be the covariance matrix for the sensor
noise. Conversely, we permit X to be any diagonal matrix.)
We will propose a method for choosing ¥ in the following
subsection.
Computing (7) is accomplished by solving:
oJ(x)
g(x) = —

where H(x) is the Jacobian matrix associated with the AC
power flow model h(z), ie., H(z) = a}éf). Applying a
Newton-Raphson method to (8) yields the k-th iterate:

= —(H(@))"S(z — h(z)) =0, (8

ot = ot — (G() T g(), ©)
where G(z) = a%(;). Thus, the solution to (7) is obtained
with the following iterative algorithm:
gh L — kg

((H(z")TS H@*) ™ (H@*) 7S (z— h (2%)) .
(10)
In contrast to existing restoration methods, observe that
the value of x depends on all quantities from the relaxed
or approximated OPF solution in z. Thus, we leverage more
information available in the relaxed or approximated solution
compared to approaches that fix a subset of variables to the
values from the solution (e.g., generator active power outputs
and voltage magnitudes) and ignore the rest (e.g., generator
reactive power outputs, line flows, voltage phase angles, etc.).
As we will show numerically in Section IV, this facilitates
more accurate restorations of AC power flow feasibility.

B. Determining the Weighting Parameters

The weighting parameters > can have a significant im-
pact on the accuracy of the point obtained from the algo-
rithm (10). Conceptually, we would like to choose larger
values of X;; for quantities z; from the relaxed or approx-
imated solution which more accurately represent the true
solution to the OPF problem. However, the accuracy of a
particular z; with respect to the true OPF solution is unknown
a priori and difficult to estimate. Accordingly, we employ a
method inspired by algorithms for training machine learning
models in order to determine the weighting parameters. This
method first solves a randomly generated representative set
of OPF problems along with the relaxation or approximation
of interest to create a training dataset. The method then
uses a gradient descent method that iterates between solving
the proposed restoration method and computing steps which
minimize a loss function based on the difference between the
restored point and the true OPF solution across the training
dataset.

The sensitivities of the restored point x with respect to
the weighting parameters Y are key to this gradient descent

method. These sensitivities dg"—‘; are:

e CRUBC e

vec(0X)

HTY(z - h)) ® ((HTEH)—lﬂT)T, (11)



where ® is the Kronecker product and vec(-) denotes the
vectorization of a matrix. (Note that the dependencies on =
are suppressed for notational brevity in (11).) The vectors z
and h(x) have length m and the matrix H has size m X n.
The resulting sensitivities are described by a n x m? matrix.
The appendix provides the mathematical derivation for (11).

Using these sensitivities, we seek weighting parameters
that minimize a loss function formulated as the squared
difference between the OPF solutions, whose voltage mag-
nitudes and angles are denoted as x 4¢, and points from our
restoration method, whose voltage magnitudes and angles
are denoted as xp, across the set of training data. Thus,
following typical practice when training machine learning
models, we formulate an two-norm loss function:

F(8) = S0 (9)u(2),

where U(X) = zx(X) — zac.

To minimize this loss function, we use a gradient descent
algorithm. The gradient of the objective with respect to the
weighting parameters is denoted as g;:

12)

g = Vs F(3) = JTw = ‘%’%(m — z40).
Using this gradient, one can find the optimal weighting
parameters X using an iterative method. There are many vari-
ants of gradient descent algorithms, such as batch gradient,
momentum, AdaGrad, Adam, improved Adam, etc., each of
which has their own advantages and disadvantages. We use
the Adam algorithm since we empirically found it to perform
best for this application. The Adam algorithm is commonly
used for training machine learning models and involves the
following steps [22]:

13)

me = Simy—1 + (1 — B1)g, (14a)
vy = Bovi_1 + (1 — Ba)gy, (14b)
“ my
- 14
mg 1 — B{ ) ( C)
V.
Q=17 e (14d)
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1y
Y= — n——, 14e
t t—1 n\/@+€ ( )

where m; and v; are the first and second moments of the
gradients at time step ¢, 1 is a learning rate (step size), ¢ is
the gradient at time step ¢, and 81 and (5 are exponentially
decaying hyperparameters for the first and second moments,
respectively. Using the gradient descent method shown in
Algorithm 1, the optimal weighting parameters are obtained
iteratively over the training dataset. We focus on a diagonal
matrix >, as in traditional state estimation, with extensions to
more general matrices being the subject of future work. The
training dataset is created by randomly sampling different
loading conditions within the forecast range of demands
expected over the next time period (e.g., the variation pre-
dicted within the next day’s load forecast). After the off-line
execution of Algorithm 1, the resulting weights are applied
to restore AC power flow feasibility for solutions to OPF
relaxations and approximations computed on-line.

Algorithm 1: Computing Weight Parameters

Input: 7, €, 51, B2: Gradient descent parameters
Y*mit: Initial weighting parameters

Output: ¥°Pt: Optimal weighting parameters

Data: OPF problem data
1 Generate loading scenarios s and store in the set S
2 Solve OPF problems (1) for each scenario s € S and

store the results in z5¢

3 Solve relaxed or approximated OPF problems for

each scenario s € S and store the results in zg
21 — Einit

4

5 while iter < max_iter do

6 VE(XE)=0

7 for s € S do

8 Run restoration method (10) to an accuracy

of € and store solution in zg

9 VE(Z) + VF(S) + %L (zg — 2a0)

10 Store solutions: Xr < g

11 AY = —nq \/Qﬂt‘+€

12 Zt = Etfl + AY

5| L= o Yoes Siew (I1X5 - X52013)
iter < iter + 1

14 XPt %

IV. EXPERIMENTAL RESULTS AND DISCUSSION

This section presents numerical results for evaluating the
performance of the proposed restoration algorithm for several
convex relaxations and approximations.

A. Experiment Setup

We evaluate the performance of proposed restoration
method by applying the SOCP, SDP, and QC relaxations
and LPAC approximation to the PIM five-bus, IEEE 14-
bus, IEEE 57-bus, and IEEE 118-bus systems [23]. Datasets
of 10,000 scenarios for training and testing purposes were
generated by multiplicatively perturbing the nominal loads
in these test cases by a normal random variable with zero
mean and standard deviation of 0.1. The OPF problems as
well as the relaxations and approximations (e.g., xac) were
computed using PowerModels. j1 [24] with the solvers
Ipopt [25] and Mosek [26] on an Apple laptop with a 10-core
M1 Pro CPU and 32 GB of RAM. The restoration method
was implemented in Python 3.0 using a Jupyter notebook.

B. Benchmarking Approach

To assess the performance of various restoration methods,
we consider the two-norm of the difference between the OPF
solution’s voltage phasors and the restored solution’s voltage
phasors across all samples, denoted as £. For instance, when
considering the QC relaxation:

1

1 > (IvGe — el B+ioe — o5z lB)
SESIEN
15)

with voltage magnitudes in per unit and angles in radians.

E:
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Fig. 1: The loss function during the training process using
various gradient descent algorithms for the 5-bus system.

We consider four restoration methods. The first simply
compares the voltage magnitudes and angles from the relaxed
or approximated solution directly (without any processing)
to the OPF solution. Note that this method typically does not
yield an AC power flow feasible point and is thus not suitable
for many practical applications. Also note that this method
is inapplicable to the SDP and SOCP relaxations which lack
variables corresponding to the voltage phase angles. The
second method, denoted as ‘“benchmark” in the discussion
below, solves the power flow problem that results from fixing
the voltage magnitudes at all generator buses and the active
power injections at non-slack generator buses to the output
of the relaxation of approximation, as discussed in [15]. The
third is our proposed restoration method with the weighting
parameters set to (heuristically determined) initial values of
> that weight the voltage magnitudes and phase angles with
values of 10* and the power injections and line flows with
values of 103. The fourth is our restoration method with the
weighting parameters computed using Algorithm 1, trained
using 8,000 test scenarios. We use 2,000 test scenarios to
evaluate each method.

1) Training the Weighting Parameters: To compare the
performance of different gradient descent algorithms for
computing the weighting parameters, we ran a sample loss
function using the batch gradient, momentum base gradient,
Adagrad, Adam, and improved Adam methods with 20
training scenarios for 1,000 iterations with the heuristically
determined initialization described above. The results are
shown in Fig. 1 for the five-bus test system. While each of
these methods reduces the loss function, the Adam method
outperforms the other methods.

The weighting parameters (i.e., the diagonal elements
of ) resulting from Algorithm 1 for the five-bus system
with the QC, SOCP, and SDP relaxations and the LPAC
approximation are visualized in Fig. 2. Observe that some
quantities are assigned much larger weights than others.
For instance, the algorithm puts more weight on voltage
magnitudes and angles, especially at buses 2 and 3, for this
test case, which shows that these quantities are more valuable
for predicting the actual OPF solution.

2) Performance Evaluation: We next show the effec-
tiveness of the proposed restoration method using the test
datasets that were unseen during the weighting parameter
calculation in Algorithm 1 (i.e., the 2,000 test scenarios).
The values of the loss function (15) for each solution
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Fig. 2: Trained diagonal elements of weight matrices for QC,
SOCP, SDP, and LPAC in the 5-bus system.
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Fig. 3: Comparison of the voltages for the AC solution vs.
the benchmark and proposed methods with the optimized
weighting parameters for the SDP relaxation in 5-bus system.

recovery method are given in Table II. To further illustrate
the performance of the proposed method, the voltage phasors
from OPF solutions, benchmark, and the restored point from
the proposed method (with optimized weighting parameters)
are compared in Fig. 3 for the SDP relaxation. Observe that
the proposed method’s solution closely matches the actual
OPF solution.

As can be seen from both Table II and Fig. 3, the proposed
restoration method obtains high-quality AC power flow fea-
sible points from the solutions to relaxed and approximated
OPF problems. The loss functions from the proposed method
are several orders of magnitude smaller than the other
approaches, including the benchmark approach, except for
the IEEE 14-bus system where the SDP relaxation provides
the globally optimal OPF solution.! Moreover, the optimized

! Assessing whether the SDP relaxation provides the globally optimal
solution to an OPF problem involves a straightforward rank computation
that could be done prior to executing our proposed recovery method [6].



TABLE II: Loss Function Evaluated for Different Test Cases
Using Various Relaxations and Approximations

Convex Relaxations and Approximation

Test Case Method QC SOCP SDP LPAC
R/A sol. 06709  — _ 0.4996

PIM 5-Bus Benchma‘rk 0.6069 0.6077 0.1279 0.4748
: SE with £ 02886  0.2355 10840  0.2697

SE with ©°Pt  0.0201  0.0206  0.0002  0.0322

R7A 5ol 37926 = — 03655

Benchmark 00009  0.0010  0.000003  0.1937

[EEE 14-Bus — p Sith mimit 02084 0.2457 02540 06110
SE with £°P*  0.0001  0.0002 00002  0.0067

R7A sol. T8558 — — — 05538

[EEE 57-Bus Benchmark 00567 00566 00463 07968
SE with "% 13544 14155 10713 2.4205

SE with £°P!  0.0565  0.0558 00320  0.1201

R7A sol. 6I65T  — — 7.3066

[EEE 118.Bus  Benchmark 02051 02056 00113 50810
SE with %t 52822 7.3201 6.8255 45119

SE with £°P*  0.0313 00325 00111  0.1463

The best performing method (i.e., smallest loss function) is bolded for each test case.
“R/A sol.” indicates the solution to the relaxation or approximation.

weighting parameters significantly improve the loss function
relative to the heuristically determined parameters. The loss
functions when computed with the heuristically determined
weighting parameters for the IEEE 14-bus system in compar-
ison with the optimized weighting parameters are 91, 1581,
1054, and 1093 times larger for LPAC, QC, SOCP, and SDP
formulations, respectively.

Furthermore, to show how the proposed method’s perfor-
mance scales with different numbers of training scenarios, we
optimized the weighting parameters using varying number of
scenarios for the five-bus test system with the QC relaxation.
Fig. 4 shows the obtained loss function on the test dataset
for varying numbers of training scenarios. With 200 training
scenarios for this test case, the restoration method can
efficiently learn the weighting parameters. The results show
little improvement (and even some minor degradation) when
using more scenarios.

We additionally show the execution time per scenario
with optimized weights in Table III. We note that the main
computational burden in this problem is the training of the
weighting parameters, which is done off-line. In this off-
line training, solving the relaxed and approximated OPFs and
running the restoration method to compute the weights are
the most time-consuming steps in the algorithm. The on-line
execution is fast (comparable to a power flow evaluation), as
shown by the computation times in Table III. Our future work
aims to assess variants such as stochastic gradient descent
that may lead to substantial computational improvements
during the off-line computations of the weighting matrix.

V. CONCLUSION

To recover AC power flow feasible points from the solu-
tions to relaxed and approximated OPF problems, this paper
proposes a solution restoration method inspired by state esti-
mation techniques. Treating quantities from the solutions of
relaxed or approximated OPF problems (i.e., voltage phasors,
power injections, and line flows) analogous to measurements
from physical sensors in a state estimation algorithm, the

Loss Function
= NN
wv o w

=
o
:

o
n

0 200 400 600 800
Number of training scenarios

1000

Fig. 4: The loss function with different training scenarios.

TABLE III: Average Execution Time per Scenario (sec)

Convex Relaxations and Approximation

Case QC SOCP  SDP LPAC
PJM 5-Bus 0.005  0.004  0.004 0.006
IEEE 14-Bus  0.013  0.021  0.025 0.020
IEEE 57-Bus  0.034  0.030 0.033 0.042
IEEE 118-Bus  0.159  0.392  0.338 0.161

proposed method finds an operating point that is feasible
with respect to the AC power flow equations. Moreover,
we improve this method by adjusting weighting parameters
using a gradient descent algorithm. After computing the
weighting parameters based on training datasets, application
of the method to the unseen test datasets demonstrates that
the solution restoration method can achieve several orders
of magnitude improvement in accuracy relative to existing
methods.

Our future work includes 1) improving computational
tractability of the off-line training calculations using, e.g.,
stochastic gradient descent techniques, 2) extending this
work to consider restoration of AC power flow feasibility
for the outputs of machine learning algorithms such as [18]—
[21], 3) incorporating more information from the relaxed or
approximated solutions using, e.g., combination of different
relaxations and approximations, and 4) using the optimal
weights to characterize the behavior of power flow relax-
ations and approximations.

APPENDIX

The sensitivity of the voltage phasors obtained from the
state estimation inspired algorithm (i.e., ) with respect to
the weight matrix (i.e., X) is computed by (11), which is
derived as follows:

Y = (H'SH) 'H'S (z—h(z*))  (16a)
dy = d( (H™sH) ™ HT>E (z—h (z*))
(16b)

+(H"SH) ™ HTd<2 (z— h (z*)) >

U



U= (H"SH)" H'dS (z— h (z*)) (16c)
I= d( (H"sH) ™ >HTE (z—h (%)) (16d)
I= ( — (H"sH) " d(H"SH) (H'SH) " ) (166)

HTS (z — h(2¥))

. <_ (HTEH)A HT IS H (HTZH)1> (16f)
HTS (z— h (2%))

dY = — (H'sH) " H"d<H (H"SH) ' H'S

(z—h (z)) + (HTSH) ™ HTdS (z — h ()
(16g)

vec(dY) = vec { — (H"sH)" ' HTd“H
(HTSH) " H"S (z—h (xk))] (16h)

—|—Vec[ (HTZH)_l HTdS (z — h (z%)) ]

vee(dY) = [— (H (HTSH) "HTS (z— h (")) )T
@( (HTsH) ™ HTH vee(dx)

i [(Z e ( (H"sH) ™ HTﬂ vec(dX)

(16i)
vee(dY) = |(z—h)" & ( (HTSH) ' HT
e (ursn )
- (H (HTSH) ™ H'S (2 — h (%)) ) (16j)
®< (HTsH) ™ HTH vec(d)
vec(dY) L h) T —1T
oo = <( h) — (H(HTSH) 'H .

¥(z — h)) ® ((HTzﬂ)—lHT>T

REFERENCES

[1] W. A. Bukhsh, A. Grothey, K. I. McKinnon, and P. A. Trodden, “Local
solutions of the optimal power flow problem,” IEEE Transactions on
Power Systems, vol. 28, no. 4, pp. 4780-4788, 2013.

[2] D. K. Molzahn, “Computing the feasible spaces of optimal power flow
problems,” IEEE Transactions on Power Systems, vol. 32, no. 6, pp.
4752-4763, 2017.

[3] D. Bienstock and A. Verma, “Strong NP-hardness of AC power flows
feasibility,” Operations Research Letters, vol. 47, no. 6, pp. 494-501,
2019.

[4]

[6]

[7]

[8]

[9]

[10]

(11]

(12]

[13]

[14]

[15]

[16]

(7]

[18]

[19]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

C. Barrows, S. Blumsack, and P. Hines, “Correcting optimal trans-
mission switching for AC power flows,” in 47th Hawaii International
Conference on System Sciences, January 2014, pp. 2374-2379.

L. A. Roald, D. Pozo, A. Papavasiliou, D. K. Molzahn, J. Kazempour,
and A. Conejo, “Power systems optimization under uncertainty: A
review of methods and applications,” to appear in Electric Power
Systems Research, presented at the 22nd Power Systems Computation
Conference (PSCC), 2022.

J. Lavaei and S. H. Low, “Zero duality gap in optimal power flow
problem,” IEEE Transactions on Power Systems, vol. 27, no. 1, pp.
92-107, 2011.

R. A. Jabr, “Radial distribution load flow using conic programming,”
IEEE Transactions on Power Systems, vol. 21, no. 3, pp. 1458-1459,
2006.

C. Coffrin, H. L. Hijazi, and P. Van Hentenryck, “The QC relaxation:
A theoretical and computational study on optimal power flow,” IEEE
Transactions on Power Systems, vol. 31, no. 4, pp. 3008-3018, 2015.
C. Coffrin and P. Van Hentenryck, “A linear-programming approxima-
tion of AC power flows,” INFORMS Journal on Computing, vol. 26,
no. 4, pp. 718-734, 2014.

D. K. Molzahn and I. A. Hiskens, “A survey of relaxations and
approximations of the power flow equations,” Foundations and Trends
in Electric Energy Systems, vol. 4, no. 1-2, pp. 1-221, 2019.

A. Venzke, L. Halilbasic, U. Markovic, G. Hug, and S. Chatzi-
vasileiadis, “Convex relaxations of chance constrained AC optimal
power flow,” IEEE Transactions on Power Systems, vol. 33, no. 3, pp.
2829-2841, May 2018.

K. Bestuzheva, H. Hijazi, and C. Coffrin, “Convex relaxations for
quadratic on/off constraints and applications to optimal transmission
switching,” INFORMS Journal on Computing, vol. 32, no. 3, pp. 682—
696, 2020.

S. H. Low, “Convex relaxation of optimal power flow—Part II: Ex-
actness,” IEEE Transactions on Control of Network Systems, vol. 1,
no. 2, pp. 177-189, 2014.

R. Madani, S. Sojoudi, and J. Lavaei, “Convex relaxation for optimal
power flow problem: Mesh networks,” IEEE Transactions on Power
Systems, vol. 30, no. 1, pp. 199-211, 2014.

A. Venzke, S. Chatzivasileiadis, and D. K. Molzahn, “Inexact convex
relaxations for AC optimal power flow: Towards AC feasibility,”
Electric Power Systems Research, vol. 187, p. 106480, 2020.

Z. Tian and W. Wu, “Recover feasible solutions for SOCP relaxation
of optimal power flow problems in mesh networks,” IET Generation,
Transmission & Distribution, vol. 13, no. 7, pp. 1078-1087, 2019.
X. Fang, Z. Yang, J. Yu, and Y. Wang, “AC feasibility restoration
in market clearing: Problem formulation and improvement,” IEEE
Transactions on Industrial Informatics, vol. 18, no. 11, pp. 7597-7607,
2021.

X. Pan, M. Chen, T. Zhao, and S. H. Low, “DeepOPF: A feasibility-
optimized deep neural network approach for AC optimal power flow
problems,” to appear in /EEE Systems Journal, 2023.

M. Chatzos, T. W. K. Mak, and P. Van Hentenryck, “Spatial network
decomposition for fast and scalable AC-OPF learning,” IEEE Trans-
actions on Power Systems, vol. 37, no. 4, pp. 2601-2612, 2022.

A. S. Zamzam and K. Baker, “Learning optimal solutions for ex-
tremely fast AC optimal power flow,” in IEEE International Confer-
ence on Communications, Control, and Computing Technologies for
Smart Grids (SmartGridComm), 2020.

A. Kody, S. Chevalier, S. Chatzivasileiadis, and D. K. Molzahn,
“Modeling the AC Power Flow Equations with Optimally Compact
Neural Networks: Application to Unit Commitment,” Electric Power
Systems Research, vol. 212, p. 108282, 2022, presented at the 22nd
Power Systems Computation Conference (PSCC 2022).

D. P. Kingma and J. Ba, “Adam: A method for stochastic optimiza-
tion,” in 3rd International Conference for Learning Representations
(ICLR), 2015.

IEEE PES Task Force on Benchmarks for Validation of Emerging
Power System Algorithms, “The Power Grid Library for benchmarking
AC optimal power flow algorithms,” August 2019, arXiv:1908.02788.
C. Coffrin, R. Bent, K. Sundar, Y. Ng, and M. Lubin, “PowerModels.jl:
An open-source framework for exploring power flow formulations,” in
20th Power Systems Computation Conference (PSCC), 2018.

A. Wichter and L. T. Biegler, “On the implementation of an interior-
point filter line-search algorithm for large-scale nonlinear program-
ming,” Mathematical Programming, vol. 106, no. 1, pp. 25-57, 2006.
MOSEK ApS, Mosek Julia Packages, 2022.



	Introduction
	Preliminaries
	AC Optimal Power Flow
	Semidefinite Programming (SDP) Relaxation
	Second-Order Cone Programming (SOCP) Relaxation
	Quadratic Convex (QC) Relaxation
	Linear Programming AC (LPAC) Approximation

	Restoring AC Power Flow Feasibility
	Restoration Method
	Determining the Weighting Parameters

	Experimental Results and Discussion
	Experiment Setup
	Benchmarking Approach
	Training the Weighting Parameters
	Performance Evaluation


	Conclusion
	Appendix
	References

