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Recent experimental and computational investigations have shown
that trace amounts of surfactants, unavoidable in practice, can criti-
cally impair the drag reduction of superhydrophobic surfaces (SHSs),
by inducing Marangoni stresses at the air-liquid interface. How-
ever, predictive models for realistic SHS geometries do not yet ex-
ist, which has limited the understanding and mitigation of these ad-
verse surfactant effects. To address this issue, we derive a model
for laminar, three-dimensional flow over SHS gratings, as a function
of geometry and soluble surfactant properties, which together en-
compass ten dimensionless groups. We establish that the grating
length g is the key geometric parameter, and predict that the ratio
between actual and surfactant-free slip increases with g

2. Guided
by our model, we perform synergistic numerical simulations and mi-
crofluidic experiments, finding good agreement with the theory as
we vary surfactant type and SHS geometry. Our model also enables
the estimation, based on velocity measurements, of a priori unknown
properties of surfactants inherently present in microfluidic systems.
For SHSs, we show that surfactant effects can be predicted by a sin-
gle parameter, representing the ratio between the grating length and
the interface length scale beyond which the flow mobilizes the air-
water interface. This mobilization length is more sensitive to the
surfactant chemistry than to its concentration, such that even trace-
level contaminants may significantly increase drag if they are highly
surface-active. These findings advance the fundamental understand-
ing of realistic interfacial flows, and provide practical strategies to
maximize superhydrophobic drag reduction.
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Superhydrophobic surfaces (SHSs) have the potential to yield enor-
mous technological benefits in fields ranging from microfluidics

to maritime transportation, primarily due to their ability to reduce
drag (1). Through a combination of hydrophobic chemistry and mi-
croscopic surface patterning, these substrates are able to retain a
superficial layer of air, thereby producing an apparent slip when in
contact with a liquid flow (2). Early theoretical work (3–5) modeled
the air pockets trapped within these textures as flat boundaries with
no shear, predicting large drag reductions in the laminar regime. Al-
though early experiments found promising levels of drag reduction
(6–9), subsequent studies measured a reduced or even non-existent slip
(10–12), pointing at the interfacial stresses induced by surface-active
contaminants as one possible cause of this discrepancy. Recently,
independent experimental studies have reported time-dependent and
spatially complex interfacial dynamics that unequivocally demon-
strate the importance of surfactant-induced stresses on SHSs (13, 14).
Theoretical and computational works have confirmed the extent to
which trace amounts of these surface-active contaminants can reduce
slip (15–18). This slip reduction is also consistent with broader find-
ings for small-scale multiphase flows, where environmental levels of
surfactants, often extremely di�cult to avoid or control, play a cen-

tral role (19); prominent examples are given by small bubbles rising
in water (e.g. (20–23) and references therein) or bubbles probed by
atomic force microscopy (24, 25). These flows have been understood
through models that include surfactants, sometimes at trace levels that
are undetectable by traditional surface tension measurements.

For SHS textures, the concentration gradients that induce
Marangoni stresses appear in the streamwise direction, owing to
stagnation points at the downstream ends of the interfaces, where
advected surfactants accumulate (see Fig.1 A and B). Modeling this
physical mechanism for realistic SHS geometries is challenging. In
addition to the four coupled partial di↵erential equations governing
the physics and the ten associated dimensionless numbers (detailed
below), there is a major di�culty stemming from the alternating
slip/no-slip boundary conditions at the edges where the fluid interface
meets the solid substrate. The resulting spatially complex flows con-
stitute a challenge for analytical progress. For this reason, models
with surfactants only considered two-dimensional flows over trans-

verse SHS gratings, as this is the simplest geometry that captures
detrimental surfactant e↵ects (15, 17). A more realistic configuration
is that of streamwise gratings, which are widely used (6, 11, 13, 26),
owing to their potential for very high drag reduction in surfactant-
free conditions. Gratings have been modeled as infinitely long in
surfactant-free theories (3, 5, 27–29); however, modeling surfactant
e↵ects requires considering finite streamwise gratings with stagnation
points, leading to a three-dimensional (3D) flow. Theories of realistic
gratings inclusive of surfactant are still needed.

Here, we introduce a theory for 3D flow over streamwise SHS
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gratings with surfactants, by coupling a new hydrodynamic solution
(for slender, finite gratings with arbitrary shear at the interface) with
a scaling analysis of surfactant dynamics (for soluble, dilute surfac-
tants). We use our model to design experiments and simulations where
the slip velocity varies across three orders of magnitude, relative to
surfactant-free conditions, and thereby achieve a direct comparison be-
tween theory and experiments for realistic SHSs. Our theory can also
use velocity measurements to estimate physicochemical parameters of
unknown, trace-level surfactants, which are inevitable both in natural
and artificial settings. Although the general problem comprises ten
dimensionless groups, we show that impairment by trace surfactant
is approximately controlled by a single parameter, which depends on
surfactant type and concentration, and is independent of flow velocity.
Since surface-active molecules are naturally released by polymers
widely used in microfabrication (30–33), we expect these results to be
valuable over a broad range of fundamental and applied microfluidic
research.

SHS model for 3D flow with surfactants

We consider steady, laminar flow driven by a mean pressure gradient
Ĝ across a channel of half-height ĥ, where hats denote dimensional
quantities. The bottom of the channel is lined with a periodic pattern
of slender, rectangular gratings (Fig. 1A). Each gas-liquid interface
(the ‘plastron’) is assumed flat. Due to the periodicity of the array
in the streamwise and spanwise directions, we focus on a unit cell
consisting of one grating and its surrounding ridges, as depicted in
Fig. 1A. The streamwise, wall-normal, and spanwise directions are
x̂, ŷ and ẑ, respectively, with the coordinate origin at the center of the
unit cell (Fig. 1B).

We leverage the disparity of scales between the length L̂ and the
half-height ĥ (see Fig. 1B), and define a small parameter " = ĥ/L̂ ⌧ 1,
which is dimensionless and thus written without hats. Di↵erently from
the classic Hele-Shaw flow approximation (28), here we do not as-
sume that the spanwise length scale (the pitch P̂) is much larger than
ĥ, since, in microfluidic applications ĥ and P̂ are of the order of tens of
micrometers, whereas L̂ ranges in the millimeter or centimeter scale
(6, 7, 11, 26). Consequently, we define the nondimensional coordi-
nates x = x̂/L̂, y = ŷ/ĥ = ŷ/("L̂) and z = ẑ/("L̂). Incompressibility
implies that the flow is approximately unidirectional, with the domi-
nant streamwise velocity scaling as û ⇠ Û, whereas the wall-normal
and spanwise components scale as v̂ ⇠ "Û and ŵ ⇠ "Û. The velocity
scale is Û = ĥ

2
Ĝ/µ̂, with µ̂ the dynamic viscosity. At leading order

in ", the Stokes equations for the flow are @yyu + @zzu = @x p and
@y p = @z p = 0 (see SI, Flow field derivation), where u(x, y, z) = û/Û
and p(x) = p̂/(ĜL̂) are the dimensionless streamwise velocity and
pressure. The unidirectional nature of this leading-order flow is a
good approximation far from the downstream and upstream edges of
the plastron, i.e. where |x ± �x/2| � ", with �x the streamwise gas
fraction (see Fig. 1B). Therefore, the asymptotic expansion in " is
singular, as is common for thin-gap approximations (34). Since we
consider slender gratings with " ⌧ 1, the regions of validity repre-
sent most of the domain and useful approximations of both local and
integrated quantities can be obtained.

No-slip boundary conditions u = 0 are imposed at solid walls and
ridges. The interface imposes a Marangoni stress �̂ determined by
the local gradient of interfacial (adsorbed) surfactant. This stress is
independent of transverse direction z at leading order in " (see SI,
Flow field derivation), and thus the plastron boundary condition is
@yu

���
I
= �(x), where �(x) = �̂/(µ̂Û/"L̂) and the subscript I denotes

conditions at the interface.
Note that, for finite gratings, the pressure gradient is not constant

Ĝ

Air-water 
interface

Periodic 
gratings

Pressure 
gradient Interfacial 

surfactant

Flow

Bulk
surfactant

Shear

x̂ŷ
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Fig. 1. (A) Diagram showing the plane channel flow arrangement studied, with an
array of slender periodic streamwise gratings on the bottom wall. (B) Unit cell of
the SHS (also shown with dashed lines in panel A), periodic in x̂ and ẑ, illustrating
the downstream accumulation of surfactant. (C) Streamwise cross section at mid-
grating (ẑ = 0, also shown with dashed lines in panel B), showing field of bulk
surfactant from a representative simulation, with adsorption/desorption regions at
the upstream/downstream ends, respectively. (D) Interface concentration (blue) and
shear stress (red), for the same ẑ = 0 cross section. Throughout the article, hats
denote dimensional quantities.

in x, and p(x) must be determined from two integral constraints. First,
the volume flow rate Q =

R
P/2
�P/2

R 1
�1 u(x, y, z) dy dz (where P = P̂/ĥ

is the normalized pitch, see Fig. 1B) must be independent of x, to
satisfy mass conservation. Second, the pressure drop across the whole
unit cell must match the imposed mean pressure gradient, such thatR 1/2
�1/2 @x p(x) dx = �1. These two conditions lead to an expression for

the flow field (as detailed in SI, Flow field derivation),

u(x, y, z) =

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

h
1 + q

1
d

(1 � �x)h�i
i

uP(y) +
⇥
1 � h�i⇤ u

1
d

(y, z)

1 + q
1
d

(1 � �x)

��(x) � h�i
1 + q

1
d

h
q
1
d

uP(y) � u
1
d

(y, z)
i
, if |x| < �x

2

"
1 + q

1
d

(1 � �xh�i)
1 + q

1
d

(1 � �x)

#
uP(y), if

�x

2
< |x|  1

2
,

[1]
where uP(y) = (1 � y

2)/2 is the Poiseuille profile and u
1
d

(y, z) is
the deviation from uP(y) in the infinite-grating case, where the in-
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terface has no stagnation points and thus surfactant e↵ects are ab-
sent. In other words, if �x = 1 then u(y, z) = uP(y) + u

1
d

(y, z) and
�(x) = 0, where u

1
d

(y, z) is known from previous studies (3, 35).
In [1], q

1
d
= 3Q

1
d
/(2P), where Q

1
d
=

R
P/2
�P/2

R 1
�1 u

1
d

(y, z) dy dz, and

h�i = 1
�x

R �x/2
��x/2
�(x) dx is the average Marangoni shear across the plas-

tron, which varies between 0, for a clean interface, and 1 for a fully
immobilized interface. Equation [1] provides the velocity field as
a linear combination of two known simpler solutions (uP and u

1
d

),
relying on parameters which are either prescribed (�(x)) or known
from the infinite-grating problem (q1

d
).

The flow field is linked to the surfactant dynamics via �, which is
found from the equations for soluble surfactant (see SI, Governing

equations)

u
@c

@x
+ v
@c

@y
+ w
@c

@z
=

1
"Pe

 
"2 @

2
c

@x2 +
@2

c

@y2 +
@2

c

@z2

!
, [2a]

@(u�)
@x

+
@(w�)
@z

=
1
"PeI

 
"2 @

2�

@x2 +
@2�

@z2

!
+

Bi

"
(cI � �) , [2b]

@c

@y

�����
I

= Da (cI � �) at the interface, [2c]

@u

@y

�����
I

= �(x) = "kMa
@�

@x
at the interface. [2d]

Equations [2a] and [2b] describe the transport of the nondimen-
sional bulk and interfacial surfactant concentrations c = ĉ/ĉ0 and
� = �̂/�̂0, respectively, where ĉ0 is the background bulk concentration
and �̂0 is the equilibrium interfacial concentration (Fig. 1C,D). The
adsorption and desorption kinetics are modeled through [2c] and the
last term in [2b], whereas the Marangoni boundary condition [2d] re-
lates the shear stress to the gradient of surfactant concentration at the
interface. Six dimensionless groups control the surfactant dynamics
in Eqs. [2]. The bulk and interface Péclet numbers are Pe = ĥÛ/D̂
and PeI = ĥÛ/D̂I , where D̂ and D̂I are the bulk and interface di↵u-
sivities. The Marangoni number Ma = nsR̂T̂ �̂m/(µ̂Û) depends on
the maximum interfacial packing concentration �̂m, the ideal gas con-
stant R̂, the temperature T̂ and a parameter ns quantifying the e↵ects
of salinity. The Biot Bi = ĥ̂d/Û and Damköhler Da = ĥ̂a�̂m/D̂
numbers parameterize the e↵ect of kinetics, where ̂a and ̂d the ad-
sorption and desorption rate constants. The normalized background
concentration is k = ̂aĉ0/̂d, and can be related to the interfacial
concentration at kinetic equilibrium through k = �̂0/�̂m. These six
dimensionless groups, in addition to four geometrical parameters �x,
�z, P and g = ĝ/ĥ = �x/", fully describe the flow and surfactant
transport problem.

A scaling analysis of Eqs.[2], similar to the one performed in (15)
for transverse gratings, leads to an expression for h�i. The derivation,
which can be found in SI, Scaling theory for surfactant transport, is
based on the assumption of low normalized concentration (k ⌧ 1),
which justifies the choice of Henry kinetics (19) in Eq. [2], and is
the case in applications unless substantial amounts of surfactant are
deliberately added (12–14). The stress is approximated as spatially
uniform, i.e. �(x) ⇡ h�i, as has been found to be the case in small-
scale applications (15), such that the term on the second line of [1] is
negligible.

To quantify slip and enable comparison with experiments, we
use the centerline slip velocity uIc, defined as the velocity along the
centerline of the interface, uIc = u(x, y = �1, z = 0), as illustrated
in Fig. 1C. We use uIc because it can be measured with greater ease
and accuracy than the local slip length � = uI/ @yu

���
I
, which requires

estimation of velocity gradients (12). From the combination of the
flow field from Eq.[1] and the expression for h�i obtained from the
scaling of Eqs.[2], we obtain

uIc

u
clean
Ic

= 1 � a1 k Ma u
clean
Ic

a1 k Ma u
clean
Ic
+ a2

Bi g
2

1 + �Da
+

1
PeI

. [3]

Our model also yields an expression for the e↵ective slip length �e,
defined through the wall-averaged Navier slip boundary condition that
would result in the same flow rate as alternating no-slip/slip boundary
conditions on the bottom wall (1, 5, 15, 35),

�e

�clean
e

= 1 �
a1 k Ma u

clean
Ic

 
1 +
�clean

e

2

!

a1 k Ma u
clean
Ic

 
1 +
�clean

e

2

!
+ a2

Bi g
2

1 + �Da
+

1
PeI

. [4]

In Eqs. [3] and [4], � = �̂/ĥ is the concentration boundary layer
thickness (Fig. 1C), modeled as �(g, Pe) = a3(1 + a4 Pe/g)�1/3 fol-
lowing a canonical Lévêque scaling (34). Here u

clean
Ic

is the cen-
terline slip velocity for clean finite-length gratings, found setting
�(x) = h�i = 0 in [1]. This leads to u

clean
Ic
= u

1
Ic
/[1 + q

1
d

(1 � �x)],
where u

1
Ic

is the centerline slip velocity for infinite gratings, known
from previous studies (3, 35). The e↵ective slip length for clean
gratings is �clean

e
= 2�xq

1
d
/[3 + q

1
d

(3 � 4�x)]. Although exact solu-
tions of u

1
Ic

and q
1
d

require numerical calculations, useful approxi-
mations are u

1
Ic
⇡ {[(P/⇡) cosh�1(sec(⇡�z/2))]nu + 2nu }1/nu and q

1
d
⇡

{[(3P/2⇡) ln(sec(⇡�z/2))]nq+(3�z)nq }1/nq , with nu = �1.46, nq = �1.21
(these become exact as P ! 0 or P ! 1, see SI, Flow field deriva-

tion).

Theory = Simulations
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Fig. 2. (A) Comparison of the centerline slip velocity from 155 numerical simulations with our model prediction [3]. (B) Effective slip length and (C) centerline slip velocity as a
function of the spanwise gas fraction �z, for a fixed surfactant concentration ĉ0 and varying surfactant solubility (̂a/̂d). Unless noted, the parameters are as in Table SI.
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Equations [3], [4] link the loss of performance to the surfactant-
induced stresses; these are enhanced by increasing the product of
normalized concentration and Marangoni number k Ma, which ex-
presses the ratio of Marangoni e↵ects and viscous shear, for a unit of
surfactant gradient. Marangoni stresses can be reduced by decreasing
the surfactant gradient, achieved by either (i) increasing surfactant
flux between the interface and the bulk (relative to advection), as
captured by Bi g

2/(1 + �Da), or (ii) increasing interfacial di↵usivity
(again, compared to advection), expressed by 1/PeI .

The scaling coe�cients a1, a2, a3 and a4 in [3],[4] are estimated by
performing 155 simulations of the full governing equations, spanning
a wide range of values in the dimensionless groups to ensure proper
coverage of the parameter space (see Materials and Methods). Fig-
ure 2A shows good agreement between the model [3] and simulations
across four orders of magnitude in the slip velocity, for a1 ⇡ 0.345,
a2 ⇡ 0.275, a3 ⇡ 5.581 and a4 ⇡ 3.922, which are values of order
one as expected for scaling coe�cients. The simulations also corrob-
orate the assumption �(x) ⇡ h�i, as discussed in SI, Finite-element

simulations.
Equipped with a 3D theory and a set of numerical simulation

results, we aim to identify realistic combinations of the ten dimension-
less parameters that maximize the drag reduction of SHSs. Figs. 2B
and C illustrate how �e and uIc change with the spanwise gas fraction
�z, for a fixed bulk concentration ĉ0 = 3 · 10�4 mol m�3 and ĝ = 1 mm,
and for several values of surfactant solubility, in a micro-channel with
ĥ = 60 µm. Slip is maximized for surfactant with higher solubility,
corresponding to lower ̂a/̂d. Incidentally, the results depend weakly
on ̂a or ̂d individually; although these parameters appear separately
in Eqs. [2], [4] through Bi and Da, Da is large if ĥ is larger than a few
micrometer, such that the term Bi/(1 + �Da) ⇡ Bi/(�Da), which is a
function of ̂a/̂d (see also SI, Discussion of the mobilization length).

Since the chemical properties of naturally occurring surfactants
are virtually impossible to control in practice (32), we focus on geo-
metrical parameters. We observe that �z has a negligible impact on
surfactant e↵ects, even as �z ! 1. Mathematically, �z a↵ects [3] only
through the surfactant-independent term u

clean
Ic

(P, �z, �x), which is at
most of order one. Equations [3] and [4] reveal that slip is maximized
by increasing the grating length g, which progressively overcomes
surfactant e↵ects, undergoing a transition of the form uIc ⇠ g

2 and
ultimately approaching the asymptotes uIc ! u

clean
Ic

, �e ! �clean
e

. This
transition is challenging to simulate due to the large computational
cost of long domains needed at large g.

Experiments demonstrate effect of grating length

To acquire data at large g and test the prediction of a slip transition,
we build microfluidic devices using polydimethylsiloxane (PDMS), as
shown in Fig.3A and 3B (see Materials and Methods). The channel
upper wall consists of streamwise gratings of pitch P̂ = 60 µm and
spanwise gas fraction �z = 2/3. The channel half-height is ĥ = 60 µm,
and the depth of the grating trenches is d̂ = 25 µm, enough to ensure
a stable plastron throughout each experiment. We test gratings with
ĝ = 15, 25, 35 and 45 mm, separated in the streamwise direction by
solid ridges of length L̂ � ĝ = 20 µm. We employ a confocal mi-
croscope and micro-particle image velocimetry (µ-PIV) in a setup
similar to the one in (13). A syringe pump provides a constant flow
rate Q̂TOT = 1.152 µL min�1. We use de-ionized water without any
additives, since it has been established that the unavoidable amounts
of surfactant naturally present in similar microfluidic settings are
su�cient to induce significant stresses at the plastron (12–14). The
µ-PIV beads (visible in Fig.3E) are thoroughly pre-washed to remove
their added surfactant (16), and we also follow a cleaning protocol
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�ŷ = 5µm

1µm
2µm

3µm
4µm

D

E

Grating Grating

0 015 15 30

10

0

±30 �15�15�30
�10

x̂⇥
µm
⇤

ẑ
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profiles at different distances from the interface, for a grating length ĝ = 45 mm. The
dashed line denotes the linearly extrapolated slip velocity, whereas the shadings
show standard error (details in SI, Experimental methods). The bull’s eyes mark
the centerline slip velocity. (E) Micrograph of the gratings shown in (D), with µ-
PIV particles appearing in green. (F) Ratio between the actual centerline slip velocity
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[3], simulations, and experiments, as well as prior experiments of (13, 14). Ref. (14)
used an annular grating in a rheometer, with an effectively infinite groove length. The
theoretical prediction from our model [3] and the simulations use a best estimate of
the unknown surfactant parameters (see SI, Estimate of surfactant parameters), with
the shaded region denoting a range of plausible levels of contamination within our
estimates. The uncertainty in the present experimental data is smaller than the size
of the symbols.

for the syringes and tubing (see Materials and Methods). The flow
velocity is measured over two adjacent gratings, at several distances
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Fig. 4. (A) Lines (from our model) showing the normalized surfactant concentration k, as a function of grating length g, that yields a slip length that is 50% of the ideal, ‘clean’
value. Colors denote different surfactant solubilities, expressed by the ratio of the adsorption and desorption constants ̂a/̂d . Shaded bands show the weak effect of changing
the flow velocity Û across two orders of magnitude. (B) Experimental and numerical data for the slip velocity uIc, plotted against g, as one varies surfactant properties, flow
velocity, and SHS geometry, together characterized by ten dimensionless groups (including g). (C) Normalizing g by the mobilization length Lm approximately collapses the
same data onto a single curve, governed by only one dimensionless group. Here the factor (uclean

Ic
)1/2 helps collapse data across a range of gas fractions, which give a wide

range of values for u
clean
Ic

. In practice the normalized clean interface velocity u
clean
Ic

is usually of O(1), so this factor could be omitted in the normalization for g.

�ŷ from the interface, as defined in Fig. 3C. Examples of velocity
profiles are displayed in Figs. 3D, for ĝ = 45 mm. The flow over
the solid ridges is consistent with the no-slip condition at the wall,
whereas velocity increases noticeably over the gratings. These verti-
cally spaced profiles around the grating centerline are extrapolated to
obtain the slip velocity at the interface, shown by the black dashed
lines in Fig.3D; the centerline slip velocity is marked by the bull’s
eyes in the figure. The measured slip velocities ûIc are only 6% to
10% of the values û

clean
Ic

predicted by surfactant-free theories (Fig. 3F),
consistently with prior experiments (10–14).

Comparing quantitatively these experimental measurements to
the predictions from our model requires assumptions on the type
and amount of surfactant present in the channel. Although some
parameter values are known and others can be accurately estimated,
the normalized surfactant concentration k and the kinetic rate ad-
sorption and desorption constants ̂a and ̂d can vary across a broad
range. Nevertheless, it is possible to combine our model for the
slip velocity [3] with previous experimental results (13) to obtain
an estimate, as described in detail in SI, Estimate of surfactant

parameters. We find approximate ranges for the normalized con-
centration 7.3 · 10�3 . k . 10�1 and for the ratio of constants
7.1 · 101 m3 mol�1 . ̂a/̂d . 1.8 · 103 m3 mol�1.

Choosing the mid-range values k = 3.6 · 10�2 and ̂a/̂d =
1.2 · 102 m3 mol�1, our predictions of the slip velocity show good
agreement with our experimental data and with previous studies
(13, 14), as illustrated in Figure 3F. At small g, measuring the small
slip velocity with high precision is challenging; we performed finite-
element simulations with the same surfactant properties as in the
experiments, shown by the blue circles in Figure 3F. These simula-
tions are restricted to g < 60 (approximately 3.5 mm in practice), as
computational cost increases with g. Simulations and experiments
agree with [3], showing increased slip consistent with the theoretical
prediction as g increases and confirming the key impact of this geo-
metric parameter in controlling drag reduction. Furthermore, all our
measurements are consistent with the range of k and ̂a/̂d that we
estimated from previous experiments in a di↵erent laboratory (13).

To assess practical implications for general microfluidic flows, we

plot in Figure 4a the combinations of g and k at which the slip length
reaches 50% of the surfactant-free value (i.e. �e/�clean

e
= 0.5, plotted

with solid lines), for surfactant solubility values ̂a/̂d (plotted with
di↵erent colors) and a range of representative velocities Û (shown by
shaded colored bands around each line) found in small-scale applica-
tions. The gray horizontal band shows the range 7 · 10�3 . k . 0.1
estimated for microfluidic experiments. At larger values k > 0.1 the
risk of plastron collapse increases significantly due to capillary e↵ects.
Increasing or reducing the velocity Û by an order of magnitude has a
relatively weak e↵ect on the slip, as shown by the narrow bands around
each line in Fig.4a. In addition, Fig.4a shows that varying ̂a/̂d leads
to uniformly shifted contours, which remain approximately parallel.
Together with the weak dependence on velocity, these results suggest
that the 50% threshold for slip could be expressed through a simpler
underlying criterion.

Single lengthscale predicts interface mobility

Figure 3F shows that surfactant impairment is strongly dependent
on the grating length g. We therefore define the mobilization length
Lm as the value of g that gives significant slip, such that the local
slip length on the interface is �I(Lm) ⇠ 1 (or in dimensional terms,
�̂I(L̂m/ĥ) ⇠ ĥ). We seek a scaling for �I in terms of g, starting from
the definition of �I and using [2d],

�I =
uI

�
⇠ uI

kMa
��

g

. [5]

Note that x is normalized by L̂, whereas g is normalized by ĥ, such that
gradients along the interface occur over an x length scale ĝ/L̂ ⇠ "g.
Here �� is the order of magnitude of the change in � along the
interface, illustrated in Fig. 1D. More specifically, we assume that cI

ranges from 1 � �cI to 1 + �cI , and similarly � is between 1 � ��
and 1 + ��, such that at some point near the middle of the interface
� ⇠ c ⇠ 1. Scaling [2c],

��cI

�
⇠ Da (�cI � ��), i.e. �� ⇠ �cI

 
1
�Da

+ 1
!
. [6]
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We find �cI by scaling Eq. [2b], which represents a balance be-
tween advection, which acts to establish a surfactant gradient, and
di↵usion and kinetics, which act to extinguish the gradient. We con-
sider changes along the x-direction, between the edge of the interface
(where u = 0) and a point near the middle (where u ⇠ uI and � ⇠ 1).
Then @x(u�) ⇠ uI/("g) and @xx� ⇠ ��/("g)2. Writing the kinetic flux
Bi(cI � �) = (Bi/Da) @yc|I and using [6] to eliminate ��, Eq. [2b]
yields

uI

g
⇠

 
Bi +

1 + �Da

PeIg
2

!
�cI

�Da
. [7]

The second term in the parenthesis on the right hand side is neg-
ligible if di↵usion is weak compared to kinetics, such that g

2 �
(1 + �Da)/(Bi PeI). Note that � ⇠ 1 unless the gratings are very short,
and recall that Da is large if ĥ is larger than a few micrometers, such
that (1+ �Da) ⇠ Da. In dimensional form, neglecting di↵usion in [7]
then requires ĝ

2 � (L̂mod
d

)2, where

L̂
mod
d

:=
 
ĥL̂d

D̂I

D̂

!1/2

, [8]

and L̂d = ̂a�̂m/̂d is the depletion length, which arises commonly
in models of soluble surfactant (19). We define L̂

mod
d

as a modified
depletion length, representing the grating length above which interface
di↵usion is small compared to kinetics. Omitting the di↵usive term in
[7], and combining with [5] and [6] to eliminate �� and �cI , we find

�I ⇠
g

2
Bi

k Ma Da
. [9]

This scaling shows concisely that �I depends on g
2, consistently

with [4] and with Fig. 3F. If �I ⇠ 1 when g ⇠ Lm, [9] defines the
mobilization length; in dimensional form, we find

L̂m := ĥ
̂a�̂m

̂d

 
nsR̂T̂ ĉ0

µ̂D̂

!1/2

. [10]

Marangoni stresses become negligible if ĝ
2 � L̂

2
m

, as transport be-
tween the bulk and the interface suppresses the surfactant gradient that
would otherwise be established by advection. For our experiments
(Table SI), Eq. [10] predicts L̂m ⇡ 4.3 cm, indicating that gratings
must be at least several centimeters long to minimize Marangoni
stresses, consistently with Fig. 3F. Remarkably, L̂m depends linearly
on ̂a/̂d but only on the square-root of ĉ0, showing higher sensitivity
to the type of surfactant than to its concentration.

For small-scale applications, and using properties of known sur-
factants, we find that L̂

mod
d

is much smaller than L̂m; for example,
L̂

mod
d
⇡ 170 µm in our experiments (Table SI and SI, Discussion of the

mobilization length). Therefore the mobilization length L̂m is the key
length scale that determines the slip of a given SHS.

Our analysis suggests that it should be possible to write simplified
expressions for uIc and �e in terms of g/Lm. With the approximation
(1 + �Da) ⇡ Da (as discussed above) and assuming L̂m � L̂

mod
d

(such
that the terms 1/PeI are negligible), Eqs. [3] and [4] simplify to the
one-parameter curves

uIc

u
clean
Ic

= 1 � 1

1 +
a2

a1a3

0
BBBBBBBBBB@

g

Lm

q
u

clean
Ic

1
CCCCCCCCCCA

2 , [11]

�e

�clean
e

= 1 � 1

1 +
a2

a1a3

0
BBBBBBBBBBBBBB@

g

Lm

r
u

clean
Ic

✓
1 + �

clean
e

2

◆

1
CCCCCCCCCCCCCCA

2 . [12]

We re-examine the 155 simulations shown in Fig.2A, and set aside
24 cases that are not achievable in reality (e.g. involving unphysi-
cally small di↵usivities). Figure 4b shows the relative slip uIc/uclean

Ic

versus g for the remaining 131 simulations and for our experiments.
These data span di↵erent surfactant properties, grating geometries
and flow velocities, and exhibit large scatter, illustrating how g alone
is insu�cient to predict slip. However, when g is normalized by the
mobilization length Lm, the same data collapse near the one-parameter
curve given by [11], as shown in Fig.4C.

Discussion and outlook

Regarding the surfactant type inherent to our experiments, Eqs. [10]
and [11] suggest a surfactant with large ̂a/̂d, implying low solubil-
ity. This is consistent with previous findings that PDMS used in mi-
crofluidic channels (including our experiments) releases uncrosslinked
oligomer chains (36–38), which are surface active (31, 32), and which
have also been detected in solution (30, 33). The mass fractions re-
ported in (33), in combination with the oligomer chain lengths found
in (30), lead to concentrations ĉ0 ⇠ O(10�4 � 10�2) mol m�3, compat-
ible with our estimates. Incidentally, in other contexts, PDMS has
sometimes been approximately modeled as insoluble (39, 40); under
this assumption, our theory yields uIc = u

clean
Ic
/(1 + ains Mains u

clean
Ic

)
(see SI, Scaling theory for surfactant transport), where ains is a scal-
ing coe�cient, Mains = nsR̂T̂ �̂0ĥ/(µ̂D̂I) is a Marangoni number, and
�̂0 is the average interfacial surfactant concentration. Note that this
expression for uIc does not depend on g, inconsistently with the exper-
imental results in Fig.3F. This highlights the importance of including
solubility in models of surfactant dynamics on SHSs.

The results described here provide insights about the slip and drag
of superhydrophobic surfaces in realistic conditions. Our theory for
slender, finite gratings (which are widely used) enables comparisons
with experiments, where inherent surfactants must be accounted for.
The hydrodynamic component of the model from Eq. [1] can also
quantify SHS performance in the presence of general, nonuniform
shear stresses at the air-water interface, thus circumventing the need
for computationally expensive simulations. In addition, we have
shown that a single mobilization length scale arising from the theory
can serve as a guide in the design of SHS textures that mitigate
surfactant e↵ects. This laminar theory is also a stepping stone towards
predicting surfactant e↵ects in turbulent flow. As a first approximation,
the mobilization length could be estimated by replacing the channel
half-height ĥ in [10] with the thickness of the viscous sublayer. Finally,
since L̂m depends primarily on surfactant properties and on the shear
length scale ĥ, we may also expect that the concept of mobilization
length, derived here for streamwise gratings, could qualitatively apply
to other SHS textures.

Materials and Methods

Finite-element simulations. We solved the full governing equations and
boundary conditions (in dimensional form, detailed in SI, Governing equations)
in three dimensions using COMSOL Multiphysics 5.5. We performed a total
of 155 simulations using di↵erent grating geometries, flow velocities and
surfactant properties in order to span a large portion of the parameter space
characterized by the ten dimensionless numbers of the problem. The domain
was one half of the SHS unit cell depicted in Fig.1B, with ẑ between ẑ = 0
and ẑ = P̂/2 due to the spanwise symmetry of the solution. The volume
is meshed with tetrahedral elements, with the finest ones (with a minimum
element size of 1.5 · 10�9 m) around the upstream and downstream edges
of the interface x̂ = ±�xL̂/2 (see SI, Finite-element simulations). We used
the Creeping Flow module for the flow field, the Dilute Species Transport
module for the transport of bulk surfactant, and the transport of interfacial
surfactant was implemented through a General Form Boundary PDE. The
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Marangoni boundary conditions were enforced through a Weak Contribution
constraint, as was the condition that fixed the mean bulk concentration to be
ĉ0. The system of nonlinear equations was solved through a Newton-type
iterative method using the PARDISO direct solver for the linear system at each
iteration. All simulations satisfied a relative tolerance for convergence of 10�5.
We used linear elements for the pressure, bulk concentration and interfacial
concentration, and either linear or quadratic elements for the velocity field,
depending on the computational demands of each simulation.

Microchannel fabrication. Microfluidic channels with an array of parallel
SHS gratings on their ceiling (Figs.3A and 3B) were built by casting PDMS
(Sylgard 184) over a mold obtained by two-layer photolithography. The
photoresist used was SU-8 (Microchem SU-8 3025 and Microchem SU-8
3050). The chips were bonded to 0.1 mm-thick glass coverslips (Bellco Glass
1916-25075) through untreated adhesion. Every coverslip was washed with
isopropyl alcohol, then with 18 M⌦ cm DI water, and finally dried with nitro-
gen before the microfluidic chip was attached. The static contact angle of water
droplets was measured to be higher than 100° over samples of smooth PDMS,
and to increase further over samples of textured PDMS. This is consistent with
previous measurements for untreated PDMS (41), and demonstrates the super-
hydrophobicity of the substrate. The total width of the microfluidic channel
was set to Ŵ = 2 mm (see Fig.3A), to ensure an approximately periodic flow
in ẑ over the gratings far away from lateral walls (given that Ŵ � ĥ).

Experimental setup. A glass syringe (Hamilton Gastight) was filled with
particle-seeded DI water, which was driven through the microchannels using
a syringe pump (KD Legato 111). We used the barrel of a plastic syringe
(BD Luer-Lok) as an outlet reservoir open to the room, to impose atmospheric
pressure at the end of the circuit. The height of this reservoir was adjusted
with a vertical translation stage (Thorlabs VAP10) at the beginning of each
experiment to ensure that the plastron at each grating remained approximately
flat, by controlling the average pressure in the microchannel. The microchannel
was connected to the syringe and reservoir through plastic tubing (Tygon S3).
All circuit elements were thoroughly pre-washed with 18 M⌦ cm DI water,
following a protocol described in SI, Experimental Methods.

Confocal microscopy. The tracer particles (ThermoFisher FluoSpheres car-
boxylate 0.5 µm diameter) were washed using a centrifuge (Eppendorf 5418)
to separate them from the bu↵er solution, which was then discarded and replen-
ished with 18 M⌦ cm DI water. This process was repeated three times before
each experiment to essentially eliminate surfactant contamination from the
particle solution. The flow was observed with a confocal microscope (Leica
SP8 Resonant Scanning), using a 40X water objective (as in Fig. 3B). The
microfluidic device was enclosed in a stage top chamber (Okolab H101-K-
FRAME) with a controlled temperature set to T̂ = 296 K. Using the bright
field imaging of the microscope (Fig.3E), we focused on two adjacent gratings.
We avoided imaging the five gratings closest to each lateral side wall of the
channel to prevent e↵ects related to the loss of periodicity. The fluorescence
imaging of the microscope (superimposed on the image in Fig.3E) revealed
the positions of the tracer beads in each snapshot, which we obtained at a rate
of between 20 and 28 frames per second. All the data were taken at the center
of the grating in the streamwise direction (i.e. x̂ ⇡ 0) and at several distinct
ŷ-planes close to the interface (see Fig.3D).

Image analysis and micro-PIV. The µ-PIV analysis was performed with
the open-source MATLAB toolbox PIVlab (42), using an acquisition window
of approximately 125 µm⇥125 µm. The velocity field obtained for a given
window was averaged in time and along the streamwise x̂ direction to obtain
the spanwise velocity profiles depicted in Fig.3D, for di↵erent distances away
from the interface. To extract the centerline slip velocity ûIc (at ŷ = �ĥ and
ẑ = 0), we performed a linear least-squares fit using data from between three
to five ŷ-planes. We only used data in a neighborhood of the grating center
ẑ = 0 (see Fig. 3D), since velocity profiles at ŷ = �ĥ were not smooth due
to the transitions between the interfaces and the solid ridges at ẑ = ±�zP̂/2.
The uncertainty for ûIc was calculated by accounting for how uncertainties in
the velocity measurements and in the ŷ-coordinate of the interface (±1 µm)
propagated through the fitting procedure.
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Supporting Information for
A single parameter can predict surfactant impairment of superhydrophobic drag reduction

F. Temprano-Coleto, S. M. Smith, F. J. Peaudecerf, J. R. Landel, F. Gibou, and P. Luzzatto-Fegiz

Governing equations

We consider a steady fluid flow at low Reynolds number, within the unit cell depicted in Fig. 1A, B. The three-dimensional
velocity field is denoted by û = û ex + v̂ ey + ŵ ez, where ex, ey and ez are unit vectors in the streamwise, wall-normal and
spanwise directions (see Fig. 1C). The scalar fields p̂ and ĉ represent the pressure and the bulk surfactant concentration,
respectively. The governing equations describing the conservation of mass, momentum, and surfactant in the bulk fluid are, in
dimensional form,

ˆ û

ˆx̂
+ ˆ v̂

ˆŷ
+ ˆ ŵ

ˆẑ
= 0, [S1a]

µ̂

3
ˆ

2
û

ˆx̂2 + ˆ
2
û

ˆŷ2 + ˆ
2
û

ˆẑ2

4
= ˆ p̂

ˆx̂
, [S1b]

µ̂

3
ˆ

2
v̂

ˆx̂2 + ˆ
2
v̂

ˆŷ2 + ˆ
2
v̂

ˆẑ2

4
= ˆ p̂

ˆŷ
, [S1c]

µ̂

3
ˆ

2
ŵ

ˆx̂2 + ˆ
2
ŵ

ˆŷ2 + ˆ
2
ŵ

ˆẑ2

4
= ˆ p̂

ˆẑ
, [S1d]

û
ˆ ĉ

ˆx̂
+ v̂

ˆ ĉ

ˆŷ
+ ŵ

ˆ ĉ

ˆẑ
= D̂

3
ˆ

2
ĉ

ˆx̂2 + ˆ
2
ĉ

ˆŷ2 + ˆ
2
ĉ

ˆẑ2

4
. [S1e]

At the interface, the interfacial surfactant concentration �̂ follows a conservation law. An adsorption–desorption flux couples �̂
to the bulk concentration. Marangoni boundary conditions link the interfacial shear stress to the concentration gradient. The
corresponding equations, defined only at the air–water interface, read

ˆ(ûI �̂)
ˆx̂

+ ˆ(ŵI �̂)
ˆẑ

= D̂I

3
ˆ

2�̂
ˆx̂2 + ˆ

2�̂
ˆẑ2

4
+ Ŝ(ĉI , �̂), [S1f]

D̂
ˆ ĉ

ˆŷ

----
I

= Ŝ(ĉI , �̂), [S1g]

µ̂
ˆ û

ˆŷ

----
I

= N̂ (�̂)ˆ �̂
ˆx̂

, [S1h]

µ̂
ˆ ŵ

ˆŷ

----
I

= N̂ (�̂)ˆ �̂
ˆẑ

, [S1i]

where N̂ (�̂) is a possibly nonlinear term quantifying the dependence of the surface tension with �̂, and depends on the specific
model of equilibrium isotherm chosen (1). The term Ŝ(ĉI , �̂) represents the adsorption-desorption kinetics, and must be
compatible with the choice of isotherm. Here, we use a model derived from the Frumkin isotherm (2, 3), which leads to

Ŝ(ĉI , �̂) = Ÿ̂aĉI(�̂m ≠ �̂) ≠ Ÿ̂d�̂e
A�̂/�̂m

, [S1j]

N̂ (�̂) = nsR̂T̂

3
�̂m

�̂m ≠ �̂
+ A

�̂
�̂m

4
. [S1k]

The above equations are complemented with the imposition of a mean background level of bulk concentration

1
2ĥP̂ L̂

⁄ P̂ /2

≠P̂ /2

⁄ ĥ

≠ĥ

⁄ L̂/2

≠L̂/2
ĉ dx̂ dŷ dẑ = ĉ0, [S1l]

as well as with streamwise and spanwise periodicity conditions for variables defined in the bulk fluid,

û(x̂) = û(x̂ + –L̂ex + —P̂ ez) for any integers –, —, [S1m]

ĉ(x̂) = ĉ(x̂ + –L̂ex + —P̂ ez) for any integers –, —, [S1n]

which in the case of the pressure also includes a mean pressure drop such that

p̂(x̂) = p̂(x̂ + –L̂ex + —P̂ ez) + –ĜL̂ for any integers –, —, [S1o]
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and where x̂ = x̂ ex + ŷ ey + ẑ ez is the position vector. The remaining equations are the boundary conditions

û = 0 on all solid surfaces (no slip and no penetration), [S1p]
v̂ = 0 on the air–water interface (no penetration), [S1q]

ˆ ĉ

ˆŷ
= 0 on all solid surfaces (no flux), [S1r]

ˆ �̂
ˆx̂

= 0 at x̂ = ±„xL̂/2 when |ẑ| Æ „zP̂ /2 (no flux), [S1s]

ˆ �̂
ˆẑ

= 0 at ẑ = ±„zP̂ /2 when |x̂| Æ „xL̂/2 (no flux). [S1t]

We normalize Eqs. S1a-S1t following

x = x̂/L̂, y = ŷ/ĥ = ŷ/(ÁL̂), z = ẑ/ĥ = ẑ/(ÁL̂)

u = û/Û , v = v̂/(ÁÛ), w = ŵ/(ÁÛ), p = p̂/(ĜL̂)

c = ĉ/ĉ0, � = �̂/�̂0,

[S2]

where Û = ĥ
2
Ĝ/µ̂ and �̂0 = Ÿ̂aĉ0�̂m/Ÿ̂d are the natural scales for the velocity and the interfacial surfactant. Applying this

normalization to Eqs. S1a-S1k results in

ˆu

ˆx
+ ˆv

ˆy
+ ˆw

ˆz
= 0, [S3a]

3
Á

2 ˆ
2
u

ˆx2 + ˆ
2
u

ˆy2 + ˆ
2
u

ˆz2

4
= ˆp

ˆx
, [S3b]

Á
2

3
Á

2 ˆ
2
v

ˆx2 + ˆ
2
v

ˆy2 + ˆ
2
v

ˆz2

4
= ˆp

ˆy
, [S3c]

Á
2

3
Á

2 ˆ
2
w

ˆx2 + ˆ
2
w

ˆy2 + ˆ
2
w

ˆz2

4
= ˆp

ˆz
, [S3d]

u
ˆc

ˆx
+ v

ˆc

ˆy
+ w

ˆc

ˆz
= 1

ÁP e

3
Á

2 ˆ
2
c

ˆx2 + ˆ
2
c

ˆy2 + ˆ
2
c

ˆz2

4
. [S3e]

ˆ(uI�)
ˆx

+ ˆ(wI�)
ˆz

= 1
ÁP eI

3
Á

2 ˆ
2�

ˆx2 + ˆ
2�

ˆz2

4
+ Bi

Á
S(cI , �), [S3f]

ˆc

ˆy

----
I

= Da S(cI , �), [S3g]

ˆu

ˆy

----
I

= ÁkMa N (�)ˆ�
ˆx

, [S3h]

Á
2 ˆw

ˆy

----
I

= ÁkMa N (�)ˆ�
ˆz

, [S3i]

S(cI , �) = cI(1 ≠ k�) ≠ �e
kA�

, [S3j]

N (�) =
1 1

1 ≠ k� + kA�
2

. [S3k]

Problem parameters

The parameters appearing in Eqs. S1a-S3k are defined in Tables SI and SII, together with the values that they take in our
experiments. Since, as explained in the main text, the surfactant type and concentration in the liquid are unknown, only
an estimate can be obtained in some cases (see Section Estimate of surfactant parameters for details). We choose g = ĝ/ĥ,
P = P̂ /ĥ, „x and „z as the four independent geometric parameters of the problem, noting that Á can then be obtained as
Á = „x/g. Tables SI and SII also include the values of the length scales L̂

mod
d and L̂m, defined in Eqs. 10 and 9 of the main text.

Flow field derivation

Assumption of a spanwise constant interface shear stress. Note that, although Á π 1 and k π 1 in the conditions considered
in our study (see Section Scaling theory for surfactant transport), the product ÁkMa appearing in [S3h] and [S3i] is typically
not small, since the Marangoni number is expected to be large, i.e. Ma ∫ 1 (see estimates in Table SII) and the term N (�) ¥ 1
as long as k and k|A| remain small. In fact, Eq. S3h implies that only when ÁkMa & 1 the Marangoni stresses at the interface
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Table SI. Parameters appearing in the dimensional Eqs. S1a–S2 and defining the flow geometry (Fig. 1), alongside with their values in the
simulations and experiments. The symbol ‡ indicates quantities whose order of magnitude does not change appreciably across surfactants;
the values are for sodium dodecyl sulfate (SDS), which is well characterized (2). The symbol † denotes values that have been estimated by
combining our theory and the experimental results in (4) (see Section Estimate of surfactant parameters for details).

Quantity Symbol Units
Value (or best estimate)

in experiments

Background bulk concentration ĉ0 mol m≠3 3 · 10≠4 †
Adsorption rate constant Ÿ̂a m3 mol≠1 s≠1 8.95 · 101 †
Desorption rate constant Ÿ̂d s≠1 7.5 · 10≠1 †

Maximum packing concentration �̂m mol m≠2 3.9 · 10≠6 ‡
Bulk surfactant diffusivity D̂ m2 s≠1 7 · 10≠10 ‡

Interface surfactant diffusivity D̂I m2 s≠1 7 · 10≠10 ‡
Salinity parameter ns - 2 ‡

Frumkin interaction coefficient A - ≠2.4 ‡
Ideal gas constant R̂ J mol≠1 K≠1 8.314

Temperature T̂ K 296
Dynamic viscosity µ̂ kg m≠1 s≠1 8.9 · 10≠4

Velocity scale Û m s≠1 2.4 · 10≠4

Channel half height (see Fig. 1) ĥ m 6 · 10≠5 ± 3 · 10≠6

Pitch (see Fig. 1) P̂ m 6 · 10≠5

Grating width (see Fig. 1) „zP̂ m 4 · 10≠5

Grating length (see Fig. 1) ĝ m (1.5, 2.5, 3.5, 4.5) · 10≠2

Ridge size in x (see Fig. 1) L̂ ≠ ĝ m 2 · 10≠5

Depletion length (see Eq. 8) L̂d= Ÿ̂a�̂m/Ÿ̂d m 4.7 · 10≠4

Modified depletion length (see Eq. 8) L̂mod
d =

!
ĥD̂I Ÿ̂a�̂m/(D̂Ÿ̂d)

"1/2 m 1.7 · 10≠4

Mobilization length (see Eq. 10) L̂m= (ĥŸ̂a�̂m/Ÿ̂d)
!

nsR̂T̂ ĉ0/(µ̂D̂)
"1/2 m 4.3 · 10≠2

Table SII. Dimensionless numbers governing the full problem.

Dimensionless group Definition
Range

in simulations

Value (or best estimate)

in experiments

Normalized concentration k = Ÿ̂aĉ0/Ÿ̂d = �̂0/�̂m 2.7 · 10≠5 – 5.4 · 10≠2 4 · 10≠2

Marangoni number Ma = nsR̂T̂ �̂m/(µ̂Û) 3.1 · 103 – 2.3 · 107 9 · 104

Péclet number P e = ĥÛ/D̂ 1.5 · 10≠2 – 1.2 · 105 2 · 101

Interface Péclet number P eI = ĥÛ/D̂I 1.7 · 10≠1 – 6 · 102 2 · 101

Biot number Bi = ĥŸ̂d/Û 8.6 · 10≠3 – 2.5 · 102 2 · 10≠1

Damköhler number Da = ĥŸ̂a�̂m/D̂ 2.5 · 101 – 6.4 · 103 3 · 101

Normalized grating length g = ĝ/ĥ = „x/Á 1.54 – 58.33 2.5 · 102 – 7.5 · 102

Normalized pitch P = P̂ /ĥ 0.92 ≠ 2 1
Streamwise gas fraction „x 0.833 ≠ 0.994 0.9986 ≠ 0.9995
Spanwise gas fraction „z 0.667 ≠ 0.980 0.667

Normalized depletion length Ld = L̂d/ĥ = Da/(P eBi) 3.4 · 10≠3 – 2.7 · 104 7.8
Normalized modified depletion length Lmod

d = L̂mod
d /ĥ= (Da/(P eI Bi))1/2 1.2 · 10≠1 – 4.9 · 101 2.8

Normalized mobilization length Lm = L̂m/ĥ= (k Ma Da/Bi)1/2 2 – 1.1 · 103 7 · 102

are non-negligible, as it is observed experimentally (4–7). Since Á π 1, it is possible to assume that ÁkMa & 1 ∫ Á
2, and in

that case it follows from [S3i] that ˆz� ¥ 0 at leading order in Á. As detailed in the main text, the asymptotic expansion
leading to [S3h] and [S3i] is singular, and thus the approximation ˆz� ¥ 0 is valid only in regions far from the upstream and
downstream stagnation points, i.e. for |x ± „x/2| ∫ Á. Indeed, our finite-element simulations of the full problem confirm that
this approximation remains valid in all the regimes considered (as illustrated in Fig. S1b, showing the contours of �). The
Marangoni shear “(x) = ˆyu|I is thus also assumed to be independent of z and only dependent on x, following [S3h].

Velocity field. At leading order in the small parameter Á, Eqs. S3b-S3d representing the flow field are

ˆ
2
u

ˆy2 + ˆ
2
u

ˆz2 = ˆp

ˆx
, [S4a]

ˆp

ˆy
= ˆp

ˆz
= 0. [S4b]
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It is clear from [S4b] that p, and thus also ˆxp, only depends on x. Since the solution u depends on x only through the
right-hand-side of [S4a], we pose a piecewise solution

u(x, y, z) =
;

u1(x, y, z) if |x| < „x/2,

u2(x, y, z) if „x/2 Æ |x| Æ 1/2.
[S5]

Taking into account the boundary conditions, the function u1 satisfies the mixed boundary-value problem given by [S4a]
and the boundary conditions

u1 = 0 if y = 1 or if y = ≠1 and |z| Ø „zP,

ˆu1
ˆy

= “(x) if y = ≠1 and |z| < „zP.
[S6]

We then introduce the Poiseuille profile uP (y) = (1 ≠ y
2)/2 and, by virtue of the linearity of the problem, decompose the

solution following u1 = ≠ [ˆxp(x)] uP (y) ≠ [“(x) + ˆxp(x)] u
Œ
d . The resulting problem for u

Œ
d is homogeneous, yielding

ˆ
2
u

Œ
d

ˆy2 + ˆ
2
u

Œ
d

ˆz2 = 0,

u
Œ
d = 0 if y = 1 or if y = ≠1 and |z| Ø „zP,

ˆu
Œ
d

ˆy
= ≠1 if y = ≠1 and |z| < „zP.

[S7]

The problem given by [S7] has been solved in closed form (8, 9), and highlights that u
Œ
d (y, z) is simply the deviation from the

Poiseuille profile in the infinite-grating problem.
The function u2 satisfies [S4a] with the no-slip boundary conditions u2 = 0 at y = ±1, and the solution is given by

u2 = ≠ [ˆxp(x)] uP (y). Consequently, the following linear combination of uP (y) and u
Œ
d (y, z) solves [S4]:

u(x, y, z) =

Y
_]

_[

Ë
≠ ˆp

ˆx
(x)

È
uP (y) ≠

Ë
“(x) + ˆp

ˆx
(x)

È
u

Œ
d (y, z) if |x| < „x/2,

Ë
≠ ˆp

ˆx
(x)

È
uP (y) if „x/2 Æ |x| Æ 1/2.

[S8]

To determine the pressure gradient term in [S8], we first pose a piecewise pressure field

p(x) =
;

p1(x) if |x| < „x/2,

p2(x) if „x/2 Æ |x| Æ 1/2.
[S9]

Integrating the continuity equation [S3a] across any cross section of the domain shows that the volumetric flow rate Q =s P/2
≠P/2

s 1
≠1 u(x, y, z) dy dz remains constant in x. Further integrating the piecewise solution [S8] and invoking [S9], we obtain

two expressions for the flow rates

Q1 =
⁄ P/2

≠P/2

⁄ 1

≠1
u1(x, y, z) dy dz =

Ë
≠ˆp1

ˆx
(x)

È 2P

3 ≠
Ë
“(x) + ˆp1

ˆx
(x)

È
Q

Œ
d ,

Q2 =
⁄ P/2

≠P/2

⁄ 1

≠1
u2(x, y, z) dy dz =

Ë
≠ˆp2

ˆx

È 2P

3 ,

where 2P/3 and Q
Œ
d („z, P ) are the flow rates given by uP (y) and u

Œ
d (y, z), respectively. Since Q2 must be constant in x,

the pressure gradient ˆxp2 is necessarily independent of x as well. Equating Q1 = Q2 yields a relationship between the two
pressure gradients,

ˆp1
ˆx

(x) =
5

2P

2P + 3QŒ
d

6
ˆp2
ˆx

≠
5

3Q
Œ
d

2P + 3QŒ
d

6
“(x). [S11]

The last condition that must be satisfied by the solution is the fixed pressure drop across the domain given by [S1o]. The
nondimensional version of this equation, taking – = 1 and — = 0 in [S1o], leads to p(x) = p(x + 1) + 1. This equation can be
made specific to x = ≠1/2 and recast into an integral equation for the gradient

⁄ 1/2

≠1/2

ˆp

ˆx
(x) dx = ≠1

which, after applying the decomposition [S9], leads to
⁄ ≠„x/2

≠1/2

ˆp2
ˆx

dx +
⁄ „x/2

≠„x/2

ˆp1
ˆx

(x) dx +
⁄ 1/2

„x/2

ˆp2
ˆx

dx = ≠1. [S12]
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Substituting [S11] into [S12], we arrive at

ˆp1
ˆx

(x) = ≠2P + 3Q
Œ
d (1 ≠ „x)È“Í

2P + 3QŒ
d (1 ≠ „x) + 3Q

Œ
d

2P + 3QŒ
d

(È“Í ≠ “(x)), ˆp2
ˆx

= ≠2P + 3Q
Œ
d (1 ≠ „xÈ“Í)

2P + 3QŒ
d (1 ≠ „x) , [S13]

which, after defining q
Œ
d = 3Q

Œ
d /(2P ), can finally be substituted into [S8] to produce the closed form solution for the flow field

Eq. 1 in the main text. The term È“Í in [S13] represents the average value of “(x) at the interface, i.e. È“Í = 1
„x

s „x/2
≠„x/2 “(x) dx.

Once the leading-order velocity field [S8] is fully determined from known parameters, the relevant quantities characterizing
the performance of the SHS can be readily obtained. The local centerline slip velocity uIc = u(x, y = ≠1, z = 0) is

uIc(x) = 2P

5
(1 ≠ È“Í)

2P + 3QŒ
d (1 ≠ „x) + È“Í ≠ “(x)

2P + 3QŒ
d

6
u

Œ
Ic, [S14]

with u
Œ
Ic(„z, P ) = u

Œ
d (y = ≠1, z = 0). With the additional assumption of a uniform shear stress “(x) = È“Í, justified in

Section Scaling theory for surfactant transport, [S14] further simplifies to

uIc =
5

2P u
Œ
Ic

2P + 3QŒ
d (1 ≠ „x)

6
(1 ≠ È“Í) := u

clean
Ic (1 ≠ È“Í) , [S15]

where we define u
clean
Ic („x, „z, P ) as the centerline slip velocity for the finite-grating clean case (i.e. “(x) = È“Í = 0). We show

in Section Scaling theory for surfactant transport that we can model the average shear stress È“Í using a scaling analysis of the
surfactant transport equations, leading to Eq. S28. Introducing [S28] into [S15], we arrive at Eq. 3 of the main text. Another
common, global measure of SHS performance is the increase in flow rate with respect to that of a Poiseuille flow. Our theory
predicts

Qd =
⁄ P/2

≠P/2

⁄ 1

≠1
[u(x, y, z) ≠ uP (y)] dy dz =

5
2P „xQ

Œ
d

2P + 3QŒ
d (1 ≠ „x)

6
(1 ≠ È“Í) := Q

clean
d (1 ≠ È“Í), [S16]

where we again introduce Q
clean
d („x, „z, P ) as the increase in flow rate for the finite-grating, clean problem. Perhaps the most

common global quantity sought in theoretical SHS studies is the e�ective slip length ⁄e. Here ⁄e is defined as the quantity that
yields the same increase Qd in flow rate if the mixed boundary conditions on y = ≠1 are replaced with a uniform Navier-slip
condition u = ⁄eˆyu. Such a flow yields a solution u⁄e (y) = uP (y) + ⁄e(1 ≠ y)/(2 + ⁄e) and thus an increase in flow rate of
2P ⁄e/(2 + ⁄e) which, when equated to Qd, yields an expression for the slip length

⁄e = 2Qd

2P ≠ Qd
= 2„xQ

Œ
d (1 ≠ È“Í)

2P + [3 ≠ „x (4 ≠ È“Í)] QŒ
d

. [S17]

Infinite-grating problem. The calculation of Q
Œ
d and u

Œ
Ic for any values of P and „z require either the numerical solution of a

dual trigonometric series (9) or the solution of nonlinear algebraic equations involving elliptic integrals and elliptic functions
(8). We will not provide such level of detail here and instead refer the reader to (8–10). However, for completeness we provide
the asymptotic limits

Q
Œ
d æ P

2

fi
ln

1
sec

1
fi„z

2

22
for P π 1, [S18a]

Q
Œ
d æ 2„zP for P ∫ 1, [S18b]

and

u
Œ
Ic æ P

fi
arccosh

1
sec

1
fi„z

2

22
for P π 1, [S19a]

u
Œ
Ic æ 2 for P ∫ 1. [S19b]

Since the values of Q
Œ
d and u

Œ
Ic are monotonically increasing with P , the above limit [S19] reveals that u

Œ
Ic < 2. In addition,

the limits [S18], [S19] can be combined to obtain useful approximations for all P , which are within 12% of the exact values if
0.5 < „z < 0.95, and are of course most accurate at large or small P :

Q
Œ
d ¥

;5
P

2

fi
ln

1
sec

1
fi„z

2

226nq

+ [2„zP ]nq

<1/nq

, nq ¥ ≠1.46 [S20a]

u
Œ
Ic¥

ÓË
P

fi
arccosh

1
sec

1
fi„z

2

22Ènu

+ 2nu

Ô1/nu

, nu ¥ ≠1.21. [S20b]

F. Temprano-Coleto, S. M. Smith, F. J. Peaudecerf, J. R. Landel, F. Gibou, and P. Luzzatto-Fegiz 5 of 12



Scaling theory for surfactant transport

Full problem. The analysis of the surfactant transport equations is similar to that in (11), which we recapitulate here in order
to clarify the di�erences between the two-dimensional and three-dimensional cases. The first assumption of our model for
[S3e]-[S3k] is that the concentration of surfactant is low enough to ensure a dilute regime, that is k π 1. We expect this
assumption to be the case for most situations in which surfactants are not artificially added, for instance, when unwanted
contaminants are naturally present in water (as discussed in (11)). Additionally, since the interaction parameter A is typically
not large in absolute value, with |A| . 20 (2), it is possible to assume that k|A| π 1 as well. The nonlinear terms [S3j] and
[S3k] in the governing equations can then be linearized, leading to Henry kinetics, that is S(cI , �) = cI ≠ � + O(k) + O(k|A|)
and N (�) = 1 + O(k) + O(k|A|). Consequently, at leading order in k and k|A|, [S3f]–[S3k] can be simplified, yielding Eq. 2 in
the main text.

Applying an integral average to [S3f] along the spanwise direction, we obtain

ˆÈuI�Íz

ˆx
= Á

P e

ˆ
2È�Íz

ˆx2 + Bi

Á
(ÈcIÍz ≠ È�Íz), [S21]

where the spanwise average across the plastron of a function f(z) is defined as ÈfÍz = 1
„zP

s „zP/2
≠„zP/2 f(z) dz, and where the

terms in [S3f] associated with derivatives in z vanish due to the no-slip (w = 0) and no-flux (ˆz� = 0) boundary conditions at
the edges z = ±„zP/2 of the plastron. If [S21] is further integrated from x = ≠„x/2 to x = „x/2 and boundary conditions
u = 0 and ˆx� = 0 are applied at x = ±„x/2, we have that

⁄ „x/2

≠„x/2
(ÈcIÍz ≠ È�Íz) dz = 0, [S22]

and thus, by virtue of the mean value theorem, an equilibrium condition ÈcIÍz = È�Íz must occur at some coordinate along the
interface, which we call x0. Downstream from x0, the flow advection promotes the accumulation of interfacial surfactant, which
in turn triggers a net desorption flux and an increase in bulk surfactant with respect to the background level. Upstream from
x0, the situation is the opposite, with a deficit of � and cI with respect to the equilibrium values and a net adsorption flux.
Figure 1C, D depicts this physical scenario with the two distinct regions along the interface.

The second main assumption is to consider the interfacial concentration � as approximately linear. In this case, [S22] implies
that the equilibrium point must be approximately at the center of the interface (i.e. x0 ¥ 0), and thus the bulk concentration
at x0 is approximately the background concentration and we have ÈcÍz(x0) = È�Íz(x0) ¥ 1. Consequently, this assumption
allows to scale the concentrations at both ends of the interface x = ±„x/2 as

c(x = ±„x/2) ≥ 1 ± �c, [S23a]
�(x = ±„x/2) ≥ 1 ± ��, [S23b]

with �c and �� the characteristic variation of the concentrations (see Fig. 1C, D). Additionally, note that an approximately
linear � also implies, from [S3h], that the Marangoni shear at the interface is approximately constant (i.e. “(x) ¥ È“Í).
This assumption is expected to hold as long as the flow is not in the so-called stagnant cap regime (11), characterized by a
strongly nonuniform interfacial concentration. The stagnant cap regime is reached when advection at the interface overcomes
both di�usion and kinetic e�ects (12), that is, when ÁP eI ∫ 1 and either Bi/Á π 1 or Da ∫ 1 (11). Given the typical
parameter values in small-scale flows like the ones considered in this study (see Section Estimate of surfactant parameters

and Table SII), we conclude that for long gratings we have ÁP eI . 1, which justifies the assumption of an approximately
linear �. Furthermore, we verify a posteriori that our simulation results show an approximately linear profile of � (see Section
Finite-element simulations).

Using these two assumptions, it is possible to use scaling arguments on [S3] to obtain an expression for È“Í as a function of
the nondimensional groups of the problem. We start by scaling the terms in [S3h] as ˆyu|I ≥ È“Í and ˆx� ≥ ��/„x, leading to

�� ≥ „xÈ“Í
ÁkMa

. [S24]

Next, we evaluate the terms in [S3j] at the interface ends x = ±„x/2. We take ˆyc|I ≥ [1 ≠ (1 ± �cI)]/” ≥ û�cI/” and
(cI ≠ �) ≥ [1 ± �cI ≠ (1 ± ��)] ≥ ±(�cI ≠ ��), where ” = ”̂/ĥ is the characteristic boundary layer thickness of the bulk
concentration (Fig. 1C). We arrive at

�cI ≥ ”Da

(1 + ”Da)
„xÈ“Í
ÁkMa

. [S25]

Eq. S21 is integrated from x = ≠„x/2 to x = x0, leading to

ÈuI�Íz(x0) = Á

P eI

ˆÈ�Íz

ˆx
(x0) + Bi

Á

⁄ x0

≠„x/2
(ÈcIÍz ≠ È�Íz) dx, [S26]
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whose terms we scale as ÈuI�Íz(x0) ≥ uIc, ˆxÈ�Íz(x0) ≥ ��/„x, and
s x0

≠„x/2 (ÈcIÍz ≠ È�Íz) dx ≥ „x(�cI ≠ ��). Using [S24]
and [S25] and introducing g = ĝ/ĥ = „x/Á, we arrive at

uIc ≥ È“Í
kMa

3
1

P eI
+ Bi g

2

(1 + ”Da)

4
,

which, after introducing empirical coe�cients for each term, yields

uIc = È“Í
a1kMa

3
1

P eI
+ a2

Bi g
2

(1 + ”Da)

4
. [S27]

Making use of the theory for the flow field [S15], we substitute uIc = (1 ≠ È“Í)uclean
Ic into [S27] and obtain the expression for

È“Í as a function of the parameters of the problem,

È“Í = a1 k Ma u
clean
Ic

1
P eI

+ a1 k Ma uclean
Ic + a2

Bi g
2

(1 + ”Da)

. [S28]

Equation S28 can now be introduced in [S14] to obtain the formula for the slip velocity [3] in the main text. Similarly, combining
[S28] with [S16] and [S17], expressions for the increase in flow rate and e�ective slip length can be reached.

The only yet undetermined part of the model is an expression for the boundary layer thickness ”, which we seek through
scaling of the conservation law for the bulk surfactant [S3e]. In situations with ÁP e ∫ 1, streamwise advection must balance
wall-normal di�usion uˆxc ≥ 1

ÁP e ˆyyc, which is only possible if c varies over a small length scale ” π 1 (12). We take
ˆxc ≥ �cI/„x, ˆyyc ≥ �cI/”

2 and the velocity inside the boundary layer as u ≥ uIc + È“Í”. In the case of an interface close to
immobilization, i.e. uIc ≥ 0 and È“Í ≥ 1, these scalings indicate that ” ≥ (P e/g)≠1/3 when ÁP e ∫ 1. In the opposite case
of ÁP e π 1, Eq. S3e is dominated by di�usion, and thus the characteristic length scale of variation of c in the wall-normal
direction is the whole half height of the domain, implying ” ≥ 1. We choose

” = a3(1 + a4P e/g)≠1/3 [S29]

to satisfy these two extremes, with a3 and a4 empirical parameters. It is also possible to obtain a similar expression with an
exponent of ≠1/2 instead, by assuming that the boundary layer is essentially shear-free (i.e. uIc ≥ 1 and È“Í ≥ 0). In practice,
the overall value of quantities like uIc are only weakly dependent on the specific functional form of ”, so we only consider the
expression [S29]. Additionally, in the case of interest of long gratings Á π 1 in small-scale flows we typically have P e/g . 1
(Section Estimate of surfactant parameters) and thus the boundary layer thickness is approximately independent of P e or g.

Insoluble surfactant limit. All previous theoretical expressions can also be obtained in the case of an insoluble surfactant, i.e.
taking S(cI , �) = 0 in [S3g] and neglecting [S3e] and [S3j]. In this case, �̂0 is an independent parameter that is not linked to ĉ0,
since the bulk concentration is undefined for an insoluble surfactant. The value of k is now simply k = �̂0/�̂m, although we
assume k π 1 still holds and leads to N (�) ¥ 1. Furthermore, since ÁP eI . 1 remains valid we can still assume a regime away
from the stagnant cap and thus an approximately linear profile for �. The same steps taken for the scaling of [S3h] and [S21]
can be followed to arrive at

È“Í = ains Mains u
clean
Ic

1 + ains Mains uclean
Ic

,

uIc = u
clean
Ic

1 + ains Mains uclean
Ic

,

⁄e= ⁄
clean
e

1 + ains Mains uclean
Ic

1
1 + ⁄clean

e
2

2 ,

with Mains = k Ma P eI = nsR̂T̂ �̂0ĥ/(µ̂D̂I), and ains another empirical parameter.

Finite-element simulations

We solve numerically the full governing equations [S1a]-[S1t] of the problem in dimensional form, performing a total of 155
simulations. The objectives are to (i) determine the values of the empirical parameters a1, a2, a3 and a4 in our model
(Section Scaling theory for surfactant transport), (ii) confirm the modeling assumptions, for the interfacial concentration �,
of an approximately constant profile in the spanwise direction, and of a linear profile in the streamwise direction (Section
Scaling theory for surfactant transport), and (iii) compare the theory to simulations of realistic microchannels in conditions
representative of our experiments (Section Experimental methods).

We implemented the three-dimensional simulations using the finite-element software COMSOL Multiphysics 5.5®. The
simulation domain is one half of the SHS unit cell depicted in Fig. 1, with ẑ spanning only between ẑ = 0 and ẑ = P̂ /2 due
to the spanwise symmetry of the solution. The volume is meshed with tetrahedral elements, concentrating the finest regions
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Fig. S1. Results from the finite-element numerical simulations, obtained with the parameter values that were estimated for the experiments (third column of Table SI), using a
grating length of ĝ = 3.5 mm due to limitations in computing power. Note that the assumption of a spanwise constant interface concentration is satisfied as shown in (b).
In addition, the profiles of cI and � remain approximately linear as shown in (e). Despite the nonzero slip velocity shown in (f), the velocity profile is very close to a purely
parabolic Poiseuille flow in (g), since at this grating length the interface is nearly immobilized.

around the upstream and downstream edges of the interface x̂ = ±„xL̂/2 since it is in those areas where the most abrupt
variations of the solution occur (see Fig. S1). Across all the simulations, the minimum element size (understood as the diameter
of a sphere circumscribing the smallest element) is set to 1.5 · 10≠9 m.

The solution of the governing equations is achieved with a combination of the Creeping Flow module for the flow equations
[S1a]-[S1d] and the Dilute Species Transport module for the transport of bulk surfactant [S1e]. The conservation law for
the interfacial surfactant [S1f] is implemented through a General Form Boundary PDE, using [S1j] as the source term. The
Marangoni boundary conditions [S1h] and [S3i] are enforced through a Weak Contribution constraint, as is the condition that
fixes the mean bulk concentration [S1l].

The system of nonlinear equations is solved through a Newton-type iterative method using the PARDISO direct solver for
the linear system at each iteration. We set a relative tolerance of 10≠5 as a convergence criterion for the solution, which is
satisfied by all of our simulations. The pressure, bulk concentration and interfacial concentration are discretized using linear
elements, and the velocity field uses either quadratic or linear elements, depending on the computational demands of each
simulation.

We vary the problem parameters to ensure that each of the distinct terms that are pre-multiplied by an empirical coe�cient
in [S28] changes over a few orders of magnitude. The ranges of variation of each dimensional quantity in the simulations, as
well as of the corresponding nondimensional numbers, is indicated in Tables SI and SII. A small number of simulations were
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chosen with the same parameters as those estimated in the experiments, in order to achieve a direct comparison (see Fig. 3 in
the main text). However, due to constraints in computational power, the value of the grating length ĝ was smaller than that of
the microfluidic devices.

The parameters a1, a2, a3 and a4 are obtained through least-squares fitting using the MATLAB function lsqnonlin. We
define the error as the total sum of squares of the di�erence between the centerline slip velocities computed in the simulations
and those predicted by the theory [3], i.e. ERR =

q
(utheory

Ic ≠ u
sim
Ic )2. We find a1 = 0.345, a2 = 0.275, a3 = 5.581, and

a4 = 3.922. As illustrated in Fig. 2A, the agreement between simulations and theory is excellent over more than four orders of
magnitude in the slip velocity.

Experimental methods

The experimental setup is centered around the custom-built microfluidic device depicted in Fig. 3A–C. The chips are made by
casting PDMS (Sylgard 184) with a 1:10 mass ratio of elastomer-to-curing agent, using a master mold fabricated by two-layer
photolithography. The photoresist used for the mold is SU-8 (Microchem SU-8 3050 for the first layer, corresponding to the
main channel, and Microchem SU-3025 for the second layer, corresponding to the gratings). The flat PDMS substrate is
determined to be hydrophobic, with static contact angles of water droplets measured to be higher than 90°. The textured
PDMS exhibits a further increase of the static contact angle, with air pockets within the texture that are observable under the
microscope, demonstrating that the PDMS textured substrate is in a Cassie-Baxter superhydrophobic state. Measured values
of static contact angles are consistent with previous measurements for untreated PDMS (13).

The chip is bonded to a 0.1 mm-thick glass coverslip (Bellco Glass 1916-25075) through untreated adhesion, and a 40X
water objective is used to image the interior of the channels through the coverslip using a confocal microscope (Leica SP8
Resonant Scanning). The device is placed inside a stage top chamber (Okolab H101-K-FRAME) that ensures precise control of
temperature, which we set to T̂ = 296 K. The fluid is initially contained in a glass syringe (Hamilton Gastight), and driven by
a syringe pump (KD Legato 111) at a constant flow rate through plastic tubing (Tygon S3) into and out of the microfluidic
channel. We use the barrel of a plastic syringe (BD Luer-Lok) as an outlet reservoir open to the room. To ensure that the
air-water interface in the observed channels remains flat and that plastron curvature e�ects can be safely neglected, the
magnitude of the pressure inside the channel is adjusted by varying the height of the outlet reservoir, which is mounted on a
vertical translation stage (Thorlabs VAP10). The maximum deflection of the interface at the centerline, relative to the edges, is
estimated to be less than ±1 µm.

Due to the extreme di�culty of removing all traces of surface-active contaminants, even in controlled experimental conditions
(4), we do not attempt an exhaustive cleaning protocol with that aim. Nevertheless, we follow standard cleaning procedures on
all syringes and tubing, ensuring that they are rinsed with 18 M� cm DI water with at least twice their volume before they are
used. In addition, we follow a specific cleaning protocol for the µ-PIV particles (ThermoFisher FluoSpheres carboxylate 0.5-µm
diameter), since they typically contain surfactants to prevent particle aggregation (14). We use a centrifuge (Eppendorf 5418)
to separate the beads from the bu�er solution, which is discarded and replenished with clean 18 M� cm DI water, and we repeat
the process three times. These cleaning procedures ensure that the traces of surfactants responsible for the non-negligible
Marangoni stresses that we observe in the experiments are the result of contamination that would naturally occur in typical
small-scale flows through microfluidic devices, and not as a byproduct of the specific experimental methods used in this study.

The µ-PIV analysis is performed using the open-source MATLAB toolbox PIVlab. The acquisition window has an
approximate size of 125 µm ◊ 125 µm, which is su�cient to cover the span of two pitches (see Fig. 3A,B,C), which are imaged
around the center of the grating in the streamwise direction (i.e. x = 0). We image the motion of the µ-PIV particles across
time intervals between 20 s and 60 s, at di�erent distances from the interface, with frame rates between 20 fps and 28 fps.The
velocity field is averaged in time and in the streamwise (x) direction to obtain the velocity profiles depicted in Fig. 3D. To
calculate the value of ûIc, we perform a linear least-squares fit, typically using between three and five velocity profiles to obtain
an extrapolated slip velocity, from which we extract its value at z = 0. This linear fit is performed in MATLAB with a script
that takes into account the propagation of uncertainties in the distance �ŷ from the interface, as well as the uncertainty in û

inherent to the measurement and the averaging in the x direction.

Estimate of surfactant parameters

The main challenge in comparing the experimental measurements of ûIc to the predictions from our model is the absence
of information regarding the type and amount of surfactant present in the channels. Some parameters in the problem are
known from the experimental conditions, and hence we fix those as ns = 2 (3), R̂ = 8.314 J mol≠1 K≠1, T̂ = 296 K and
µ̂ = 8.9 · 10≠4 kg m≠1 s≠1 (15). Others can be accurately estimated, since most surfactants have di�usivities (both D̂ and
D̂I) bounded between 5 · 10≠10 and 5 · 10≠9 m2 s≠1, and have values of �̂m between 10≠6 and 5 · 10≠5 mol m≠2 (2). We
thus use as a reference surfactant the well-studied sodium dodecyl sulfate (SDS), setting D̂ = D̂I = 7 · 10≠10 m2 s≠1 and
�̂m = 3.9 · 10≠6 mol m≠2. However, the values of the rate constants Ÿ̂a and Ÿ̂d can vary significantly across surfactants (2), and
they cannot be assumed a priori. In addition, we must estimate the background bulk concentration ĉ0.

Here we describe a strategy to estimate these quantities. The value of k = Ÿ̂aĉ0/Ÿ̂a has an upper bound, since we expect k π 1
not only because this is the case when surfactants are not artificially added, but also because values of k & 1 would significantly
decrease the mean surface tension, leading to a rapid plastron collapse, which is not observed in experiments. We therefore choose
the bound k < kmax = 10≠1, which ensures that k remains at least one order of magnitude smaller than 1 and that the absolute
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surface tension decrease �‡̂ is small compared to the clean surface tension value ‡̂0 = 7.2 · 10≠2 N m≠1. Indeed, an estimation
using an equation of state derived from the Langmuir isotherm (11) yields �‡̂/‡̂0 = nsR̂T̂ �̂m ln(1 + kmax)/‡̂0 ¥ 0.025.

To establish a lower bound for k, we note that a near-immobilized plastron, as in the experiments in (4), requires that
ÁkMa��/„x = kMa��/g ¥ 1, from a scaling analysis of [S3h]. In conditions far away from the stagnant cap regime, the
increase of interfacial surfactant �� can also be bounded �� < 1, giving kMa/g & 1. This leads to a lower bound for k

given by k > kmin = g/Ma which, using the values g = 600 and Ma ¥ 8.3 · 104 (estimated using �̂m = 3.9 · 10≠6 mol m≠2 and
Û ¥ 3ÈûÍyz = 2.61 · 10≠4 m s≠1 from (4), where ÈûÍyz is the velocity average across the yz-plane), yields

7.3 · 10≠3 . k . 10≠1
. [S31]

In addition, the expression [S27] can be combined with the quantitative results from (4) to estimate the kinetic rate constants
Ÿ̂a and Ÿ̂d. For long gratings (i.e. g æ Œ), [S27] indicates that the slip velocity converges to the clean-case value uIc æ u

clean
Ic

(see Fig. 3F). However, for intermediate lengths in which uIc is still close to u
clean
Ic , the dominant balance of terms in [S27]

yields the approximation uIc ¥ a2Bi g
2
/[a1kMa(1 + ”Da)]. Moreover, the estimated order of magnitude of D̂I results in a

thick boundary layer ” ¥ a3, since P e/g = O(10≠2) π 1 when the values ĥ = 5 · 10≠5 m, Û ¥ 3ÈûÍyz = 2.61 · 10≠4 m s≠1 and
g = 600 from (4) are used. The value of Ÿ̂a�̂m is generally large enough to guarantee Ÿ̂a�̂m > 10≠5 m s≠1 (2), which suggests
that Da ∫ 1. This means that (1 + Da ”) ¥ a3Da, yielding

k
Ÿ̂a

Ÿ̂d
¥ a2g

2

a1a3Ma

3
D̂

ûIc�̂m

4
. [S32]

We use ûIc = 12.18±3.48 µm s≠1 from (4) in the right-hand side of [S32]; the other parameters are already known or estimated.
Combining this expression with the bounds [S31] for k, we obtain

7.1 · 101 m3

mol . Ÿ̂a

Ÿ̂d
. 1.8 · 103 m3

mol . [S33]

As mentioned previously, the Damköhler number is high for most surfactants (2), so the values of Ÿ̂a and Ÿ̂d have a weak e�ect
individually, and the ratio Ÿ̂a/Ÿ̂d from [S33] is enough to characterize the surfactant. The grey band in Fig. 3F corresponds to
the bounds set by [S31] and [S33] in the limit of Da æ Œ. The edges of the band change only slightly when values of Da as
low as 1 are considered.

The specific choice of ĉ0 = 3 · 10≠4 mol m≠3, Ÿ̂a = 89.5 m3 mol≠1 s≠1 and Ÿ̂d = 0.75 s≠1 (which leads to k = 3.58 · 10≠2 and
Ÿ̂a/Ÿ̂d = 1.19 · 102 m3 mol≠1) yields a good agreement with our experimental results (Fig. 3F).

Discussion of the mobilization length

Figures S2A, B display the same data collapse as Figs. 4B, C, but include the data from all 155 simulations. The yellow
triangles indicate simulations with a thin boundary layer ” < 1, which can only occur if P e/g ∫ 1. In practical applications
with long gratings g ∫ 1, such a regime would require extremely large Péclet numbers P e ∫ g ∫ 1 that are outside the
scope of this study. The green diamonds denote cases in which the grating length is below the modified depletion length
g < L

mod
d , which are of little practical relevance. This is due to the fact that, for typical surfactants, we find Lm ∫ L

mod
d (see

Eq. 11
with

Eq. 11
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Fig. S2. (A) and (B): Collapse of slip velocity data after normalization with the mobilization length (as in Figs. 4B, C), including all 155 simulations. Yellow triangles are
simulations with a thin boundary layer ” < 1, which is not representative of long gratings, whereas the green diamonds denote cases where the grating length is below the
modified depletion length g < Lmod

d , which are of little practical relevance, as explained in the text. (C) Data collapse when uclean
Ic is ignored in the normalization of g. The

curve shows Eq. 11 with a constant value of uclean
Ic = 1/2.
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Section Problem parameters), and thus Lm is ultimately the lengthscale that g needs to overcome for a SHS grating to display
significant slip.

Figure S2C shows the same data collapse when the parameter (uclean
Ic )1/2 is omitted from the normalization of g. Note that

u
clean
Ic depends only on the SHS texture geometry. Since, for SHS capable of drag reduction, one needs u

clean
Ic of order one (see

Section Infinite-grating problem), the collapse in Fig. S2C is only marginally worse than in Fig. S2B. Furthermore, a good
approximation to the curve shown in Fig. S2B is found by using Eq. 11 with u

clean
Ic = 1/2, as shown in Fig. S2C.

For convenience, here we provide a detailed discussion of the assumptions under which the surfactant problem is only a
function of g/Lm:

• Dilute surfactant regime, k π 1: This is consistent with environmental traces of surfactant, intrinsic to the microfluidic
system, without artificially added surfactant. Furthermore, for values of k ≥ O(1) the plastron would risk collapse due
the decrease in mean surface tension. Based on estimates from experimental data (4), we take bounds 10≠4 . k . 10≠1

(see Section Estimate of surfactant parameters), consistently also with values found in the literature for engineered (16)
and natural settings (17).

• Boundary layer extending across the microchannel, ” ≥ O(1): Long gratings favor a thick boundary layer since it has
more available length to develop. Since ” ¥ a3(1 + a4(P e/g))≠1/3, P e/g . O(1) is needed to have ” ≥ O(1). For
microchannel flows, the half-height is in the range ĥ œ [10≠4

, 10≠3] m, and the flow velocity Û œ [10≠5
, 10≠3] m s≠1.

Surfactants have di�usivities of order D̂ ≥ 10≠9 m2 s≠1 or smaller (2), yielding P e = ĥÛ/D̂ œ [1, 103]. Therefore gratings
with interface length g = ĝ/ĥ ≥ 1/Á ≥ 102 the thick boundary layer would be fully developed. For longer gratings, this
condition is even more easily satisfied.

• Kinetics are fast compared to di�usion, Da & 1: For microchannel half-heights and di�usivities as in the points above,
and finding the approximate bounds Ÿ̂a�̂m œ [10≠5

, 10≠3] m s≠1 in the literature (satisfied for all surfactants except for
two in Table 3 of (2)), one has that Da = Ÿ̂a�̂mĥ/D̂ œ [1, 103]. Only for ĥ considerably smaller than tens of microns one
would have very small values of Da.

• Mobilization length larger than the modified depletion length, Lm & L
mod
d : Since L

mod
d =


Da/(P eIBi), and Lm =

k Ma Da/Bi, to achieve L
mod
d . Lm one needs k Ma P eI = k nsR̂T̂ �̂mĥ(µ̂D̂I)≠1 & 1. We take k in the range described

in the points above, ns = 2, R̂ = 8.314 J/(mol K)≠1, T̂ ≥ 300 K, �̂m ≥ 10≠6 mol m≠2, µ̂ = 1 · 10≠3 kg (m s)≠1, and
D̂I ≥ 1 · 10≠9 m2s≠1. We then find k Ma P eI œ [5 · 101

, 5 · 104], indicating that L
mod
d . Lm.

• Uniform shear stress, “(x) ¥ È“Í: Deviations from this assumption are associated with the ‘stagnant cap regime’, which
requires a dominant interface advection term, with negligible kinetics and di�usion (12). The stagnant cap regime is
di�cult to achieve for long gratings, since Bi/Á & 1 will be easily satisfied, thereby making interface kinetic fluxes
significant in the interfacial transport equation (Eq. 2b in the main text). We assume that the channel half-height is in
the range ĥ œ [10≠4

, 10≠3] m, and that the flow velocity is in the range Û œ [10≠5
, 10≠3] m s≠1. Based on the review of

physicochemical properties of surfactants in Ref. (2) (see their Table 3), we assume Ÿ̂d is in the range Ÿ̂d œ [10≠1
, 103] s≠1,

which covers all but one of the surfactants that they describe. With these bounds, we find Bi = Ÿ̂dĥ/Û œ [10≠2
, 105].

Even with this wide range of parameters, the Biot number remains high enough such that Bi/Á will be at least of order
one for gratings that are practical for drag reduction, where Á = ĥ/L̂ ¥ ĥ/ĝ ≥ 10≠2 or smaller. The uniform shear stress
assumption is also supported by our simulations, which span a wide range of parameters (see Table SII).

SI Dataset S1 (Temprano-Coleto_etal_Simulation_Data.xlsx)
Data for finite-element simulations of the full Eqs. S1a–S1t.
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