Non-existence of annular separators in geometric graphs
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Abstract

Benjamini and Papasoglou (2011) showed that planar graphs with uniform polynomial
volume growth admit 1-dimensional annular separators: The vertices at graph distance R
from any vertex can be separated from those at distance 2R by removing at most O(R) vertices.
They asked whether geometric d-dimensional graphs with uniform polynomial volume growth
similarly admit (d — 1)-dimensional annular separators when d > 2. We show that this fails in a
strong sense: For any d > 3 and every s > 1, there is a collection of interior-disjoint spheres in R“
whose tangency graph G has uniform polynomial growth, but such that all annular separators
in G have cardinality at least R®.

1 Introduction

The well-known Lipton-Tarjan separator theorem [LT79] asserts that any n-vertex planar graph
has a balanced separator with O(+/n) vertices. By the Koebe-Andreev-Thurston circle packing
theorem, every planar graph can be realized as the tangency graph of interior-disjoint circles in the
plane. One can define d-dimensional geometric graphs by analogy: Take a collection of “almost
non-overlapping” bodies {S, C R?: v € V}, where each S, is “almost round,” and the associated
geometric graph contains an edge {u, v} if S, and S, “almost touch.”

As a prototypical example, suppose we require that every point x € R? is contained in at most k
of the bodies {S;}, each S, is a Euclidean ball, and two bodies are considered adjacent whenever
Su NS, # 0. These are precisely the intersection graphs of k-ply systems of balls, studied by
Miller, Teng, Thurston, and Vavasis [MTTV97]. Those authors also provide a generalization of the
Lipton-Tarjan separator theorem: For k = O(1), such an intersection graph contains a balanced
separator of size O(n'~1/4).

Similarly, finite-element graphs associated to simplicial complexes with bounded aspect ratio
can be viewed as subgraphs of geometric overlap graphs [MTTV98], and one again obtains balanced
separators of size O(n'~1/?). This covers a number of scenarios commonly arising in applications of
the finite-element method; we refer to the discussion of well-shaped meshes in [ST07, §6.2].

*febrahim@cs.washington.edu
*jrl@cs.washington.edu



We will not be too concerned with the particular notion of geometric graph used since our
construction satisfies all these commonly employed sets of assumptions. Indeed, it can be cast as
the tangency graph of a sphere packing, where adjacent spheres have uniformly comparable radii.
It can also be cast as the 1-skeleton of a d-dimensional simplicial complex whose simplices have
uniformly bounded aspect ratio as studied. Such graphs were studied by, for instance, by Plotkin,
Rao, and Smith [PRS94] in their work on shallow minors (see also the followup work [Ten98]).

Annular separators. Note that the preceding results deal with global separators that separate the
entire graph into two roughly equal pieces. In many settings, especially those arising in physical
simulation, it useful to consider local separators. Let G = (V, E) be an undirected graph with path
metric dg, and define graph balls and graph spheres, respectively, by

Bg(x,R):=={y € V :dg(x,y) < R}
Sc(x,R):={y e V:dc(x,y) =R}.

Suppose that for some C > 1, we we want to separate S;(x, R) from Sg(x, CR) by removing a
small set of nodes U € Bg(x, CR) \ Bg(x, R). We refer to U as an annular separator. See Figure 1.

(a) Separating Sg(x, R) from Sg(x,2R) (b) A random triangulation' of S?

Figure 1: Annular separators

It is easy to see that even if G is a planar graph, small annular separators don’t necessary exist.
But in many cases, one can find annular separators of size O(R). For instance, this is true for most
vertices at most scales in a uniformly random triangulation of the 2-dimensional sphere [Kri05] (a
fact which extends experimentally to a variety of other models of random planar maps, e.g., those
studied in [GHS20]). These models also have the properties that the cardinality of graph balls tends
to grow asymptotically like |Bg(x, R)| ~ R¥ (as R — oo, up to lower-order fluctuations), where the
exponent k depends on the model. For random triangulations, one has k = 4 [Ang03].

Benjamini and Papasoglou [BP11] give an explanation of this phenomenon as follows. Suppose
that G is an infinite planar graph and we assume, additionally, that G has uniform polynomial growth

Depiction of a random triangulation is due to Nicolas Curien.
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of degree k: There exist numbers C, k > 1 such that
C'RF < |Bg(x,R)| < CRF, VxeV,R>1.

Then for every x € V(G) and R > 1, there is a set U € Bg(x,2R) \ Bg(x, R) whose removal
disconnects S;(x, R) from Sg(x,2R) in G, and such that |[U| < O(R). This applies equally well to
finite graphs: Indeed, the authors actually show that if the graph metric restricted to Bg(x,2R) has
doubling constant A, then one can find an annular separator of size at most C,R.

We remark that there are rich families of planar graphs with uniform polynomial growth arising
in a variety of contexts; see [BS01, BK02, EL20]. Indeed, one can obtain planar graphs with uniform
polynomial growth of degree k for all real degrees k > 1. Moreover, many models of random planar
graphs have an almost sure asymptotic version of this property [DG20, GHS20].

The authors of [BP11] asked whether an analog of this phenomenon holds in higher dimensions.
For instance, if G is a graph with uniform polynomial growth that can be geometrically represented
in R3, does it hold that G has annular separators of size O(R?)? We give examples showing that for
d > 3, this phenomenon fails in a strong way.

Say that a graph G is sphere-packed in R? if G is the tangency graph of a collection of interior-
disjoint spheres in R?. Say that G is M-uniformly sphere-packed in R? if the collection of spheres can
be taken such that the radii of any two tangent spheres lies in the interval [M !, M], and that G is
uniformly sphere-packed in R¥ if this holds for some M < co.

Theorem 1.1 (Arbitrarily large annular separators). For every d > 3 and s > 1, there is a number ¢ > 0
and a graph G satisfying:

1. G has uniform polynomial growth of degree O(s).
2. G is uniformly sphere-packed in RY.

3. For every x € V(G), there are at least cR® vertex-disjoint paths from Sg(x, R) to Sg(x, R’) for any
R'>R>1

Clearly if G has uniform polynomial growth of degree d, then one of the R-many spheres
S(x,R+1),5(x,R+2)...,5(x,2R) must be an annular separator of size O(R?"!). We show that
the moment the growth degree exceeds d, there are graphs sphere-packed in R? that don’t have
(d — 1)-dimensional annular separators.

Theorem 1.2 (Nearly-dimensional growth rate). For every d > 3 and ¢ > 0, there are numbers c, 6 > 0
and a graph G satisfying:

1. G has uniform polynomial growth of degree at most d + ¢.
2. G is uniformly sphere-packed in RY.

3. For every x € V(G), there are at least cR(@-1)+d vertex-disjoint paths from Sg(x, R) to Sg(x, R’) for
any R" >R > 1.

Note that the two preceding theorems refer to infinite graphs. A version for families of finite
graphs appears in Theorem 2.7.



Preliminaries. We will consider primarily connected, undirected graphs G = (V, E), which we
equip with the associated path metric dg. We write V(G) and E(G), respectively, for the vertex and
edge sets of G. If U C V(G), we write G[U] for the subgraph induced on U.

For v € V, let deg(v) denote the degree of v in G. Let diam(G) := Sup, ey dg(x,y) denote
the diameter of G (which is only finite for G finite and connected), and for a subset S C V, denote
diamg(S) := SUpP, s dg(x,y). Forv e Vandr > 0, we use Bg(v,r) = {u € V : dg(u,v) < r} to
denote the closed ball in G. For subsets S, T C V, we write dg(S, T) := inf{dg(s,t):s € S,t € T}.

For two expressions A and B, we use the notation A < B to denote that A < CB for some
universal constant C. The notation A <, B denotes that A < C(a, 8,---)B where C(a,,---)

denotes a number depending only on the parameters «, 3, etc. We write A < B for the conjunction
A<SBABS<SA.

2 Tilings of the unit cube

Fix the dimension d > 2. Our constructions are based on tilings of subsets of R by axis-parallel
hyperrectangles, a generalization of the planar constructions in [EL20]. A d-dimensional tile is an
axis-parallel closed hyperrectangle A C R?, i.e., a set of the form A = [ay, b1] X [a2, ba] X - - - X [ag, ba]
for numbers satisfying a; < b; foreachi =1,2,...,d.

We will encode such a tile as a (d + 1)-tuple (p(A), t1(A), (A), ..., Li(A)), where p(A) =
(a1,az,...,a4) and ¢;(A) := b; — a; is the length of the projection of A along the ith axis.

A tiling T is a finite collection of interior-disjoint tiles. Denote [T] := [Jcr A. If R € R?, we say
that T is a tiling of R if [T] = R. We associate to a tiling its fangency graph G(T') with vertex set T and
with an edge between two tiles A, B € T whenever A N B has non-zero (d — 1)-dimensional volume.

Denote by 7; the set of all tilings of the unit d-dimensional cube [0, 1]?. See Figure 2(a) for a
tiling of [0, 1]* and Figure 2(b) for a representation of its tangency graph. For the remainder of the
paper, we will consider only tilings T for which G(T') is connected.

Definition 2.1 (Tiling product). For S, T € 73, define the product S o T € 7; as the tiling formed by
replacing every tile in S by an (appropriately scaled) copy of T. More precisely: For every A € §
and B € T, thereis a tile R € S o T with ¢(R) := ¢;(A)¢;(B), and

pi(R) := pi(A) + pi(B)ti(A),
foreachi=1,2,...,4d.

IfT eJ;andn >0,weuse T" :=T o---oT to denote the n-fold tile product of T with itself,
where TO := I; and I; := {[0,1]¢} € 75 is the identity tiling. The following observation shows that
this is well-defined.

Observation 2.2. The tiling product is associative: (SoT)oU = So (ToU) forall S,T,U € 7;.
Moreover, if I; € 7; consists of the single tile [0, 1%, thenT oI =I 0T forall T € 75.

2.1 The construction

Given a sequence y = ()1, ..., yp) with y; € N, we define an associated tiling Ty(d) € 7; as follows:
For1<i<b,fill[0,1)% ' x [(i —1)/b,i/b] with yf‘l copies of [0,1/y;]%71 x [0, 1/b] formed into a
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(a) Tg’ 63) (b) The tangency graph

Figure 2: A tiling and its tangency graph

yi X -+ X y; grid. For example, see T<(3 )6 3 in Figure 2(a). The following observation will be useful.
——
d-1 times

Dot 1@

Jey Where

Observation 2.3. For y = (y1,...,Ya), V' = <yi, een, yb> we have T,

YOV =YV VAV VaVys s VaVh) -
In particular, for n > 1 it holds that ( (d)) = T(gf,, where y®" 1= y® y ® - - - ® y is the n-fold tensor

product of y with itself. See Figure 3(a) for a representation of T<(3 )6 62 We will use these two

representations interchangeably throughout the paper.
We use the notations |y| := b and
d - -
R L e e S

Note that |y ® y/|@ = |y|@]y’|@, hence

TS = I, (21)
Further, denote
g (119)
KD(y) =
v log |y|

We now state three key lemmas proved that are proved in subsequent sections, and then use
them to prove our main theorems. The first establishes uniform polynomial volume growth for the

graphs Ty(gz. It is proved in Section 3.
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Figure 3: A tile product and its cube packing

Lemma 2.4 (Volume growth). Consider y = (y1,...,yp) with min(y) = y1 = yp = b. Then for all
d > 2, there is a number C = C(d, y) such that the family of graphs ¥ = {G (Ty(gi) in > 0} has uniform
polynomial growth of degree k = k'¥(y) in the sense that

C'R¥ < |Bg(x,R)| < CRF, VGe¥F,xeV(G),1<R <diam(G).

The second lemma, proved in Section 4 establishes a lower bound on the size of annular
separators.

Lemma 2.5 (Separator size). For every d > 2 and b > 1, there is a number ¢ = c(d, b) such that for
any y = (y1,...,vp) with min(y) = b, the following holds. Denote k := k@D (y). Forany n > 1, if
G = G(T)fgz, ), and v € V(G), then there are at least cR* disjoint paths from Sg(v, R) to Sg(v, R), for any
1 < R < R’ < diam(G)/(3(d + 1)).

If G is an undirected graph, let us write [G],, for the m-subdivision of G, where each edge of G
is replaced by a path of length m. We will sometimes consider V(G) € V([G];,) via the obvious
identification. The next lemma is proved in Section 5.

Lemma 2.6. Consider a sequence y = (y1, ..., V) With y1 = yp, and such that

max{yiH, Vi } eN, Vi<i<b. 2.2)
Vi Vi+l
Then for every d > 2, there are numbers m = m(d,y) and M = M(d, y) such that for every n > 0: If

G= G(T;g,)q ), then [G],y, is M-uniformly sphere-packed in R



With these results in our hand, let us first prove a finitary version of our main theorems. The
corresponding infinite version appears in Section 2.2. Define

1
S(d,k):zd—].ﬁ'(k—d)(].—ﬁ).

This represents our basic tradeoff: One can construct d-dimensional geometric graphs with uniform
polynomial growth of degree k + ¢ and such that every annular separator has size Q(R*@¥).,

Theorem 2.7 (Finite graph families). For every d > 3, k > d, and € > 0, there is a family ¥ of finite
graphs satisfying:

1. Forsome k < k + ¢ and every G € F,
Bo(x, R)| =4, RF, Vx € V(G),1<R < diam(G).

2. Each G is M-uniformly sphere-packed in R? for some M <g . 1.
3. There is a number ¢ 24, 1 such that for every G € F and x € V(G), there are at least cR*“/¥)
vertex-disjoint paths from Sg(x, R) to Sg(x, R’) for every 1 < R < R’ < cdiam(G).

),®n

In light of Lemma 2.4-Lemma 2.6, we can take ¥ = {[G(T(d) N :n > O} as long as we can find

a sequence y suited to the parameters. To this end, consider d > 2 and parameters /1, p, g € N such
that p > qd. Define the sequence

YPAR = (b th, ... th,b),
—
b-2 copies

where b := h9@=1) and t := h?~91. Note that t > 1 since p > gd. Moreover, 74" satisfies (2.2) by
construction.

Lemma 2.8. Let d > 2 and k := p/q be as above. Then for all € > 0, there is some hy € N so that for all
h > hg the following statements hold:

1. [KD(ppamy — k| < e.
2. [k (Al —s(d, k)| < e.
Proof. It holds that
KD P11) = log, (1y# 1) = log, (b2 + (b - 2¢*1))
= log, (b"1(2+ (b - 2nU-1p=n))
= log, (bd—l(z + (- z)bk—d)) .
Furthermore, we have

Jim log, (|y#M|@) = Jim log, (12 + (b - 2)b* ) = k.
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Therefore for all ¢ > 0, for all sufficiently large values of #, it holds that |k(d)(y(r7/q,h)) -kl < e
Similarly, we have
Jim log, (| 4M|“"Y) = s(d, k),

hence we can choose & sufficiently large to as to satisfy the second condition as well. m|

2.2 Construction of the infinite graphs

For this section alone, we consider tilings of the nonnegative orthant [0, co).
Note that for any sequence y = (y1,..., Vs), One can view G(T;d)) as the tangency graph of a
packing of cubes by changing the height of cubes in layer i from 1/b to b/y;. See Figure 3(b) for an

example. Let Tg,d) denote this rescaled tiling. By convention, we insist that one corner of the tiling
still lies at the origin, implying that

[T = [0, 117 x [0, Hp)],

where
1 1
H( )::b(—+~~+—).
4 4! Vb

(d)

Since for n > 0 we have T ¢ Q(M) o T gn, it follows that T( ) C T( )(M) and hence we have the

chain of inclusions:
T(d)

®(n 1) - y®n ®(n+1) -

T(V‘QO DD

This gives rise, in a straightforward way, to the infinite tiling T;;N, with [[T;CQN]] = [0, 0)?. We define

the infinite tangency graph (A}(yd) = G(T(d)N)

Theorem 2.9. If y = (y1,...,Yp) has y1 = yp = b = min(y), then (A;;d) has uniform polynomial growth of

degree k') (y), and for every x € V(G) and R’ > R > 1, there are at least cRKV0) vertex-disjoint paths
from Sg(x,R) to Sg(x,R"), where ¢ 2, 4 1.

Proof. Forn > 1, denote G,, := G(T(d)) and G := Cgfi). We can think of G, as an induced subgraph

of G in the obvious way. Consider a vertex v € V(G) and radii R” > R > 1. Then there is some n > 1
such that Bx(v,2R’) € V(G,).

In this case, theitholds thatd(x, y) = dg, (x, y) forallx, y € Bs(v, R"), since any path originating
in B (v, R’) and leaving V(G;) must have length at least 2R’. Therefore B (v, R’) = Bg,(v,R’),
and the uniform polynomial growth and seperator size assertions then follow immediately from
Lemma 2.4 and Lemma 2.5. m]

Recall the definition of [G],, from Lemma 2.6. The following theorem is proved in Section 5.

Theorem 2.10. If y = (y1,..., yp) satisfies y1 = yp and (2.2), then there is some number m = m(d, y)
such that [(A}g,d)]m is uniformly sphere-packed in RY.



3 Volume growth analysis

Our goal is now to prove Lemma 2.4. The next section provides a few key lemmas about the size
of balls in products of tilings, which are mostly straightforward generalizations of the bounds in
[EL20] (for the case d = 2). With these in hand, we prove Lemma 2.4 in Section 3.2.

3.1 Volume growth in tile products

The next lemma is straightforward.
Lemma 3.1. Consider S,T € Tgand G = G(SoT). If X € So T, then |Bg(X, diam(G(T)))| > |T|.

Let {e1,...,e;} denote the standard basis of R?. If T € 7;, we write E;(T) C E(G(T)) for the set
of edges in the ith direction, i.e., those edges {A, B} € E(G(T)) where A N B is orthogonal to e;.
Thus we have a partition E(G(T)) = E{(T) U --- U E4(T).

ForAeTand1 < i <d, denote

Nr(A,i) ={A" €T :{A, A’} € E(T)},
and Np(A) := N7(A,1)U--- U Nt(A, d). Moreover, we define
ti(A)
tj(B)
ar(i) := max{ar(A,i): AeT}
ar :=max{ar(i):1<i<d}
Lr:=max{{i(A):AeT,1<i<d}.

ar(A,i) = max{ :BeNr(A,i),1<j< d}

We will take at := 1if T contains a single tile. It is now straightforward to check that ot bounds
the degrees in G(T).

Lemma 3.2. Foratiling T € T3 and A € T, it holds that
degqr)(A) < 3. oc%d.
Proof. Denote
A={(x1,...,x5) € R : pi(A) — arli(A) < xi < pi(A) + (1 + ar)t(A)},

where p;(A) denotes the ith coordinate of p(A). Clearly

d

vola(A) = | | (1 +2a1)6(A)) = (1 + 2ar)? vola(A).
i=1

Furthermore, by the definition of ar, it holds that A" C A for A’ € Np(A). And for any such A’, it
holds that vol;(A”) > a;d voli(A). Hence,

INT(A)|az vola(A) < (1 +2ar)? vols(A).

Using ar > 1, this yields deg;)(A) < 37021, o



Lemma 3.3. Consider S,T € T3 and let G = G(S o T). Then for any X € S o T, it holds that
|Bo(X,1/(a¥'Lr))| < 3ad)™ (d + DIT]. (3.1)

Proof. ForY € SoT,letY € S denote the unique tile for which Y C V. Let I's(X) denote the set of
paths y in G(S) that originate from X and such that |y NEi(S)| < 1foreachi=1,...,d. Inother
words, the set of paths in G(S) starting at X and containing at most one edge in every direction.
Denote by Ns(X):=U YeTs(X) V(y) the set of vertices reachable via such paths.

Note that because we allow one edge in every direction,
X+ [0/t 0(R)/ad] x - x [(R)/ad, (0 /ad] € [Ns(R)], (3.2)

where "+’ here is the Minkowskisum R+ S:={r+s:r € R,s € S}.

We will now show that o
[[BG(X, 1 /(agﬁLT))]] c [[NS(X)H : (3.3)

It will follow that
d
|Bo(X, 1/(a5'Lo))| < IT| - INs(X)| < |T| - (d +1) (r;;gg degG(s)(A)) :

and then (3.1) follows from Lemma 3.2.
To establish (3.3), consider any pat}} (X = Xp, X1, X2, ..., Xp) in G with X, ¢ Ns(f(). Letk<h
be the smallest index for which Xy ¢ Ns(X). Then:

Xo, X1, ., Xso1 C [[Ns(fc)]] (3.4)

X N (a [[NS(X)H n (o, 1)d) 0. (3.5)

Now (3.4) implies that for j < k — 1, we have X j € Ns(X), which implies (X j) < ozg&(f( ) since X j
can be reached from X by a path of length at most d in G(S). It follows that

G(X;) < Lrti(Xj) < Lralti(X),  j<k-1,1<i<d. (3.6)

And (3.5) together with (3.2) shows that

Combining (3.6) and (3.7) now gives

h-1>k-1>

27,7
(XS LT

verifying (3.3) and completing the proof. m|
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3.2 Volume growth in iterated products

Our goal is now to prove Lemma 2.4. To this end, fixd > 2

Observation 3.4. For 1 < i <d —1, we have a_« (i) = 1. It further holds that
Y

OtT)fd) = 0(,1.;,(,d)(d) :max{;—; 11 < i,j < b,|i—j| = 1}.

Given Observation 2.3 and Observation 3.4, the next lemma is straightforward.
Lemma 3.5. Consider y = (y1,...,yp)and y’ = <yi, cey ybr>. If y1 = v}, then

= <
gdorh = g0 < max(ozT(d), T(d)

Proof. Note that, by definitionfor 1 <j <b’and 0 <i < b -1, we have (y ® y")ipr4j = yiy]’.. Hence,

Vi )
j+1 ’
(y ®Y)iv+j+1 5 j<b
= ’
(Y ® 7 )ivr+j Yirl Y1 _ Yisl iy
] Vi 7/1'7/ Vi ] b 4
where we used ] = yé, in the second case. m]

Corollary 3.6. Let y = (y1,..., ). If y1 = yp, then for n > 1 we have

<
T(d) I OCT}Sd) .

y®n

Lemma 3.7. Consider y = (y1,...,Yp) with y1 =y, = b. For every n > 0, it holds that
b" 1 < diam (G(T{%)) < (@ + Db". (38)

Proof. Let C denote the “bottom” layer of tiles in T(®l, i.e., those contained in [0,1]¢"! x [0,1/b"].
Take G := G(Ty( ) .). Forevery A € T(m, it holds that £;(A) = b™". In particular, this yields the lower
bound in (3.8) since any path from the bottom to the top (in dimension d) requires b" tiles.

This also implies that for A € T( ) » we have dg(A, C) < b". Furthermore, as y1 = b by assumption,

we have (y®"); = b", and therefore by construction G[C] is a (d — 1)-dimensional b" X b" X - - - X b"
grid. Hence we have diamg(C) < (d — 1)b", and now the upper bound in (3.8) follows by the
triangle inequality. |

Proof of Lemma 2.4. Denote G := G(T(®,,) and fix A € T( ) For any 0 < j < n, write @ = 7@

e ®(n—1)
T;g} and let A denote the copy of Ty(®/). containing A. By Lemma 3.7, we have diam(A) < (d + 1)b/,

and thus Bg(A, (d + 1)b/) 2 A.
Employing Lemma 3.1 therefore gives

o j
IBG(A, (d + 1)b)| > |A] = ’Ty@ _ (|y|<d>) , VAeTY, je{01,...,n}
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The desired lower bound now follows using monotonicity of |Bg(A, r)| with respect to r.
To prove the upper bound, first note that by Corollary 3.6 we have

aa < am Sy 1
i, < g Sy

Moreover, as min(y) = b, we have LT(Q, = b7/, hence applying Lemma 3.3 with S = T;g()”_j) and

T = T)fg]). gives

[Bo(A, b1/9)] $a IT91 = (71D), VAT, je{01,....n},

for some ¢ <, 4 1, completing the proof. m]

4 The size of annular separators

We now prove that the graphs G(Ty(gi) do not have small annular separators.

Definition 4.1 (Projection of tiles). For d > 2 and a tile A € R, we write IT;_1(A) € R%"! for the
projection of A onto the last d — 1 coordinates. Furthermore, for a tiling T € 7;, we define

[g1(T) := {Tlg-1(A) [A € T},
and for a tile B € T1;_1(T),
;' (B;T) := {A € T : I1;_1(A) = B}.

Observation 4.2. For any sequence y = ()1, ..., Vs), the following hold:

(@) Ma_y(T ) = 7.

(b) Forall B € Hd_l(T)fd)), the tangency graph G(H;l(B ; T)fd))) is a path.

(c) Forall B# B’ € Hd_l(T)fd)), the sets H;}l(B; T(d)) and H;El(B'; Ty(d)) are disjoint.
See Figure 4.

We will now use the family {H;}l(B ; Ty(d)) :Be Hd_l(Ty(d))} of pairwise disjoint paths to locate

paths across annuli in G(Ty(gl ). We first remark that diameter of each such path is long in G.

Lemma 4.3. For every B € Hd_l(Ty(d)),

. -1 (p. ) !
diam; 7, (T1;- (B; T, ™)) > Lo "
|
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Figure 4: Projection to the last 4 — 1 coordinates and H;l(B ; T;d)) for one B € Hd_1(Ty(d)).

Proof. LetIT; : R* — R denote the projection onto the first coordinate. Then the Euclidean diameter

of TTy (H;}l(B ; T;d))) is precisely 1. On the other hand, for any path P in G(Ty(d)), the Euclidean
diameter of I'ly(P) is at most (len(P) + 1)LT(d), and the result follows. O
Y

With this in hand, we can now exhibit many disjoint paths across annuli in G.

Proof of Lemma 2.5. Define G := G(T;g,{) and h := |log,(R/(d +1))]. Let A € Ty(g,)q be arbitrary. Write
7@ _pd @
Y Y

V®" ®(n—h) ®h

diamg(A) < (d + 1)b" < R, where the latter inequality follows from our definition of h. Thus
A C Bg(A,R).

But as A is a translation of T;

Ty(gh_l). This yields

,and let A C T;gl be the copy of Ty(Q, that contains A. By Lemma 3.7, we have

d)

®h’

d)

o) is a translation of

by Observation 4.2(a), it holds that Hd—l(Ty(

h
. " .
IT1s—1 (Bc(A, R)) | = |T14—1(A)| = |Ty(®h b= (M(d 1)) .

Using Observation 4.2(b)—(c), the sets {H;}l(B ; Ty(gl) : B €Il _1(Bg(A, R))} form a collection of
vertex-disjoint paths in G, and Lemma 4.3 gives a lower bound on the diameter of every such path

in G. It follows that for
R’ < 1 1 -1], 4.1)
2 LT(d)

V®n

there are at least (|y|(d‘1))h vertex-disjoint paths originating in B;(A, R) and leaving Bg(A, R’).

13



Finally, note that, by assumption, we have min(y) > b, and therefore min(y®") > b", implying
that
LT(d) =p™".

7/®Vl

Since diam(G) < (d + 1)b" by Lemma 3.7, the constraint (4.1) is implied by

1 diam(G) 1

2\ d+1 '
We may assume that diam(G) > 6(d + 1), otherwise the statement of the lemma is vaccuous (since
we may choose the constant ¢ sufficiently small depending on d), in which case this is implied by
< diam(G)
T 3d+1)’
completing the proof. m]

R’ <
Rl

5 Sphere-packing representations

We will now prove Lemma 2.6 and Theorem 2.10. To this end, we require some regularity from our
cube packings. Say that two closed, axis-parallel cubes A, B C R? are neatly tangent if:

(i) A and B are interior-disjoint.

(i) If A and B intersect along (d —1)-dimensional faces F4 € A and Fp C B, then either F4 C ANB
or Fg CANB.

A collection C of closed, axis-parallel cubes is a neat cube packing if every pair A # B € C is either
neatly tangent or else disjoint. The aspect ratio of the packing C is defined by

a(C) ::max{% :A,BEC,AﬂBiﬂ)},

where {(A) denotes the sidelength of a cube A. Say that a graph G is admits an a-uniform neat cube
packing in R? if G is the tangency graph of a neat cube packing C with a(C) < .

Lemma 5.1. If y = (y1,..., yp) satisfies y1 = yp = b = min(y) and (2.2) holds, then the graphs G(T),(d))

~(d . . . . .
and G;,) admit an a-uniform neat cube packing in RY with a = Ao

Proof. First take C := T(d), as defined in Section 2.2. Under the integrality assumptions on y, it holds
that C is a neat packing, since one of the ratios y;+1/y; or y;/vi4+1 is an integer for every 1 < i < b
(see Figure 3(b) for an illustration). Moreover, we have

(X(C) = OéTy(d) = OLngz).
For the second assertion, we take C := T)fglo (as defined in Section 2.2). Corollary 3.6 asserts that
OéTy(é)n < aTy@, Vn =0,

hence ap@ <, as desired. O

7/®oc

14



Given the preceding lemma, the next result suffices to prove Lemma 2.6 and Theorem 2.10.

Lemma 5.2. If G admits an a-uniform neat cube packing in R?, then there are numbers m < O(ad) and
M < O(ad) such that the subdivision [G),, is M-uniformly sphere-packed in RY.

To prove this, we need a simple result on sphere packings that satisfy prescribed tangencies.
For a general closed axis-parallel cube C € R? and ¢ > 0, we define dC to denote the boundary of
C in R?, and we use || - || for the standard Euclidean distance. For a point x € R?and aset S C R,
define disty(x, S) := inf{||x — y|| : y € S}. Let us also define

0:C :={x € dC : #{F € F¢ : distp(x,F) > €l(C)} =2d — 1},

where {(C) is the sidelength of C, and ¥¢ is the collection of the 2d facets of C (i.e., the (d — 1)-
dimensional faces of C). These are the boundary points that lie on exactly once face of C and are
el(C)-far from every other.

Lemma 5.3. For every d > 2 and ¢ € (0,1/2), the following holds. Consider a closed axis-parallel cube
C C R of sidelength {, and a set of points P C 9.C such that ||x — y|| > &l for every x # y € P. Then
there is a finite collection of interior-disjoint spheres S contained in C such that:

1. The radius of every sphere in S is at least €€ /(60d).
2. For every p € P, there is a sphere S(p) € S tangent to p.

3. The tangency graph of S is the m-subdivision of a star graph whose leaves are the spheres {S(p) : p € P},
with m =2+ [%4].

Proof. By scaling and translation, it suffices to prove the lemma for C = [0,1]?. Denote cp :=
%, %, cee, %), and define the sphere
So:={x € R?: |lx —coll = 1/4}.

For each p € P, define S(p) to be the unique sphere of radius ¢/8 that is contained in [0, 1]¢ and
such that S(p) N [0, 1] = {p}. Such a sphere exists because p € 9.[0, 1]".

Let c, denote the center of S(p), and let [co, ¢, | denote the line segment from cg to c,. Define z,
to be the point where [co, ¢, ] intersects Sy, and define z, to be the point where [co, cp] intersects
S(p)- Let [zp, z,] € [co, cp] denote the line segment connecting z, to zj,.

As |[x —y|| > € for all x # y € P, it holds that ||z} - z{/|| > ¢ —4(e/8) > €/2. Note that
[0,1]9 C Ba(co, Vd/2), where the latter object is the Euclidean ball of radius Vd/2 about c.
Let Z, denote the point where the line through [co, c;] intersects dB»(co, Vd/2). Then we have
122 = Zyll > ||z — z; ||, and by similarity of the triangles defined by {co, Zx, Z,} and {co, 2%, z},}, it
holds that
12 -2yl e

Vi  2vd

Iz, - 2,1l >

It follows that

min{|la - bl : a € [zx, 2], b € [zy, 2y ]} > llzx — 2yl 2

; (5.1)

&
2vVd
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Note also that for every p € P,

1 ~
< lco - cpll (- + i) < Hzp _ H < lco - ¢yl < diamy([0,1]) < VA, (5.2)

<
4 8 P

| =
==
=1 m

where we have used ¢ < 1/2.
Letyp : [0, |lzp - zZ, Il — [zp, z;] be a parameterization of [z, z;,] by arclength. Define k := [%'l

and rp := w, and let S, be the collecion of interior-disjoint spheres of radius r, centered at the

points

Vp(1p), Vp(2rp), yp(drp), ..., yp(2(k = Drp).
Note that the tangency graph of S p is a path, and that the first sphere is tangent to Sy, while the last
is tangent to S(p).

By (5.2), for each p € P, we have rp € [@, ﬁ]. In particular, (5.1) implies that if S € SP and
S’ €S, forp #p’ € P, then S and S’ are disjoint.

Thus the collection of spheres

S:={So}u{S(p):pePrul 3,
peP

satisfies the conditions of the lemma. m]

Proof of Lemma 5.2. Suppose that C is a neat cube packing whose tangency graph is G and such that
a(C) < a. For every pair A, B € C with AN B # 0, let c(A, B) be the center of mass of AN B.

Define the set of points P4 := {c(A, B) : B€ C, AN B # 0}. Since C is a neat cube packing and
we have {(B) > {(A)/a, it follows that with ¢ := 1/(2a), we have P4 C d:A, and

lx —yl|l > €l(A), Vx#y€Pa.

Therefore we can use Lemma 5.3 to replace each cube A € C by a corresponding collection Sx of
spheres whose tangency graph is the m-subdivision of a star, the leaves of which are tangent to the
points in P4. Note that Lemma 5.3 gives m =2 + [12ad].

Moreover, any two adjacent spheres have their ratio of radii contained in the interval [M ™1, M]

for

M = ag = 120a%d.

Thus if we define S := |Jscc Sa, then [G]yy, is the tangency graph of S, and the corresponding
sphere-packing is M-uniform. m]
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