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Abstract

We show that on every n-point HST metric, there is a randomized online algorithm for
metrical task systems (MTS) that is 1-competitive for service costs and O(log n)-competitive for
movement costs. In general, these refined guarantees are optimal up to the implicit constant.
While an O(log n)-competitive algorithm for MTS on HST metrics was developed in [ ],
that approach could only establish an O((log 11)?)-competitive ratio when the service costs are
required to be O(1)-competitive. Our algorithm can be viewed as an instantiation of online
mirror descent with the regularizer derived from a multiscale conditional entropy.

In fact, our algorithm satisfies a set of even more refined guarantees; we are able to exploit
this property to combine it with known random embedding theorems and obtain, for any
n-point metric space, a randomized algorithm that is 1-competitive for service costs and
O((log n)?)-competitive for movement costs.

1 Introduction

Let (X, dx) be a finite metric space with |X| = n > 1. The Metrical Task Systems (MTS) problem,
introduced in [ ] is described as follows. The input is a sequence (c¢; : X — Ry, :t > 1) of
nonnegative cost functions on the state space X. At every time ¢, an online algorithm maintains a
state p; € X.

The corresponding cost is the sum of a service cost c;(p;) and a movement cost dx(pi-1, pt).-
Formally, an online algorithm is a sequence of mappings p = (p1, p2,...,) where, for every t > 1,
ot + (R¥)! — X maps a sequence of cost functions {cy, ..., c;) to a state. The initial state py € X is
fixed. The total cost of the algorithm p in servicing ¢ = {c; : t > 1) is defined as:

COStp(C) = Z [Ct(Pt(Cl, s, C))+ dX(Pt—l(Cl, e, Ceo1), pt(Cl, )]
t>1
The cost of the offline optimum, denoted cost*(c), is the infimum of 3,1 [c:(pt) + dx(ps-1, pt)] over
any sequence (p; : t > 1) of states. A randomized online algorithm p is said to be a-competitive if for
every po € X, there is a constant > 0 such that for all cost sequences c:

E [costp(c)] < a-cost’(c) +B.

For the n-point uniform metric, a simple coupon-collector argument shows that the competitive
ratio is (Q(log ), and this is tight [ ]. A long-standing conjecture is that this ®(log 1) competi-
tive ratio holds for an arbitrary n-point metric space. The lower bound has almost been established
[ , |; for any n-point metric space, the competitive ratio is Q(log 2 /log log ). Follow-
ing a long sequence of works (see, e.g., [ , , , , , 1), an upper
bound of O((log 7)?) was shown in [ I



Relation to adversarial multi-arm bandits. MTS is naturally related to the adversarial setting of
the classical multi-arm bandits model in sequential decision making, and provides a very general
framework for “bandits with switching costs.” Unlike in the setting of regret minimization, where
one competes against the best static strategy in hindsight (see, e.g., [ 1), competitive analysis
compares the performance of an online algorithm to the best dynamical offline algorithm.

Thus this model emphasizes the importance of an adaptivity in the face of changing environments.
For MTS, the online algorithm has full information: access to the complete cost function c; is available
when deciding on a point p¢(c1,...,¢;) € X at which to play. And yet one of the fascinating
relationships between MTS and adversarial bandits is the parallel between adaptivity—being
willing to “try out” new strategies—and the classical exploration/exploitation tradeoff that occurs
in models where one only has access to partial information about the loss functions.

HST metrics. The methods of [ ] show that the competitive ratio for MTS is O(log 1) on
weighted star metrics. Recently, the authors of [ ] generalized this result by designing an
algorithm with competitive ratio O(Dr log 1) on any weighted n-point tree metric with combinatorial
depth ©7. We now discuss a special class of metrics.

Let T = (V, E) be a finite tree with root r and vertex weights {w, > 0:u € V},let £ C V denote
the leaves of T, and suppose that the vertex weights on T are non-increasing along root-leaf paths.
Consider the metric space (£, dr), where dr({, {’) is the weighted length of the path connecting ¢
and ¢’ when the edge from a node u to its parent is w,. We will use Dt for the combinatorial (i.e.,
unweighted) depth of T'.

(£, dr) is called an HST metric (or, equivalently for finite metric spaces, an ultrametric). If, for
some T > 1, the weights on T satisfy the stronger inequality w, < w, /7 whenever v is a child of u,
the space (£, dr) is said to be a T-HST metric. Such metric spaces play a special role in MTS since
every n-point metric space can be probabilistically approximated by a distribution over such spaces
[ , ]. Indeed, the O((log 11)?)-competitive ratio for general metric spaces established in
[ ] is a consequence of their O(log n)-competitive algorithm for HSTs.

1.1 Refined guarantees

The authors of [ ] observe that there is a more refined way to analyze competive algorithms
for MTS. For a randomized online algorithm p and a cost sequence ¢, we denote, respectively, S,(c)
and M,(c) for the (expected) service cost and movement cost, that is

Sp(c) :=E > cilp)) and My(c):=E > dx(pi-1,p1).
t>1 t>1

If there are numbers «, a’, B, f” > 0 such that for every cost c, it holds that

Sp(c) < a - cost’(c) +

Mo(c) < a’ - cost’(c) + 8,
one says that p is a-competitive for service costs and a’-competitive for movement costs.

In [ ], it is shown that on every n-point HST metric, and for every ¢ > 0, there is an online

algorithm that is simultaneously (1 + ¢)-competitive for service costs and O((log(1/¢))?)-competitive
for movement costs. The authors of [ ] improve this slightly to show that actually there is an

online algorithm that is simultaneously 1-competitive for service costs and O((log 11)?)-competitive
for movement costs. We obtain the optimal refined guarantees.
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Theorem 1.1. On any n-point HST metric X, there is a randomized online algorithm that is 1-competitive
for service costs and O(log n)-competitive for movement costs.

Remark 1.2 (Optimality of the refined guarantees). Any finitely competitive algorithm for MTS
on an n-point uniform metric cannot be better than Q(log 1)-competitive for movement costs,
regardless of its competitive ratio for service costs. This is because this lower bound holds even if
the cost functions only take values 0 and co. Moreover, it cannot be better than 1-competitive for
service costs, regardless of its competitive ratio for movement costs. To see this, consider the case
where each cost function is the constant function 1.

Finely competitive guarantees. Suppose that for some numbers ag, a1, ), 8, ’ > 0, a randomized
online algorithm p satisfies, for every cost ¢ and every offline algorithm p*:

Sp(c) < apSp-(c) + a1Mp-(c) + B (1.1)
Mp(c) < ySp(c) + .

In this case, we say that p is (ag, a1, y)-finely competitive. We establish the following.

<
<

Theorem 1.3. On any n-point HST metric X, for every k > 1, there is an online randomized algorithm p
that is (1,1/x, O(x log n))-finely competitive. In fact, one can take B = 0 and p’ < O(xdiam(X)).

Combined with the random embedding from [ ], this yields the following consequence
for general n-point metric spaces.

Corollary 1.4. On any n-point metric space, there is an online randomized algorithm that is 1-competitive
for service costs and O((log n)?)-competitive for movement costs.

Proof. Consider an n-point metric space (X, dx). It is known [ ] that there exists a random
HST metric (T, dr) so that £(T) = X and forall x, y € X:

1. P[dT(x/ y) > dX(x/ ]/)] =1,
2. Eldr(x,y)] < D-dx(x,y),

and D < O(logn).

Let pr be the randomized algorithm for (T, dr) guaranteed by Theorem 1.3 with k = D. Let p
denote the algorithm that results from sampling (T, dr) and then using pr. We use M to denote
movement cost measured in dr and MX for movement cost measured in dx.

Then for any cost ¢ and any offline algorithm p*, we have

Sp(c) = E[Sp,(c)] < Spe(c) +x 7 [E[MZ*(C)] +0(1)
< Spe(c) + K‘lDMF}é(c) +0(1)
= Spr(c) + MX(c) + O(1),

and
Mif(c) = [E[Mi,(T(c)] < E[M;T(c)] < O(xlogn) E[Sp;(c)] +O(1),

completing the proof. m]



1.2 The fractional model on trees

We will work in the following deterministic fractional setting, which is equivalent to the randomized

integral setting described earlier (see [ , §2]). The state of a fractional algorithm is given by a
point in the polytope
Kr 1= xeRK:xrzl,xu:va VueV\L}, (1.3)
vex(u)

where we use x(u) for the set of children of u in T. For u # r, we will also write p(u) for the parent
ofuinT.

A state x € Kr corresponds to the situation that the state of a randomized integral algorithm
is a leaf descendant of u with probability x,. Note that Kr is simply an affine encoding of the
probability simplex on L. In the fractional setting, changing from state x to x” incurs movement

cost [|x = x'|| 4, (), Where
Izl = Y wulzul

ueV

denotes the weighted ¢;-norm on RV.

1.3 Mirror descent, metric filtrations, and regularization

Following [ I, our algorithm is based on the mirror descent framework as established in
[ ]. This is a method for regularized online convex optimization, an approach that was
previously explored for competitive analysis in [ , I

A central component of mirror descent is choosing the appropriate mirror map (which we will
often refer to as the “regularizer”). This is a strictly convex function @ : Kt — R that endows Kr
with a geometric (Riemannian) structure, specifying how to perform constrained vector flow. In
other words, it specifies how one can move in a preferred direction while remaining inside Kr.

The paper [ ] employs the following regularizer:
1
Qo(x) = = > wy (xu +6.) log (xu +u) (1.4)
ueV\{r}

with n < log|£| and 6, = |£,|/|L]|, where L, is the set of leaves in the subtree rooted at u.

1.3.1 Metric filtrations

It is straightforward that one can think of @y as a type of multiscale entropy (this is the negative of
the associated Shannon entropy, since we use the analyst’s convention that the entropy is convex).
To understand this notion, let us forget momentarily the weights on T. Then the structure of T
gives a natural filtration over probability measures on the leaves £. Suppose that X is a random
variable taking values in £ and, for u € V, denote by &, the event {X € £, }. Then the chain rule for
Shannon entropy yields

1 P[gp(u)]
Erll = &yl .
;P[ 1108 G ME;Z{W}P[ og e
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If we now imagine that uncertainty at higher scales is more costly than uncertainty at lower
scales, then we might define an analogous weighted entropy by

P[gp(u)]

wy, P[&y]1log PlE,]

ueV\{r}

(1.5)

Such a notion is natural in the context of “metric learning” problems.
Ignoring the {6, } values for a moment, consider that (1.4) is not analogous to (1.5). Indeed, it
corresponds to the quantity

1
wy P[E,]log ——, (1.6)
P&y
ueV\{r} [5 ]

and now one can see a fundamental reason why the algorithm associated to (1.4) only achieves
an O(Drlog n) competitive ratio, where D7 is the combinatorial depth of T: The quantity (1.6)
overmeasures the metric uncertainty.

Suppose that X is a uniformly random leaf. Then } ;.. P[&/] log ﬁ = logn, where n = |L|.

But, in general, one could have } .y P[€,]log ﬁ > (Drlogn). Since the vertex weights are
decreasing geometrically down root-leaf paths, the quantity (1.6) is actually within an O(1) factor of
(1.5), but given the manner in which the regularizer distorts the geometry, the overlap effect occurs
as for the unweighted entropy. This fact was not lost on the authors of [ ], but they bypass
the problem by combining mirror descent on stars with a recursive composition method called
“unfair gluing.”

1.3.2 Multiscale conditional entropy
We employ a regularizer that is a more faithful analog of (1.5):
w x
D(x) := Z —= (xu + Ouxp)) log (—” + 5u) , (1.7)

wevniny T Xp(u)

where p(u1) denotes the parent of u.
If one ignores the additional parameters {n, > 1, 5, > 0}, this is precisely the negative weighted
Shannon entropy written according to the chain rule. Here, we set

N
= 1.8
[ Lol (18)
My = 1+ 108(1/911) (1.9)
Ou =0y /Ny . (1.10)

The numbers {60, } are the conditional probabilites of the uniform distribution on leaves. The
{64} values are employed as “noise” added to the entropy calculation. Such noise is a fundamental
aspect for competitive analysis, and distinguishes it from the application of mirror descent to
regret minimization problems (see, e.g., [ ).! The effect of these noise parameters appears

1One finds aspects of this “mixing with the uniform distribution” in the bandits setting as well, but used for variance
reduction, a seemingly very different purpose.



ubiquitously in applications of the primal-dual method to competitive analysis (see [ 1), and
manifests itself as an additive term in the update rules (see (1.11) below). Intuitively, it ensures that
the conditional probability % is updated fast enough even when it is close to 0.

Finally, the numbers {n, : u € V} are commonly referred to as “learning rates” in the study
of online learning. They represent the rate at which information is discounted in the resulting
algorithm; for MTS, this corresponds to the relative importance of costs arriving now vs. costs that
arrived in the past.

1.3.3 The dynamics

We will derive in Section 3 the following continuous time evolution of the resulting mirror descent
algorithm (x(t) € Kr : t € [0, 00)) for a cost path c: [0, c0) — R%:

Xpw)(t) ) Wi \ Xpw)(t) &= xy(t)

Here, f5(,)(t) is a Lagrangian multiplier that ensures conservation of conditional probability:

o, ( Xy (t) ) -0

X p(u)(t)

One can see that the evolution is being driven by the expected instantaneous cost incurred
conditioned on the current state being in the subtree rooted at u.

One should interpret (1.11) only when x(t) lies in the relative interior of Kr. Otherwise, the
conditional probabilities are ill-defined. One way to rectify this is to prevent x(t) from hitting the
relative boundary of Kr at all. It is possible to adaptively modify the cost functions by a suitably
small perturbation so as to guarantee this property and, at the same time, ensure that the total
discrepancy between the modified and true service cost is a small additive constant.

Instead, we will follow a different approach, by extending the dynamics to an analogous system
of conditional probabilities {g,(t) : u € V' \ {r}}:

vex(p(u))

atﬂu(t) = Z)_L; (qu(t) +0u) (ﬁp(u)(t) = Cyu(t) + au(t)) ’ (1.12)

xu(t)
Xp(u)(t)
gu(t) = 0, and ¢,(t) is the “derived” cost in the subtree rooted at u:

Eult) = " quu()e(t)

el

)= | ] 2,

veyu,\{u}

where g,(t) = whenever x,,(t) > 0, a,(t) is a Lagrangian multiplier for the constraint

where y,, ¢ is the unique simple u-¢ pathin T.
Stated this way, the mirror descent algorithm can be envisioned as running a “weighted star”
algorithm on the conditional probabilities at every internal node of T, with the derived costs at an



internal node u given by the average cost of the current strategy for playing one unit of mass in the
subtree rooted at u.

In the next section, we will implement and analyze a discretization of (1.12) using Bregman
projections. Since our regularizer @ and convex body Kr do not satisfy the assumptions underlying
the existence and uniqueness theorem of [ ], we need to construct a solution to (1.12) and,
indeed, taking the discretization parameter in our algorithm to zero, one establishes a solution of
bounded variation; see Section 3.3.

The major benefit of the formulations (1.11) and (1.12) is in motivating such an algorithm and
prescribing the derived costs. In Section 3, we describe how these dynamics can be predicted from
the definition (1.7).

2 The MTS algorithm

Consider a convex polytope Ky € R”, define K := Ky N R}, and assume that K is compact. Suppose
additionally that @ : D — R is differentiable and strictly convex in an open neighborhood D 2 K.
Let us write Do for the corresponding Bregman divergence

Do (y |l x) := O(y) — P(x) = (VO(x),y — x),
which is non-negative due to convexity of ®. Then for x, y, z € K, we have:
Do(z [l y) — Da(z || x) = =®(y) + O(x) = (VD(y), z = y) + (VP(x), z - x). 2.1)
For a vector c € R" and x € K, define the projection
T (x) := argmin {Do(y || x) + {c,y) : v € K}.

Since K is compact and @ is strictly convex, there is a unique minimizer y* € K.
For x € K, recall the definition of the normal cone at x:

Nk(x) ={p e R": (p,y —x) <Oforall y € K}.

Given a representation of K by inequality constraints, K = {x € R": Ax < b} for A € R™" and
b € R", it holds

Nk(x) = {ATy: y > 0and y' (Ax — b) = 0}.
The KKT conditions yield
VO(y*) = VO(x) —c — A", (2.2)

where 1 € Nk(y*). Since Nk(y*) = Nk, (y*) + Nrz(y*), we can can decompose A* =  — a with
B € Nk(y*) and —a € Ngz(y*). In particular, we have @ > 0 and a; > 0 = y} = 0 for every
i=1,...,n.

Substituting this into (2.1) gives

Do(z [ y*) = Da(z [| x) = =®(y") + P(x) + (VO(x), y" —x) + (c —a + B,z - y")
< =Do(y"[[X) +{c—a,z-y"),

where the inequality comes from (f,z — y*) < 0 since z € K and 8 € Nk(y*). We have proved the
following.



Lemma 2.1. Forany x,z € K,and c € R", let y* = IT, (x) and A* be as in (2.2). Then for any & € —Np+(y")
such that A* + a € N, (y*), it holds that

Do(z [l y) = Da(z || x) < (c —a,z = y7).

2.1 Iterative Bregman projections

We describe now a discretization of the algorithm from the introduction. Fix a tree T and recall
the definition of Kr from (1.3). Let Qr denote the collection of vectors g € IRK\{W} such that for all

ueV\L,
Z go =1.

vex(u)

Forg e Qrandu € V\ £, we use g™ € [RX(”) to denote the vector defined by q(”) =g forv € x(u),

and define the corresponding probability simplex Q(T”) :={q" : g € Qr}. Wewilluse A : Qr — Kr
for the map which sends g € Qr to the (unique) x = A(g) € Kr such that

Xo = Xy YueV\L,ve x(u).

Note that g contains more information than x; the map A fails to be invertible whenever there is
some u € V \ £ with x, =0.

Fix ¥ > 1. On the open domain D) = (- minge (i) Ov, 00)) for 6, as given in (1.10), define
the strictly convex function ®® : D™ — R by

1 Wy
q)(”)(p) = ” Z — (po + 60) log (po + 00) .

vex(u)
Denote the corresponding Bregman divergence on Q(”)

N1
Dpllp) =1 >, o

vex(u)

0y

+ ’
(po +0,)log £ 2 p, 75, TP Pl

We now define an algorithm that takes a point g € Qr and a cost vector ¢ € R% and outputs a
point p = A(g, ¢) € Qr. Fix (u1,up, ..., un) a topological ordering of V' \ £ such that every child
in T occurs before its parent. We define p inductively as follows. Let ¢, := ¢, for ¢ € L. For every
j=12,...,N:

&, =8, Yo € x(uj) (2.3)
p(“f) = argmin{ (“J)(p I q(“/)) + <p, 6(“/)> | pE Q(Tuj)} (2.4)
Z p(u])A (2.5)

vex(uj)

Let ') be the vector of Lagrange multipliers corresponding to the nonnegativity constraints in (2.4)
(recall Lemma 2.1). One should note that in this setting (a probability simplex), the nonnegativity
multipliers are unique and thus well-defined.



We denote a = a? € RY as the vector given by a, := a(p( ) for v # r and a, := 0. Recall the
complementary slackness conditions:

a, >0 = p, =0. (2.6)

For v € x(u), calculate
1
(VOUp) = =22 (1 -+ loglp, +80)
v K T]v
Then using (2.2), we can write the algorithm as follows:
Forj=1,2,...,N:
Forv e )((u]-)'
(u;) (% + Oy)exp |k ( (ﬁu]. —(Cy — av))) — 0y,

(u/)/\

Zve/\(u/)p

where B, > 0is the multlpher for the constraint },. () % s

)

> 1. There is no multiplier for the

constraint 3, (u)) qv "’ < 1 because this constraint will be satisfied automatically and is therefore

not needed in (2.4): If it were violated, decreasing some p, with p, > qf,”" )
better solution to the minimization problem (2.4).

would yield a strictly

2.2 The global divergence

For z € Kr and g € Qr, define the global divergence function

Blellp=-> > L

ug¢Lovey(u)

[

(zv+6vzu)log(q 5 )+zuqv—zvl,

with the convention that 0log (8 +0 ) = lim,_,0 ¢ log ( + 06 ) 0. This is the Bregman divergence
associated to (1.7) (divided by «) with i—s replaced by g,. We will use D as a potential function to
prove (1.1). The next lemma shows that when the offline algorithm moves, the change in potential
is bounded by O(1/x) times the offline movement cost.

Lemma 2.2. It holds that for any q € Qr and z,z" € Kr,

N ., 1(, 4 ,
B l9) - B 19)] < ~ (2 + ;) 2 = 2l

Proof. Consider a differentiable map z: [0,1] — RY, such that 3, () Zo(t) < zy(t) for each t and
u ¢ L. It suffices to show that for each t and every fixed g € Qr,

x |9:D(z() | 9)| < (2 + %) 12" ()l gy o) -

Moreover, it suffices to address the case when there is at most one u € V with z;,(t) # 0.



A direct calculation gives

u(t)/zp(u)(t) + Ou
D) 1) = 40 log
zy(t)/zu(t) + Oy ) ’ ( Zy(t) )]
+ 0y25,(t) 1o ( +z;, (¢ - . 2.7
;) 241 1og 242240 o(a-29)| e
Let us now use definitions (1.9) and (1.10) to observe that
Po + 0o 1 1+ 0,
—lo < —1lo < 2.
Mo & qv + 0o Mo & Ov

Using this in (2.7) yields

1
<POG0 )| < w0247 3 (2

vex(u)

+%—Z$D < wulz (t>|(2+4)

where the last inequality uses ¥ ,c () 0v < 2peyu) Ov < 1and ¥ e ) zo(t) < zu(t). ]

We will sometimes implicitly restrict vectors x € R to the subspace spanned by {e; : £ € £}. In
this case, we employ the notation

(x,y)c = Z Xeye,

lel

when either vector lies in RV or R-.
According to the following lemma, the change in potential due to movement of the online
algorithm is bounded by the difference in service cost between the offline and online algorithm.

Lemma 2.3. For any cost vector c € R%, z € Kr, and g € Qr, it holds that if p = A(q, c), then

D(zllp) - D(z l19) < (c,z = Alp)). -

Proof. Fix q € Qr and ¢ € R%. Let a = a7¢ denote the vector of multipliers defined in Section 2.1.
Foru € V \ £ with z, > 0, define z®) € Q(Tu) by

L. %o
#o Zu

Then Lemma 2.1 gives

) (z<“> I p<u)) _p® (z<“> I q<u)) < <5<u> — g Z0) p<u>> “’
x(u

where we use (-, -) () for the standard inner product on R* ), Multiplying by z, and summing
yields

Bz 1)~ Bz llg) < ) zu (e - al®), 2 = p)
ug¢Ll
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=2, 2, @ =az =Y a3 @~ alpo.

u¢Lovey(u) ugl  vex(u)
Note that from (2.6), the latter expression is
” (2.5) ~
Z Zu Z CE,”)pU = Z ZuCu.
u¢l  vex(u) u¢Ll

Noting that ¢y = }yc, A(p)ecy, this gives
|5(Z I P) - f)(z I ‘7) < Z(éu —ay)zy — Z zyCu <{c,z — A(p»g . o

u#r ugl
2.3 Algorithm and competitive analysis
For the proof of bound (1.2), we employ two potential functions 1) and W, defined as follows. For
x € Kr, let ¢(x) := 3,2y wuxy. For g € Qr, let

W (g) = ~A(g), D (6111 )
\I](q) = Z‘I’u(fﬂ

ugLl

The next lemma justifies that when the algorithm moves from x to y, it suffices to bound the
positive movement cost ||(x — y)+|| t(w) rather than the actual movement cost ||x — y||¢,(w)- Its proof
is straightforward.

Lemma 2.4. For x,y € Kr it holds that
X = yllew) = 2 11(x = ¥+l @) + [P ) = Px)].

In the next section, we will prove the following.
Lemma 2.5 (Movement analysis). It holds that

T

K‘f e = 1) ]|y ) < @01 +logm)(c, x)z + [¥(q) = W(p)]-

Define Wi, := min{wy : £ € L} and

e = Wmin T-3
T7 202%r +logn)

Theorem 2.6. Consider any q € Qr and ¢ € R%. If we define p = A(q, c), x = A(q), y = A(p), then for
any z € Kr:

(c,y)e <{c,z)c+[D(zllq) - Dzl p)] (2.8)
KX = Yl ) < [9() = ()] + % ([¥(q) - ¥(p)] + D1 +log n){c, x)r) (2.9)

Moreover, if ||| < €T, then
I = Yl < [0 ~ P01+ s (19(9) W)l + (201 +logn)e,yye) . (210)
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Proof. The bound (2.8) follows from Lemma 2.3, and (2.9) follows from Lemma 2.5 and Lemma 2.4.
To see that (2.10) follows from (2.9) and Lemma 2.5, use the fact that

lelleo
<C/X>E < <C1y>£+ m”('x—y)-{—“ﬁ(w) o
In light of Theorem 2.6, we can respond to a cost function ¢ € R% by splitting itinto M pieces
c1,62,...,cpm where M = [||c||o/eT]. Now define gq; := A(gi-1,c/M), g0 := q and A(q, ¢) := qm.

Theorem 2.7. Fix T > 4. Consider the algorithm that begins in some configuration qo € Qr. If c; € R is
the cost function that arrives at time t, denote q; := A(q;-1, ct). Then the sequence (A(qo), A(q1), . ..) is an
online algorithm that is (1, O(1/x), O(x(Dr + log n)))-finely competitive.

We prove this momentarily. The following fact is well-known and, in conjunction with the
preceding theorem, yields the validity of Theorem 1.1 and Theorem 1.3.

Lemma 2.8. If (£, dt) is an HST metric, then there is another weighted tree T” with leaf set L such that
1. (£,dr) is a 7-HST metric.
2. D < log, |L£]
3. All the leaves of T” have depth .
4. dr(0,0) <dr(¢, ') < O@dr(L,0)) forall £, 0" € L.

Proof sketch. Replace every weight w, in T with @, := 7/1°87%*1 and iteratively contract every edge
(p(u), u) with @) = @, and u ¢ L. The resulting weighted tree T; is a 7-HST by construction.
Now iteratively contract every edge (p(u), u) in Ty for which |££1| > %|£Zl(u)|. The resulting tree

T’ has depth D7/ < log, |£|. Finally, one can achieve property (3) by increasing the depth of every
root-leaf path to D1 using vertex weights that decrease by a factor of 7 along the path. m]

Proof of Theorem 2.7. Consider a sequence (c; : t > 1) of cost functions. By splitting the costs into
smaller pieces, we may assume that ||c¢||« < er forall ¢ > 1.

Let {z;} denote some offline algorithm with zj = A(go), and let {x; = A(q:)} denote our online
algorithm. Then using f)(z(’; || xo) = 0 along with (2.8) and Lemma 2.2 yields, for any time t; > 1,

t1 t 51
D e xive < D e z)e =BG Nl gn) + O/) Y Mz =21 o)
t=1 t=1 t=1

ty 31
< Z;m,z:n +0(1/x) Z; Iz} = 253l e,
t= t=

where we have used D(z || q) > 0 for all z € Ky and g € Qr. This verifies (1.1) with ag = 1,
a1 = O(1/x), and g = 0. Moreover, (2.10) gives

t 51
% Dl = il < [90e) = w(xo)] + T% [W(g0) = W(g1,)] + (2Dr +logn) > (er, xe)e,
t=1 t=1

verifying (1.2) with a1 < O(x(Dr + logn)) and p’ < O(k maxyzr wy) (see Lemma 2.10 below). O
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2.4 Movement analysis

It remains to prove Lemma 2.5. The KKT conditions (cf. (2.2)) give: For every v € x(u),

1@10 (p”+6”

Ko 08 qv+6v):ﬁu_cv+av/ (2.11)

where g, > 0 is the multiplier corresponding to the constraint 3¢, (,) 9o > 1.
Lemma 2.9. It holds that a, < ¢, forallv € V' \ {r}.

Proof. Note that ¢, > 0 by construction. Thus if a, = 0, we are done. Otherwise, by complementary

slackness, it must be that p, = 0, and therefore log(ZZ:gz < 0. Since Bp) > 0, (2.11) implies that

ay < Cp. O
Define o, := log (Z:Ig:) so that

qv - py = (qv + 62])(1 - eo-v . (2.12)

Recall that for v € x(u), we have x, = g,x, and vy, = p, Yy, thus

Xo — Yo = Xu(Go — Po) + Po(xu — Yu) = (Xp + 0pxu)(1 — €7°) + po(xy — Yu)-

In particular,

Wy (xv - yv)+ < wv(xv + 6vxu)(1 - eov)+ + vav (xu - yu)+

w
< Wy(xy + 8pxy)(1 — %), + T”pv (Xu = Yu), -

Using > ey (u) Po = 1 and summing over all vertices yields

1
Z Wy (xv - ]/U)+ < Z wv(xv + 6vxp(v))(1 - e(fv)+ + ; Z Wy (xv - ]/U)+ ’

VEr V#r UFr

hence

T
Z Wy (Xp — Yo), < p——] Z Wy (xy + 0pXpp))(1 — )y

VEr VEF

T
<

Z Wy (xy + 6vxp(v)) (00)-

VFEr

-1

KT R A
< -1 Z NoXyCy + Z Xy Z QU(CU - 0(-0) , (213)

VFET ug¢rl vex(u)

where the last line uses Lemma 2.9 and (2.11), to bound w,(0y)- < k1, (Cp — ).
Note that

vaxvév < Z CoXy Z no < (D1 +logn)(c,x), (2.14)

VEY el veyy,\{r}

13



since for any ¢ € £, it holds that

L
v =D7(l) + lo 0] =Dr(f) +logn,
n g Lol g
veYy\{1} veyy\{r} v

where Dr({) is the combinatorial depth of ¢.
The second sum in (2.13) can be interpreted as the service cost of hybrid configurations of 4 and
0: While )’ () Xo Cy is the service cost of x in £,,, the term x,, ) () 6,¢, is the service cost in £,

of the modification of x whose conditional probabilities at the children of u are given by ) rather
than ). To bound this hybrid service cost, we will employ the auxiliary potential W.

2.4.1 The hybrid cost
We require the following elementary estimate.

Lemma 2.10. For u ¢ L it holds that
() () ¢ 2Wu
max{D (rllp):r,p €Qr }\K -
Proof. Define ¢, : (=0, 0) — R by
1
Po(p) = n—(py + 0y) 1log(py + 00),
0

and let

Jo + 0o ]
Dy, (g0 |l po) = — (g0 + 60) 10 +(Po — qo
¢0(q0 1| po) (g0 +00) I (po = q0)
denote the corresponding Bregman divergence. Then for g, p, > 0, it holds that Dy, (7o || po) > 0

since ¢, is convex on R,. Employing the 7-HST property of T, this implies that

" 1 Wy
D(rllp) =~ > woDo,(rollpo) < = 3" Doy (rollpo).

vex(u) vex(u)

Define F : Q(”) X Q(”) — Ry by F(r, p) = Zoeyu) Do, (7o | po). The map r +— F(r, p) is convex in
general (for any Bregman divergence). The map p + F(r, p) is convex as well, as this holds for each
map py = Dy, (7 || po) since —log(x) is convex on R, ;. Since the maximum of a convex function
on the a polytope is achieved at an extreme point, we have

maX{F(T’,P)Zr,PEQ(Tu)}\ max (1+6U)log +6v—1 + 1
v,v €ex(u)
v#Y’

< 2. O

The next lemma is crucial: It relates the service cost (with respect to the reduced cost ¢ — a) of
the hybrid configurations to the service cost of the actual configuration and the movement cost.

14



Lemma 2.11. Forany u ¢ L, it holds that
2 wy ~
V,(p)-Yulg) < —— (xu Yu), + Z (Cp — ay) [xp — Opxy]. (2.15)

vEX (1)

Proof. Write
Wa(p) = Wu(q) = x,0% (61 ¢) = y, D) (61| p)
= (= ya)D (O | p) + x, [ DO || 4) — D™ || )|

2 wy

Using Lemma 2.10, the first term is bounded by £ (xu Yu)+-
Let us now bound the second term. Using 1 + t < ef, we have

KX, [D<u>(9<u> I1409) = DO | p<u>)] - x, Z
vex(u)

+ 0y
(6, +6)logq 6v+qv—lﬂv]
.12)

Sx Y E2 [0+ 00)00 + (90 + 0)(1 = e™)]
vex(u)

w
< Xy Z n_:GU(QU_qU)

vex(u)

= Z %GU [QUXM - XU] .

vex(u) o

To finish the proof, observe that from (2.11),

D 220y (0o~ xol =k Y (Bu— o+ @) [Boxy —Xo] =k D (@ = &) [Boxy = o],

vex(u) o vex(u) vex(u)
where the last equality uses ;¢ () X0 = Xy and X ,cy(,) 0o = 1 (from (1.8)). O

Using the lemma gives

S Y Oules—a) < ()~ W)+ [(Alg) AP, ) + D e

ugl vex(u) VEr
< [W(g) -W(p)]+ % [(Ag) = AP [l ) + DdC, %)

Combining this inequality with (2.13) and (2.14) gives

KN = )l ) < [(z®T+logn) (e, x)e +(W(q) - \If(p)>+—||<x y>+||“w)] (2.16)

completing the verification of Lemma 2.5.
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3 Derivation of the dynamics and derived costs

For the sake of motivating the dynamics (1.11), we review the continuous-time mirror descent
framework of [ ]. Suppose that K € RY is a convex set. We recall again the definition of the
normal cone to K at x € K which is given by

NK(x)::(K—x)°:{peRN:<p,y—x)<OforallyeK}.

Suppose additionally that ® : D — R is C? and strictly convex on an open neighborhood D 2 K
so that the Hessian V2®(x) is well-defined and positive definite on D. Given a control function
F:[0,00) x K — RN and an initial point xg € K, we will be concerned with absolutely continuous
solutions x : [0, ) — K to the differential inclusion

x(0) = xo,
V20(x(1)x'(t) € F(t, x(t)) — Nk(x(1))

In other words, a trajectory that satisfies x(0) = xo and for almost every ¢t > 0:

X' (8) = V2O(x ()7 (F(t, x(8)) = y (1), 3.1)

with y(t) € Nk(x(t)).

Under suitably strong conditions on @ and F, there is a unique absolutely continuous solution
to (3.1) [ ]. In our setup, these conditions are actually not satisfied unless we prevent the path
x from hitting the relative boundary of K. Nevertheless, the formal calculation is elucidating and
motivates the algorithm of Section 2. For simplicity, we assume « := 1 in this section.

3.1 Hessian computation

Let us take @ as in (1.7) and calculate V2®(x) for x € RY,. Fix u # r. Then we have

= W (10 [ W T s )%
8u<D(x)—n (log( +6u)+1)+ Z (6vlog(xu+6v) xu). (3.2)

" Xp(u) vex(u) v

Moreover, d,,,®(x) = 0 unless u = v, u € x(v), or v € x(u), and in this case,

Du +
T]u(xu + 6uxp(u))
Xy wy
Xp(u) Mu(Xu + OuXp(w))’

8uuq)(x) =

2
Xo ) Wy

A (E No(xo + O00Xy)

au,p(u)q)(x) = ap(u),uq)(x) =

3.2 Explicit dynamics

We are now in a position to calculate the formal dynamics. Let us define the control by F(-, t) := —c(t).
We claim that foru # r,
Xu(t) ) Mu ( xu(t) ) xo(t)
ohf|—=|=—|—=+0 (t) - cel, (3.3)
t (xp(u)(t) Wy xp(u)(t) ! ﬁp(u) fezﬁu xu(t)
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where B,(t) > 0 denotes the Lagrange multiplier corresponding to the constraint x, = 3 ,¢(,) Xo-
To verify (3.3), let us define, for u #r,

_ Wu Xpu) (£) ( xu(t) )
E(u): T (D) +5uxp(u)(t)at xp(u)(t) .

Then (3.3) is equivalent to the assertion that

e = o - Y e 0, G4

Cy
(L, xy(t)
Recalling (3.1), the equality (V2®(x(t))x'(t)), = (F(t, x(t)) — y(t)), is equivalent to

EW) =Bpy(t) —cet), teL, (3.5)
ew- S 2We) =g -pult), weV (LU, (56)

vt X ®)

Clearly (3.5) already confirms (3.4) for ¢ € L.
Let us conclude by verifying (3.4) for all u ¢ r by (reverse) induction on the depth. Employing
(3.6) along with the validity of (3.4) for {£(v) : v € x(u)} yields

£ = o —puly+ Y 2 (g - 3 X g

vex(u) xu(t) el xu(t)

= o= 3 W),

(eL, xy(t)

where we used the fact that x, = }\,¢ () X0 for x € Kr.

3.3 Relationship between discrete and continuous dynamics
Recall the setup from Section 1.3.3. We consider a system of variables {g,(t) : u € V' \ {r}} satisfying

the differential equations

drqu(t) = ZJ— (@u(t) + 52) (Bouy () — 2 (t) + (), (37)

where a,(t) is a Lagrangian multiplier for the constraint g, (f) > 0, and ¢,(t) is the “derived” cost in
the subtree rooted at u:

&ult) = ) qoult)ee(®)

lely,

g =[] ),

veyu,[\{u}

where y,, ¢ is the unique simple u-{ path in T. Now the values gy, give a probability distribution on
the leaves.
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Let us argue that when the discretization parameter of the algorithm presented in Section 2
goes to zero, one arrives at a solution to (3.7). Recall that in Section 2.3, we split each cost function
¢ € R% into M pieces M~!c and computed a sequence of configurations qo, ..., qum € Qr. Define
the piecewise-linear function gy : [0,1] — Qr by

j+o

g(m) (7) =(1-0)g; +064gj+1, 0el0,1],7€{0,...,M—1}.

Recalling Section 2.1, we have

q;u) := argmin {D(”)(p | q](i)l) + <p,M_16;u)> ‘ peE Q(Tu)} , (3.8)
where
6](u) = Z(Qj)ﬂucf-
el

Thus forv € x(u) and j > 1,

(a”) = [(a1)) +o0] exp (”—” (B~ (M), - av>)) ~ ..

Wy

One can now verify that there is a constant L = L(c, T) such that

H%n—(%thsiT je{l,...,M},veV\{r}.

In particular, we see that qE M) € L*([0,1], RV\{W}) for every M > 1 and, moreover,

sup
M>1

‘%®w<m. (3.9)

Therefore by Arzela-Ascoli, there is a subsequence { My} such that g, converges uniformly to a
function g : [0,1] — Qr.

Since the unit ball of L*([0, 1], RV\"}) is weakly compact (by the sequential Banach-Alaoglu
Theorem), we can pass to a further subsequence {M;} along which qEM,L) converges weakly to

some h € L®([0, 1], RV\r}H). Moreover, since gan(b) = gan(a) = /ﬂh qEM)(t)dt forall0 <a<b <1,

it follows that q(b) — g(a) = fu b h(t)dt as well, and therefore for almost all t € [0,1], we have
q'(t) = h(t).

If we similarly linearly interpolate the cost function to ¢y : [0,1] — RK\{W}, then ¢y,) — €
along this sequence as well, and

et(t) = Z Qepu(t)ce.

lel,

Now the KKT conditions for optimality in (3.8) give

vpH) (q;”)) — vp® (q](li)l) + M_léﬁu) € —N_w (q;u)) ,
T

18



or equivalently,

VCD(M) (q](Ll)) B V(D(”) (q](b_l)l) A1) (u)
€ —C. _N (u)(q- )
M-1 ] Qr \lJ

By standard results in differential inclusion theory (e.g., the Convergence Theorem [ , Thm.
1.4.1]), we conclude that g : [0, 1] — Qr solves the differential inclusion

VO (1)) 21g(#) € =)t = Ny (g(1)

Calculating the Hessian V20®) reveals that q(t) is a solution to (3.7).
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